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Abstract

An implicit a posteriori finite element error estimation method is presented to inexpen-
sively calculate lower and upper bounds for a linear functional output of the numerical
solutions to the three dimensional Navier–Stokes (N–S) equations. The novelty of this
research is to utilize an augmented Lagrangian based on a coarse mesh linearization of
the N–S equations and the finite element tearing and interconnecting (FETI) procedure.
The latter approach extends the a posteriori bound method to the three dimensional
Crouzeix–Raviart space for N–S problems. The computational advantage of the bound
procedure is that a single coupled nonsymmetric large problem can be decomposed into
several uncoupled symmetric small problems. A simple model problem, which is selected
here to illustrate the procedure, is to find the lower and upper bounds of the average
velocity of a pressure driven, incompressible, steady Newtonian fluid flow moving at low
Reynolds numbers through an endless square channel which has an array of rectangular
obstacles. Numerical results show that the bounds for this output are rigorous, i.e., always
in the asymptotic certainty regime, that they are sharp and that the required computa-
tional resources decrease significantly. Parallel implementation on a Beowulf cluster is
also reported.

1 Introduction

The steady, incompressible Navier-Stokes (N–S) equations are the most commonly used math-
ematical model for describing the practical problems related to viscous, laminar flows. But
numerical simulations of the N–S equations require large computational resources, especially
for three dimensional engineering problems. In practice, a designer using computational fluid
dynamics (CFD) has to produce the most accurate result with limited computer resources. He
can make a trade-off between solution accuracy and computational cost based on his experience
and judgment. A posteriori error estimation methods use the calculated numerical result to
assess the accuracy of the solution. These methods are becoming essential because they can
help the designer to assess the accuracy and to control the simulation quality.

∗accepted in International Journal for Numerical Methods in Engineering
†Department of Mechanical and Industrial Engineering, University of Toronto. E-mail:

zcheng@mie.utoronto.ca
‡Corresponding author, Department of Mechanical and Industrial Engineering, Concordia University, H–549,

1455 de Maisonneuve Blvd. W. Montreal Quebec H3G 1M8. E-mail: paraschi@me.concordia.ca



In the last decade, most of the a posteriori error estimates were focused on global error
bounds in the energy norm. These works were mainly concerned with one or two dimensional
problems. Among these, some works related to the approach herein include: Ainsworth and
Oden developed a method to obtain the numerical error in the energy norm to estimate the
accuracy of solutions of elliptic partial differential equations [1]. Verfürth [21], Bank and Welfert
[2] also successfully proposed the error estimations based on the norms or seminorms associated
with a solution of the Stokes equations.

Later, a posteriori error estimation techniques were extended to error metrics more closely
relevant to engineering design. An engineering design often focuses on calculating the char-
acteristic values of a system. These characteristic values are not the field solutions, such as
temperature or velocities, but are design parameters, such as average temperatures, mean con-
centrations, drag forces or average velocities, which are termed ‘outputs’ herein. The error
metrics of these values are much more important to a designer than the field solutions or their
energy norms, because specific design objectives and optimization are generally addressed in the
form of design outputs, and the design regulations are often described by lower or upper bounds
to the outputs. Considering engineering design, Patera, Paraschivoiu and Peraire developed a
similar procedure to that of Ainsworth and Oden for the prediction of the error in terms of
bounds to design quantities, or outputs, which are the linear functionals of the field solutions.
Both symmetric and nonsymmetric partial differential equations were considered [12, 16, 18].

The proposed upper and lower bounds are obtained from the application of a constrained
minimization problem formulated as an extremization of an augmented Lagrangian [16]. An
output for the very large problem can be estimated quickly, inexpensively and quantitatively
by calculating its rigorous bounds which are not dependent on any constraints. The bound
procedure has also been extended to address the incompressible Navier-Stokes equations in two
space dimensions by Machiels, Peraire, and Patera [11].

The upper and lower bounds are calculated through a hierarchical procedure on two-level
finite element meshes: several global calculations on a relatively coarse mesh and many indepen-
dent local calculations on subdomains related to a fine finite element mesh. The last calculation
step only solves intrinsically parallel, uncoupled, symmetric local problems with interpolated
hybrid–fluxes recovered as Neumann boundary conditions. The bound method can achieve
very high parallel efficiency when multi-computers are exploited for these calculations. Cheng
and Paraschivoiu reported that local calculations can reach more than 90% parallel efficiency in
solving a two dimensional multi-material heat transfer problem on a Beowulf multiple–computer
system [4].

In three space dimensions, the Ladeveze and Leguilon procedure [10] that is used to cal-
culate the hybrid fluxes in two dimensions [1, 11, 12, 16, 18] is difficult to extend. To address
this drawback, Paraschivoiu reformulated the finite element tearing and interconnecting (FETI)
method, which was developed by Farhat and Roux [8], for calculating bounds for the convection-
diffusion equation in three-dimensional space [17].

In this paper, the approach described in [4, 11, 17] is extended to calculate bounds for
steady, incompressible Navier-Stokes equations in three-dimensional space. The novelty of this
research is to linearize the N–S problems with respect to a coarse mesh and to exploit the
resulting equations in an augmented Lagrangian. The Crouzeix-Raviart finite element space is
used so that the pressure space is discontinuous and the velocities are locally divergence–free.
Thus, the hybrid flux vector is decoupled to three components which can be inexpensively
calculated by the FETI method. This a posteriori finite element bound procedure calculates
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bounds to the linear-functional outputs of a benchmark problem, which is a pressure driven,
incompressible, steady Newtonian fluid flow moving with a low Reynolds number through an
endless square channel with an array of rectangular obstacles. Since the calculation of the fine
‘truth’ mesh output sh is very expensive, the associated lower bound sLB and upper bound
sUB are calculated as alternatives to sh. The bounds offer precise and reliable information for
the output sh at a computational cost of the same order as the coarse mesh used and with an
asymptotic certainty of sLB ≤ sh ≤ sUB. Therefore sh can also be estimated by the bounds:
spre = 1

2
(sUB + sLB), which will satisfy |sh − spre| ≤ 4, where 4 = 1

2
(sUB − sLB) is the half

bound gap.
The asymptotic certainty refers to the limitation that the coarse mesh must roughly resolve

the flow. As shown in [11], rigorous bounds are obtained when the characteristic length of
the course mesh (H) is less than a threshold mesh size. To be more precise, the difference
between the upper bound and the fine mesh output can be expressed as a positive term and
an indefinite term. Similarly for the lower bound, the difference can be expressed as a negative
and an indefinite term. It is shown [13] that the positive term converges at best like H4 and the
indefinite term as H5 which leads to the existence of this threshold mesh size. This threshold
mesh size is unknown but our numerical experience suggests that the coarse mesh size is less
than the threshold mesh size even for very coarse meshes. In practice, bounds are very large for
coarse meshes that barely resolve the flow and become sharper as the coarse mesh is refined.
The smooth convergence of the bounds as the coarse mesh is refined ensured that bounds are
in the asymptotic certainty regime.

A multiple processor implementation is developed for the FETI and fine mesh calculations.
The results will be analyzed to investigate the efficiency of the bound method for parallel pro-
cessing. The approach developed herein provides an inexpensive confirmation of the accuracy of
a particular finite element solution to three-dimensional partial differential equations for large
engineering applications.

The remainder of this paper is structured as follows. In Section 2, we review some of the
key finite element fundamentals for this paper. In Section 3, we introduce a new augmented
Lagrangian based on the linearized Navier–Stokes equations on the coarse mesh for the under-
lying N–S problem. In Section 4, we calculate the lower and upper bounds derived from the
stationarity conditions of the augmented Lagrangian. Numerical results from a single processor
and a Beowulf cluster are presented in Sections 5 and 6. Finally, we conclude in Section 7.

2 Finite Element Background

The Navier-Stokes bound procedure is based on an augmented Lagrangian. The general finite
element background is reviewed first for the steady, incompressible Navier-Stokes equations, as
well as for the linear output, and the discretization method.

2.1 Problem statement and linear output

The model problem is steady, incompressible, low Reynolds number flow driven by a forcing
term in an endless square channel with an array of rectangular obstacles in the center. The fluid
is assumed to be Newtonian with dynamic viscosity, µ. The geometry is presented in Figure 1
where Ω is the domain and (x1, x2, x3) denotes the coordinate system, with corresponding unit
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Figure 1: Geometry with homogeneous Dirichlet boundaries, except for Γ1 and Γ2 which have
periodic boundary conditions.

vectors ~x1, ~x2, ~x3. The driving force is a pressure gradient ∆P
L

in the ~x3 direction, where L is
the scaling length of the channel section, and ∆P is the pressure difference between the two
reference points separated by a distance L in the ~x3 direction. The fluid velocity and pressure
perturbations are periodic in the ~x3 direction.

The governing equations for this incompressible low Reynolds number Navier-Stokes prob-
lem can be expressed in indicial notation as

− 1

Re

∂2ui

∂xj∂xj

+
∂(uj ui)

∂xj

+
∂p

∂xi

= fi in Ω, i = 1, 2, 3 (1)

∂ui

∂xi

= 0 in Ω, (2)

with boundary conditions ui|Γ1 = ui|Γ2 , p|Γ1 = p|Γ2 , and ui = 0 on the other boundaries. Re

is the Reynolds number defined as Re =
ρŨH̃

µ
, where H̃ denotes the width (or height) of the

square channel and ρ is the density of the fluid. The flow is assumed to be laminar with the

scaling velocity Ũ proportional to Ũ =
H̃2

cµ

∆P

L
. Here c is a constant which depends on the

geometry of the channel. From [14], c = 28.45 is selected for the square duct without obstacles.
The pressure field, composed of the external driving pressure ∆P and the pressure fluctuation p,
is non-dimensionalized by ρŨ2. The forcing term fi, which is the nondimensionalized pressure
gradient, is f1 = f2 = 0 and f3 = 28.45

Re
in the current problem. To be noted, the Reynolds

number only represents the applied pressure gradient in this problem.
We define the function spaces X = H1

0 (Ω)×H1
0 (Ω)×H1

0 (Ω), Q = L2(Ω) and Y = X ×Q
including essential boundary conditions, where L2(Ω) is the space of all functions which are
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square integrable over Ω and H1
0 (Ω) is the space of all functions vanishing at the essential

boundary and belonging to L2(Ω) whose first derivatives are also in L2(Ω).
The corresponding variational form for this Navier-Stokes problem is: find (u1, u2, u3, p) ∈

Y such that

∫

Ω
(

1

Re

∂ωi

∂xj

∂ui

∂xj

− uiuj
∂ωi

∂xj

− p
∂ωi

∂xi

− fiωi ) dV = 0, ∀(ω1, ω2, ω3) ∈ X, (3)

−
∫

Ω
r
∂ui

∂xi

dV = 0, ∀r ∈ Q. (4)

Introducing discrete function spaces parameterized by δ we write Yδ = Xδ ×Qδ for which
Xδ = span(φi, i = 1, .., Nv) and Qδ = span(ϕi, i = 1, .., Np) where Nv and Np are the number
of nodes for each velocity component and for pressure, respectively. Discretized functions, such
as each velocity component and pressure, are written:

uiδ =
Nv∑

j=1

uijδφj (5)

pδ =
Np∑

j=1

pjδϕj (6)

We also introduce uiδ and pδ as the vectors of coefficients uijδ and pjδ, respectively.
Using this finite element discretization, equations (3) and (4) can be expressed in a general

matrix form as: find (u1δ, u2δ, u3δ, pδ) ∈ Yδ that satisfies

(Aδ + Cδ)uiδ + BT
iδpδ = f iδ, i = 1, 2, 3, (7)

3∑

i=1

Biδuiδ = 0, (8)

where Aδ is the stiffness matrix associated with the diffusion term
∫ 1

Re
∂ωi

∂xj

∂ui

∂xj
dV , Biδ is as-

sociated with the pressure term
∫

p ∂ωi

∂xi
dV and Cδ is associated with the convection term∫

uiuj
∂ωi

∂xj
dV . Note that the matrix Cδ, is computed from the velocity field uiδ. Details concern-

ing weak formulations of the Navier-Stokes system may be found in [19, 20].
Engineering design is generally based on outputs which are functionals of the field solution.

In this paper, only linear functionals are addressed, and bounds are calculated to the outputs,
which are the average of the velocity in the ~x3 direction, s =

∫
u3dV , and the corresponding

matrix expression is sδ = `
0

δ

T
u3δ = 1T Mδu3δ with Mδ being the mass matrix associated with

the forcing term
∫

fiωidV . The discrete linear functional operator `
0

δ is the unit vector times
the mass matrix, 1T Mδ.

2.2 Newton Iterations

The Navier–Stokes equations (1) and (2) contain a non-linear convective term
∫

uiuj
∂ωi

∂xj

dV ,

and its associated matrix Cδ in equation (7) should be calculated with the velocity field ui with
i = 1, 2, 3. The Newton–Raphson nonlinear algorithm has a second-order convergence rate and
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is chosen to iteratively solve the underlying N–S equations. Gunzburger presents this method
in details [9]. The algorithm is summarized below.

1. Initialization: solve the algebraic equations to obtain u0
1δ, u

0
2δ, u

0
3δ, p

0
δ :

Aδu
0
iδ + BT

iδp
0
δ = f iδ, (9)

3∑

i=1

Biδu
0
iδ = 0. (10)

2. At the nth step, find (v1δ, v2δ, v3δ) and qδ that satisfy the following linear equations:

(Aδ + Dn
δ )viδ +

3∑

j=1

En
ijδvjδ + BT

iδqδ = f iδ − [(Aδ + Dn
δ )un

iδ + BT
iδp

n
δ ], (11)

3∑

i=1

Biδviδ = −
3∑

i=1

Biδu
n
iδ, (12)

where the matrice Dn
δ is associated with the linearized convection terms

∫
viu

n
j

∂ωi

∂xj

dV and En
ijδ

is associated with the linearized convection terms
∫

un
i vj

∂ωi

∂xj

dV, with i, j = 1, 2, 3.

3. Set n = n + 1 and (un
iδ, p

n
δ ) = (un−1

iδ , pn−1
δ ) + (viδ, qδ); check the stopping criterion. If the

criterion is not satisfied, update Dn
δ and En

ijδ with the new un
iδ, (i, j = 1, 2, 3), go back to Step

2, and continue to iterate.

2.3 Discretization meshes and function spaces

The bound method for the Navier–Stokes equations is a two level hierarchiary numerical ap-
proximation. Two discretization meshes, H for the coarse and h for the fine, are considered
here. The computational domain Ω is divided into a set of kH tetrahedra for the coarse mesh
TH , and is further divided into a set of kh tetrahedra for the fine mesh Th with uniform refine-
ment R = H

h
. Figure 2 illustrates the two level meshes that are used, TH (left) and Th (right),

before the domain decomposition.
The domain Ω is also decomposed into Nk subdomains Ω(k) for both TH and Th so that the

bound method can be exploited. For example, Ω can be decomposed into Nk = 24 subdomains,
Ω(k), each of which is a small cube of size (1

3
× 1

3
× 1

3
), as shown in Figure 3. This figure

illustrates the resulting coarse and fine meshes after the domain decomposition. The thick lines
represent subdomain borders.

On these two level meshes, Crouzeix-Raviart finite element spaces are used for the velocity
and the pressure spaces. XH denotes the finite element space for the velocity on the coarse mesh
and Xh denotes the space for the velocity on the fine mesh before the domain decomposition.
Also the finite element spaces for the pressure on the coarse mesh and on the fine mesh are
denoted by QH and Qh, respectively. X̂H and X̂h are defined as the ‘broken’ velocity spaces
of each subdomain Ω(k) after the domain decomposition. The hybrid flux edge spaces, which
are defined on the subdomain borders marked by the thick lines in Figure 3, are denoted by
HH for the coarse mesh and by Hh for the fine mesh. The hybrid flux vector is used to enforce
continuity on functions in X̂H and X̂h, in particular, as ‘glue’ to ‘connect’ the adjacent nodes,
lines or faces so that the noncomforming velocities in different subdomains can be continuous
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Figure 2: The coarse H mesh (TH , left) and the fine h mesh (Th, right) before the domain
decomposition (R = H

h
= 2).
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Figure 3: The coarse H mesh (TH , left) and the fine h mesh (Th, right) after the domain
decomposition (R = H

h
= 2). The thick lines represent subdomain borders.

over the whole domain. In this paper, the superscript (k) represents a parameter identifying the
subdomain Ω(k).

Finite element coarse mesh solution (u1H , u2H , u3H , pH) ∈ XH ×QH and fine mesh solution
(u1h, u2h, u3h, ph) ∈ Xh ×Qh satisfy the N–S weak formulations in matrix form

(AH + CH)uiH + BT
iHpH = f iH , i = 1, 2, 3, (13)

3∑

i=1

BiHuiH = 0, (14)

(Ah + Ch)uih + BT
ihph = f ih, i = 1, 2, 3, (15)

3∑

i=1

Bihuih = 0, (16)
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where matrices AH , CH , and BiH are obtained from the coarse mesh function space XH and
matrices Ah, Ch, and Bih are obtained from the fine one Xh. The average velocity becomes

sH = `
0

H

T
u3H = 1T

HMHu3H for the coarse mesh, and and sh = `
0

h

T
u3h = 1T

h Mhu3h for the
fine mesh. Here, MH and Mh denote the mass matrices on the coarse and fine mesh space,
respectively.

3 Augmented Lagrangian Formulation

A novel approach in the current bound method is to exploit the coarse mesh linearized N–S
equations to construct a fine mesh augmented Lagrangian, which also includes a quadratic
‘energy’ reformation of the desired output, and which contains the inter-subdmain continuity
requirements as well. From the quadratic–linear duality theory of the Lagrangian, the bounding
properties can be easily proved. This formulation is different from that used for the “general
asymptotic finite element bound method” described in detail in [11], since a Lagrangian formu-
lation is used. For a more detailed description of previous a posteriori finite element method
related to error estimation for the N–S equations, the reader is referred to [15, 22].

3.1 The construction of the Lagrangian

To construct the proper energy equality for the augmented Lagrangian, let eh = uh − uH ,
εh = ph − pH . Note that eh ∈ Xh and εh ∈ Qh are associated with the errors for the velocity
and pressure respectively.

3.1.1 General residuals

The coarse mesh solution, (uH = (u1H , u2H , u3H), pH) ∈ XH × QH , can be used to define the
primal residuals of the N–S equations on each subdomain, Ω(k) with k = 1, · · · , Nk, for the
‘broken’ space on both meshes:

`
(k)

iδ ≡ f
(k)

iδ −
[
A

(k)
δ + D

(k)
δ

]
I

δ
(u

(k)
iH )−B

(k)
iδ

T
I

δ
(p

(k)
H ), (i = 1, 2, 3), (17)

b
(k)

δ ≡ −
3∑

i=1

B
(k)
iδ I

δ
(u

(k)
iH ). (18)

where I
δ
(·) represents the vector of coefficients of a function interpolated onto a function space

parameterized by δ.
For Nk subdomains, uiH = {u(1)

iH , · · · , u(Nk)
iH } with i = 1, 2, 3 and pH = {p(1)

H , · · · , p(Nk)
H }.

A
(k)
δ , D

(k)
δ and B

(k)
iδ are the local matrices associated with Aδ, Dδ and Biδ respectively, on each

subdomain, Ω(k).
The energy equality on the ‘broken’ fine h–mesh can be written as follows:

Nk∑

k=1

3∑

i=1

[
e
(k)
ih

T
A

(k)
h e

(k)
ih + 2ε

(k)
h

T
B

(k)
ih e

(k)
ih − e

(k)
ih

T
`
(k)

ih − ε
(k)
h

T
b
(k)

h

]

=
Nk∑

k=1

3∑

i=1

[
e
(k)
ih

T
A

(k)
h e

(k)
ih + 2e

(k)
ih

T
B

(k)
ih

T
ε
(k)
h + e

(k)
ih

T
(A

(k)
h + D

(k)
h )I

h
(u

(k)
iH ) + e

(k)
ih

T
B

(k)
ih

T
I

h
(p

(k)
H )
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−e
(k)
ih

T
f

(k)

ih + ε
(k)
h

T
B

(k)
ih I

h
(u

(k)
iH )

]
. (19)

If the mesh size h = H, the coarse mesh matrices and solutions will be the same as the fine,
(e

(k)
h , ε

(k)
h ) = (e

(k)
1h , e

(k)
2h , e

(k)
3h , ε

(k)
h ) = 0, and the energy equality (19) will vanish.

3.1.2 Energy reformation of outputs

Thus, the following trivial minimization statement is introduced with the new energy equality
and the linear output of interest of the Navier-Stokes equations:

± sh(vh, qh)

= inf
vh∈X̂h

sup
qh∈Qh

Nk∑

k=1

3∑

i=1

{
κ [v

(k)
ih

T
A

(k)
h v

(k)
ih + 2q

(k)
h

T
B

(k)
ih v

(k)
ih − `

(k)

ih

T
v

(k)
ih − b

(k)T
q(k)]± `

0

h

T
(I

h
(u

(k)
iH ) + v

(k)
ih )

}

= inf
vh∈X̂h

sup
qh∈Qh

Nk∑

k=1

3∑

i=1

{
κ

[
v

(k)
ih

T
A

(k)
h v

(k)
ih + 2q

(k)
h

T
B

(k)
ih v

(k)
ih + v

(k)
ih

T
B

(k)
ih

T
I

h
(p

(k)
H )

+v
(k)
ih

T
(A

(k)
h + D

(k)
h )I

h
(u

(k)
iH )− v

(k)
ih

T
f

(k)

ih + q
(k)
h

T
B

(k)
ih I

h
(u

(k)
iH )

]

±`
0

h

T
(I

h
(u

(k)
iH ) + v

(k)
ih )

}
(20)

where qh refers to the variables associated with the pressure error, vh = (v1h, v2h, v3h) associated
with the velocity error, and κ is a non-negative parameter that will be used to optimize the
computed bounds. Note again that the overbar ,·, represents the vector of coefficients that
defines the respective function.

3.1.3 Linearized N–S equations and inter-subdomain constraints

Now the set of functions S ⊂ X̂h × Qh is introduced for the construction of the linearized
Navier-Stokes equations constrained by adjoints, (w

(k)
h , r

(k)
h ) = (ω

(k)
1h , ω

(k)
2h , ω

(k)
3h , r(k)), from equa-

tions (11) and (12). The high order convection term, which is very small, is omitted in this
procedure so that no non-linear convection term will appear in the new augmented Lagrangian.
H

(k)
δ is defined as the Boolean matrix which extracts the signed (±) restriction of a subdo-

main solution v
(k)
h = (v

(k)
1h , v

(k)
2h , v

(k)
3h ) to the subdomain interface boundary. Lagrange multiplier

µh = (µ1h, µ2h, µ3h) ∈ Hh reflect the hybrid flux. The constraint µT
ihH

(k)
h v

(k)
ih = 0, ∀µh ∈ Hh,

enforces velocity continuity and the homogeneous essential conditions. For non-homogeneous
boundary conditions, a vector of coefficients representing the function on the boundary should
be subtracted on the left-hand side of this equality.

S =





| ∑ {
ω

(k)
ih

T
(A

(k)
h + D

(k)
h )(I

h
(u

(k)
iH ) + v

(k)
ih ) + ω

(k)
ih

T
B

(k)
ih

T
(I

h
(p

(k)
H ) + q

(k)
h )

v
(k)
h ∈ X̂h | +ω

(k)
ih

T ∑3
j=1 E

(k)
ijhv

(k)
jh − ω

(k)
ih

T
f

(k)

ih

}
= 0, ∀(ω(k)

1h , ω
(k)
2h , ω

(k)
3h ) ∈ Xh ;

q
(k)
h ∈ Qh | ∑

r
(k)
h

T
B

(k)
ih (I

h
(u

(k)
iH ) + v

(k)
ih ) = 0, ∀r(k)

h ∈ Qh ;

| ∑
µT

ihH
(k)
h v

(k)
ih = 0, ∀(µ1h, µ2h, µ3h) ∈ Hh ;

with i = 1, 2, 3.
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3.1.4 Quadratic-linear Lagrangian

The constrained minimization problem suggests the formation of the quadratic-linear La-
grangian L : X̂h ×Qh ×Xh ×Qh ×Hh → R,

L±(vh, qh,wh, rh, µh)

=
3∑

i=1

Nk∑

k=1

{[
κ

(
v

(k)
ih

T
A

(k)
h v

(k)
ih + 2q

(k)
h

T
B

(k)
ih v

(k)
ih + v

(k)
ih

T
B

(k)
ih

T
I

h
(p

(k)
H )− v

(k)
ih

T
f

(k)

ih

+v
(k)
ih

T
(A

(k)
h + D

(k)
h )I

h
(u

(k)
iH ) + q

(k)
h

T
B

(k)
ih I

h
(u

(k)
iH )

)
± `

0

h

T
(I

h
(u

(k)
iH ) + v

(k)
ih )

]

+
[
ω

(k)
ih

T
(A

(k)
h + D

(k)
h )(I

h
(u

(k)
iH ) + v

(k)
ih ) + ω

(k)
ih

T
B

(k)
ih

T
(I

h
(p

(k)
H ) + q

(k)
h )− ω

(k)
ih

T
f

(k)

ih

+ω
(k)
ih

T
3∑

j=1

E
(k)
ijhv

(k)
jh + r

(k)
h

T
B

(k)
ih (I

h
(u

(k)
iH ) + v

(k)
ih )

]
+ µT

ihH
(k)
h v

(k)
ih

}
, (21)

where the first two lines represent the quadratic ‘energy’ reformation of the desired output,
the third and fourth lines represent the linearized Navier-Stokes problem constrained by the
Lagrange multiplies wh and rh, and the last term represents the velocity continuity requirements
for the inter-subdomains. The Lagrangian (21) is quadratic in its argument v and linear in its
arguments qh, wh, rh and µh and its saddle point (êh, ε

±
h , ψ±h , λ±h , t±h ) is obtained by

êh = arg min
vh∈X̂h

[
sup

qh∈Qh, wh∈Xh, rh∈Qh, µh∈Eh

L±(vh, qh,wh, rh, µh)

]
, (22)

(ε±h , ψ±h , λ±h , t±h ) = arg max
qh∈Qh, wh∈Xh, rh∈Qh, µh∈Hh

[
inf

v∈X̂h

L±(vh, qh,wh, rh, µh)

]
. (23)

3.2 Proofing of the bounding properties

From the quadratic-linear duality theory, it follows that

±sh = sup
qh∈Qh, wh∈Xh, rh∈Qh, µ∈Hh

inf
vh∈X̂h

L±(vh, qh,wh, rh, µh)

≥ inf
vh∈X̂h

L±(vh, q̌
±
h , w̌±

h , ř±h , µ̌±h ), ∀q̌±h ∈ Qh, ∀w̌±
h ∈ Xh, ∀ř±h ∈ Qh, ∀µ̌±h ∈ Hh, (24)

with equality for (q̌±h , w̌±
h , ř±h , µ̌±h ) = (ε±h , ψ±h , λ±h , t±h ).

Upper and lower bounds for the output sh, sUB, and sLB, respectively, are now readily
constructed as

sLB ≡ inf
v∈X̂h

L+(v, q̌+
h , w̌+

h , ř+
h , µ̌+

h ) ≤ sh ≤ − inf
v∈X̂h

L−(v, q̌−h , w̌−
h , ř−h , µ̌−h ) ≡ sUB, (25)

where the superscripts, (?)+ and (?)−, indicate the upper and lower bounds of the arguments
(?), respectively. Note that equation (25) holds for any functions (q̌±h , w̌±

h , ř±h , µ̌±h ) ∈ (Qh×Xh×
Qh ×Hh).
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4 Bound calculations

Starting from the Lagrangian, the algebraic formulation of the bound procedure for outputs of
the Navier-Stokes problem will be exposed.

Equations (21), (24) and (25) suggest that the bound procedure for the Navier-Stokes
problem require the calculations of the field solution (uH , pH), the three Lagrange multiplier
candidates, adjoint (ψ±H , λ±H) and hybrid flux t±H , on the global coarse mesh TH , and the calcula-
tions of the restructured errors ê±h and ε̂±h , on the decoupled fine mesh Th. These parameters can
be inexpensively calculated by solving a global, coarse field solution (primal) problem, a coarse
adjoint (dual) problem, a coarse hybrid flux problem and Nk subdomain fine mesh problems,
which are simplified from the stationarity conditions of the augmented Lagrangian (21).

The stationarity conditions are: find e±H ∈ X̂H , ε±H ∈ QH , ψ±H ∈ XH , λ±H ∈ QH , and
t±H ∈ HH such that the vector coefficients of these functions satisfy:

κ
{
2A

(k)
H e

(k)
iH

±
+ 2B

(k)
iH

T
ε
(k)
H

±
+ [A

(k)
H + D

(k)
H ]u

(k)
iH + B

(k)
iH

T
p

(k)
H − f

(k)

iH

}
+

{
[A

(k)
H + D

(k)
H

T
]ψ

(k)

iH

±

+B
(k)
iH

T
λ

(k)

H

±
+

3∑

j=1

E
(k)
jiH

T
ψ

(k)

jH

± ± `
0

iH



 + H

(k)
H

T
t
±
iH = 0, (26)

κ
{
2B

(k)
iH e

(k)
iH

±
+ B

(k)
iH u

(k)
iH

}
+ B

(k)
iH ψ

(k)

iH

±
= 0, (27)

H
(k)
H e

(k)
iH

±
= 0, (28)

[A
(k)
H + D

(k)
H ][u

(k)
iH + e

(k)
iH

±
] + B

(k)
iH

T
[p

(k)
H + ε

(k)
H

±
] +

3∑

j=1

E
(k)
jiHe

(k)
jH

±
= f

(k)

iH , (29)

B
(k)
iH u

(k)
iH + B

(k)
iH e

(k)
iH

±
= 0. (30)

Equation (28) forces e±H ∈ XH , and (e±H , ε±H) = 0 has to be satisfied for (e±H , ε±H) ∈ XH ×QH .

4.1 The primal problem

By introducing (e±H , ε±H) = 0, equations (29) and (30) lead to the primal problem which is
relatively standard: find the global field solution (uH , pH) that satisfies the original non-linear
Navier-Stokes problem in matrix form, (7) and (8), on the coarse H–mesh:

(AH + CH)uiH + BT
iHpH = f iH , i = 1, 2, 3, (31)

3∑

i=1

BiHuiH = 0, (32)

where the matrix CH should be determined by the field solution uiH . Note that the convection
term CHuiH is nonlinear. Newton’s method, a quadratically converging process described in
section 2.2, is suitable for the iterative calculation of these nonlinear Navier-Stokes equations. A
Generalized Minimal Residual (GMRES) solver [19] with ILU(0) preconditioner is used for solv-
ing the linearized non-symmetric algebraic systems (11) and (12) within each Newton iteration
step.

11



4.2 The dual problem

Forcing the subdomain solution u
(k)
H and adjoint vector ψ

(k)
H

±
to be continuous in the whole

domain Ω can eliminate the hybrid flux term H
(k)
H

T
t
±
iH in equation (26), because no inter-

subdomain jumps exist for uH and ψ±H in the conforming space XH .
By setting ψ±iH = ±ψiH and λ±H = ±λH , and by evoking equations (31) and (32), equations

(26) and (27) simplify as the dual problem: find the adjoint solution (ψ1H , ψ2H , ψ3H , λH) ∈
XH ×QH , such that

(AH + DT
H)ψiH +

3∑

j=1

ET
jiHψjH + BT

iHλH = −`
0
, (33)

3∑

i=1

BiHψiH = 0, (34)

The dual problem is linear, so no Newton iteration is required for solving (33) and (34). GM-
RES solver with ILU(0) preconditioner is used to solve the underlying nonsymmetric algebraic
system.

4.3 The hybrid flux problem

Let e±H
(k)

= epr
H

(k) ± 1
κ
edu

H
(k)

, ε±H
(k)

= εpr
H

(k) ± 1
κ
εdu

H
(k)

, and t±H = κtpr
H ± tdu

H . Substituting these

parameters and (ψ±H
(k)

, λ±H
(k)

) = ±(ψ
(k)
iH , λ

(k)
H ) into the stationarity conditions (26), (27) and

(28) leads to the following two hybrid flux problems:

• The primal hybrid flux problem: find (tpr
1H , tpr

2H , tpr
3H) ∈ EH such that

2A
(k)
H epr

iH
(k) + 2B

(k)
iH

T
εpr

H
(k) + H

(k)
H

T
t
pr
iH + [A

(k)
H + D

(k)
H ]u

(k)
iH + B

(k)
iH

T
p

(k)
H − f

(k)

iH = 0, (35)

2
3∑

i=1

B
(k)
iH epr

iH
(k) = −

3∑

i=1

B
(k)
iH u

(k)
iH , (36)

Nk∑

k=1

H
(k)
H epr

iH
(k) = 0. (37)

• The dual hybrid flux problem: find (tdu
1H , tdu

2H , tdu
3H) ∈ EH such that

2A
(k)
H edu

iH

(k)
+ 2B

(k)
iH

T
εdu

H

(k)
+ H

(k)
H

T
t
du
iH + `

0

iH + [(A
(k)
H + D

(k)
H

T
]ψ

(k)

iH + B
(k)
iH

T
λ

(k)

H

+
3∑

j=1

E
(k)
jiH

T
ψ

(k)

jH = 0, (38)

2
3∑

i=1

B
(k)
iH edu

iH

(k)
= −

3∑

i=1

B
(k)
iH ψ

(k)

iH , (39)

Nk∑

k=1

H
(k)
H edu

iH

(k)
= 0. (40)
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4.3.1 The hybrid flux associated with the primal problem

The primal hybrid flux problem can be further expressed in the standard FETI interface for-
mulations for each hybrid flux component tpr

iH in the xi direction (i = 1, 2, 3) [3].
Because the Crouzeix-Raviart pressure space is discontinuous, mass conservation can always

be satisfied in each tetrahedron and subdomain, if conservation is also satisfied in the global

domain. That is, if
3∑

i=1

BHuiH = 0, then
3∑

i=1

B
(k)
H u

(k)
iH = 0, ∀k : 1 ≤ k ≤ Nk.

With epr
1H

(k) = epr
2H

(k) = epr
3H

(k) = 0 and εpr
H

(k) = 0, equation (35) can be simplified as:

2A
(k)
H epr

iH
(k) + [A

(k)
H u

(k)
iH + B

(k)
iH

T
p

(k)
H − f

(k)

iH ] + H
(k)
H

T
t
pr
iH = 0, (i = 1, 2, 3), (41)

where A
(k)
H epr

iH
(k) is an artificial term, which is equal to zero.

Now all three components of the hybrid flux vector are decoupled, and the above hybrid flux

equation can be solved inexpensively. Let the primal residual qpr
iH

(k) = f
(k)

iH−[A
(k)
H u

(k)
iH +B

(k)
iH

T
p

(k)
H ],

K
(k)
H = 2A

(k)
H , and R

(k)
H be the null space of A

(k)
H , namely, R

(k)
H ⊥ A

(k)
H . Then equation (41) leads

to
K

(k)
H epr

iH
(k) + H

(k)
H

T
t
pr
iH = qpr

iH
(k). (42)

By defining K
(k)
H

+
as the inverse matrix of K

(k)
H , equation (42) is equivalent to

epr
iH

(k) = K
(k)
H

+
[qpr

iH
(k) −H

(k)
H

T
t
pr
iH ] + R(k)αpr

iH
(k), (43)

0 = R(k)T (qpr
iH

(k) −H
(k)
H

T
t
pr
iH), (44)

where αpr
iH

(k) denotes the set of amplitudes that specifies the shifting of the subdomain Ω(k) for
the residual of the primal problem (31).

The substitution of (43) into (37) to eliminate epr
iH

(k) leads to the following dual interface
problem: find tpr

iH such that
Nk∑

k=1

H
(k)
H K

(k)
H

+
[qpr

iH
(k) −H

(k)
H

T
t
pr
iH ] +

Nk∑

k=1

H
(k)
H R(k)αpr

iH
(k) = 0, (45)

R(k)T (qpr
iH

(k) −H
(k)
H

T
t
pr
iH) = 0. (46)

The dual interface problem (45) and (46) for tpr
iH can be written in the standard FETI

interface formulations:


FH −GH

−GT
H 0







t
pr
iH

αpr
iH


 =




d
pr

iH

−gpr
iH


 , i = {1, 2, 3}, (47)

where
FH =

Nk∑

k=1

H
(k)
H K

(k)
H

+
H

(k)
H

T
, (48)

GH =
[
H

(1)
H R

(1)
H . . . H

(Nk)
H R

(Nk)
H

]
, (49)

αpr
iH =

[
αpr

iH
(1) . . . αpr

iH
(Nk)

]
, (50)

d
pr

iH =
Nk∑

k=1

H
(k)
H K

(k)
H

+
qpr

iH
(k), (51)

gpr
iH =

[
R

(1)
H

T
qpr

iH
(1)

]
· · ·

[
R

(Nk)
H

T
qpr

iH
(Nk)

]
. (52)
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The interface problem (47) is applied to each component of velocity (i = 1, 2, 3), which can
be solved separately by a preconditioned conjugate projected gradient (PCPG) algorithm. A
projection operator is exploited to handle the self-equilibrium constraints. The FETI method
iterates on t

pr
iH , given an initial t

pr
iH

0
which satisfies the constraint GT

Ht
pr
iH

0
= gpr

H . Subsequent
increments of the inter–subdomain connectivity satisfy:

PHFH∆t
pr
iH = PH(d

pr

iH − FHt
pr
iH

0
), (53)

GT
H∆t

pr
iH = 0, (54)

where PH is an orthogonal projector onto Ker(GT
H) defined as

PH = IH −GH(GT
HGH)−1GT

H . (55)

The FETI algorithm can be regarded as a two-step preconditioned conjugate gradient
method to solve the interface problem and can be found abundantly in the literature [5, 6, 8, 17].
This algorithm can be summarized as in [6]:

1. Initialize
t
pr
iH

0
= GH(GT

HGH)−1gpr
iH

w0 = P T
H(d

pr

iH − FHt
pr
iH

0
)

2. Iterate yn = PHF̃−1
H wn

zn = yn −
n−1∑

i=0

ynT FHzi

ziT FHzi
zi

ηn =
ynT wn

znT FHzn

t
pr
iH

n+1
= t

pr
iH

n
+ ηnzn

wn+1 = wn − ηnP T
HFHzn

where F̃−1
H denotes a chosen preconditioner.

The FETI iterations residual obeys the stopping criterion,
‖F̃−1

H wn‖2

‖qpr
iH

n‖2

≤ εg, where εg is

the global FETI tolerance. In this study, εg is set to 10−7.

4.3.2 The hybrid flux associated with the dual problem

Similarly, the dual hybrid flux problem (38), (39) and (40) can be written in the standard FETI

interface problem for dual residuals q
du(k)
iH , which are the residual of the dual problem (33) and

(34) on each subdomain Ω(k):



FH −GH

−GT
H 0







t
du
iH

αdu
iH


 =




d
du

iH

−gdu
iH


 (56)

where
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αdu
iH =

[
αdu

iH

(1)
. . . αdu

iH

(Nk)
]
, (57)

d
du

iH =
Nk∑

k=1

H
(k)
H K

(k)
H

+
qdu

iH

(k)
, (58)

gdu
iH =

[
R

(1)
H

T
qdu

iH

(1)
]

. . .
[
R

(Nk)
H

T
qdu

iH

(Nk)
]
, (59)

qdu
iH

(k)
= −[(A

(k)
H + D

(k)
H )ψ

(k)

iH +
3∑

j=1

E
(k)
jiH

T
ψ

(k)

jH + B
(k)
iH

T
λ

(k)

H ]− `
0

iH . (60)

The PCPG algorithm is also used for solving the above FETI interface problem for the
three decoupled dual hybrid flux components t

du
iH .

4.4 Fine mesh calculation

Before performing the fine mesh calculations for the field errors, the variables u
(k)
iH , p

(k)
H , ψ

(k)
iH ,

λ
(k)
H , tpr

iH and tdu
iH are interpolated from the coarse H–mesh onto the fine h–mesh. The solutions of

the primal and dual problems, u
(k)
iH and ψ

(k)
iH , which satisfy local incompressibility on the coarse

H–mesh, however, will not satisfy this condition on the fine h–mesh. Incompressible local
projectors have to be introduced so that these variables can be modified and local continuity
on the fine mesh can still be satisfied. Similar to the coarse mesh calculations, the fine mesh
calculations involve the separated primal and dual parameters for the incompressible local
projections and reconstructed errors.

4.4.1 ‘Incompressible local projections’

The incompressible local projectors (∆pr
h

(k), δpr
h

(k)) = (∆pr
1h

(k), ∆pr
2h

(k), ∆pr
3h

(k), δpr
h

(k)) for the pri-
mal problem are evaluated by

A
(k)
h ∆

pr
ih

(k)
+ B

(k)
ih

T
δ

pr

h

(k)
= 0, i = 1, 2, 3, (61)

3∑

i=1

B
(k)
ih ∆

pr
ih

(k)
= −

3∑

i=1

B
(k)
ih upr

iH
(k). (62)

Then, the field solution can be modified as ũ
(k)
ih = u

(k)
iH + ∆pr

ih
(k) and p̃

(k)
h = p

(k)
H + δpr

h
(k), and the

incompressible conditions can be satisfied on the fine mesh.

Similarly, the incompressible local projectors, (∆du
ih

(k)
, δdu

h
(k)

), which are introduced for the
dual problem, are given by

A
(k)
h ∆

du
ih

(k)
+ B

(k)
ih

T
δ

du

h

(k)
= 0, i = 1, 2, 3, (63)

3∑

i=1

B
(k)
ih ∆

du
ih

(k)
= −

3∑

i=1

B
(k)
ih ψ

du

iH

(k)
. (64)

Modifying the associated adjoints by the incompressible projection correctors leads to ψ̃
(k)
ih =

ψ
(k)

iH + ∆du
ih

(k)
and λ̃

(k)
h = λ

(k)
H + δdu

h
(k)

.
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4.4.2 ‘Reconstructed errors’

The hybrid flux vectors t±H = κtpr
H ± tdu

H are also interpolated to t±h = κtpr
h ± tdu

h from the coarse

mesh TH onto the fine mesh Th, and the errors, (e±h
(k)

, ε±h
(k)

) = (epr
h

(k), εpr
h

(k))± 1
κ
(edu

h
(k)

, εdu
h

(k)
),

can be determined by the stationarity conditions.
By setting the stationarity conditions (35) and (36) to be satisfied on the fine mesh, the

reconstructed errors for the primal problem can be evaluated by the residuals of the associated
problem with the primal hybrid flux recovered as Neumann boundary conditions:

2
[
A

(k)
h epr

ih
(k) + B

(k)
ih

T
εpr

h
(k)

]
= −H

(k)
h

T
t
pr
ih − [A

(k)
h + D

(k)
h ]ũ

(k)
ih −B

(k)
ih

T
p̃

(k)
h + f

(k)

ih , (65)

2
3∑

i=1

B
(k)
ih epr

ih
(k) = 0, (66)

and (38) and (39) lead to the errors for the dual problem on the fine mesh:

2
[
A

(k)
h edu

ih

(k)
+ B

(k)
iH

T
εdu

h

(k)
]

= −H
(k)
h

T
t
du
ih − [(A

(k)
h + D

(k)
h

T
]ψ̃

(k)

ih −B
(k)
ih

T
λ̃

(k)

h − `
0

ih

−
3∑

j=1

E
(k)
jih

T
ψ̃

(k)

jh , (67)

2
3∑

i=1

B
(k)
ih edu

ih

(k)
= 0, (68)

The above fine mesh calculations only involve linear, symmetric systems and can be solved
inexpensively by the Conjugate Gradient method with the ILU preconditioner.

4.5 The bounds and half bound gaps

Equations (21) and (25) simplify to the upper and lower bounds expressed in matrix form

sLB =
Nk∑

k=1

3∑

i=1

{
`0
ihũ

(k)
ih + ũ

(k)T

ih (A
(k)
h + D

(k)
h )ψ̃

(k)

ih + p̃
(k)T

h B
(k)
ih ψ̃

(k)

ih + λ̃
(k)T

h B
(k)
ih ũ

(k)
ih − f

(k)T

h ψ̃
(k)

ih

−κe
+(k)
ih

T
A

(k)
h e

+(k)
ih

}
, (69)

sUB =
Ek∑

k=1

3∑

i=1

{
`0
ihũ

(k)
ih + ũ

(k)T

ih (A
(k)
h + D

(k)
h )ψ̃

(k)

ih + p̃
(k)T

h B
(k)
ih ψ̃

(k)

ih + λ̃
(k)T

h B
(k)
ih ũ

(k)
ih − f

(k)T

h ψ̃
(k)

ih

+κe
−(k)
ih

T
A

(k)
h e

−(k)
ih

}
. (70)

Note that the term
Nk∑

k=1

3∑

i=1

[
ũ

(k)T

ih (A
(k)
h + D

(k)
h )ψ̃

(k)

ih + p̃
(k)T

h B
(k)
ih ψ̃

(k)

ih + λ̃
(k)T

h B
(k)
ih ũ

(k)
ih − f

(k)T

h ψ̃
(k)

ih

]

is very small compared with the bound gap, ∆(TH, κ) ≡ 1
2
(sUB − sLB). Therefore, the modified

linear output of interest, s̃H , is defined as

s̃H =
Nk∑

k=1

3∑

i=1

{
`
0

ihũ
(k)
ih + ũ

(k)T

ih (A
(k)
h + D

(k)
h )ψ̃

(k)

ih + p̃
(k)T

h B
(k)
ih ψ̃

(k)

ih + λ̃
(k)T

h B
(k)
ih ũ

(k)
ih − f

(k)T

h ψ̃
(k)

ih

}
.

Finally, the lower and upper bounds have the simple expression as follows:
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sLB = s̃H − κ
Nk∑

k=1

3∑

i=1

e
+(k)
ih

T
A

(k)
h e

+(k)
ih , (71)

sUB = s̃H + κ
Nk∑

k=1

3∑

i=1

e
−(k)
ih

T
A

(k)
h e

−(k)
ih . (72)

The half bound gap is:

∆(TH, κ) ≡ 1

2
(sUB − sLB) =

Nk∑

k=1

3∑

i=1

[
κepr

ih
(k)T

A
(k)
h epr

ih
(k) +

1

κ
edu

ih

(k)T

A
(k)
h edu

ih

(k)
]
. (73)

The output predictor is therefore rewritten in matrix form as

spre(TH) = s̃H − 2
Nk∑

k=1

3∑

i=1

e
pr(k)
ih

T
A

(k)
h e

du(k)
ih . (74)

Note that equation (74) is independent of the parameter κ.

4.6 Optimal bounds

Because the calculations of (epr
h

(k), εpr
h ) and (edu

h
(k)

, εdu
h ) are not associated with the parameter

κ, the half bound gap (73) can be optimized by choosing optimum κ∗ so that the lower and
upper bounds are as sharp as possible [11]:

∂4(TH , κ)

∂κ
|κ=κ∗ =

Nk∑

k=1

3∑

i=1

(e
pr(k)
ih )T A

(k)
h e

pr(k)
ih − 1

κ∗2

Nk∑

k=1

3∑

i=1

(e
du(k)
ih )T A

(k)
h e

du(k)
ih = 0,

which leads to κ∗ =

√√√√√
∑ ∑

e
du(k)T

ih A
(k)
h e

du(k)
ih∑ ∑

e
pr(k)T

ih A
(k)
h e

pr(k)
ih

.

5 Numerical Results on a Single Processor

In this section, numerical results on one processor are reported for bounds to the output of
the steady, incompressible, low Reynolds number Navier-Stokes equations. The linear output
sh associated with the fine discretization Th is bounded by the upper and lower bounds, sUB

and sLB. The predicted linear output is the average of the upper and lower bounds, i.e.,
spre = 1

2
(sUB + sLB). All the computations are carried on a single processor Pentium III

933 MHz CPU with 2 Gigabyte RAM memory, running SUN Solaris Operating System 5.8.
Computational results are presented here to illustrate the accuracy of the bound method.

The domain is decomposed into 3× 3× 3− 3 = 24 uniform subdomains, each of which is a
cube of size 1

3
× 1

3
× 1

3
. The fine mesh is assumed to be Th=0.02778, representing the discretizations

of the domain into [(36 × 36 × 36) − 3 × (12 × 12 × 12)] × 6 = 248, 832 tetrahedra. This
problem has more than 4 million degrees-of-freedom (d.o.f.). It is impossible for a 2G memory
computer to simulate such a problem by the standard finite element method unless some virtual
memory is used. The bound method, however, can predict the output of this 4 million d.o.f.
problem with the stated computer resources. Five different coarse subdivisions are considered
for the N-S problem with 24 subdomain decomposition: i.e., T0.05556, T0.08333, T0.11111, T0.16667,
and T0.33333, representing the uniform coarse discretizations of the global domain divided into
24× (4× 4× 4)× 6 = 9, 216, 24× (3× 3× 3)× 6 = 3, 888, 24× (2× 2× 2)× 6 = 1, 152 and
24 × (1 × 1 × 1) × 6 = 144 tetrahedra, respectively. Note that the coarsest mesh, T0.33333, is
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the coarsest structured mesh that can constructed for this geometry. It will be used to test our
hypothesis that the bounds are in the asymptotic certainty regime. to These coarse subdivisions
are further refined into the ‘truth’ mesh for the local Neumann calculations, namely, T0.02778,
with R = 3, 4, 6, 9, 12, respectively. The reader is referred to Table 1 for the number of elements
and the degrees-of-freedom associated with each refinement R investigated for this problem.

Coarse mesh Memory CPU (k sec.) ∆(TH , κ∗) %
TH elements d.o.f. R M bytes Re = 1 Re = 100 Re = 1 Re = 100

T0.05556 31,104 519,444 2 1552 684 776 4.211 8.481
T0.08333 9,216 157,380 3 484 130 135 6.521 13.495
T0.11111 3,888 67,932 4 350 103 101 8.752 18.326
T0.16667 1,152 21,108 6 308 95 103 13.952 31.596
T0.33333 144 3,084 12 308 104 100 39.376 82.783

Table 1: Subdivisions, refinements, computer resources and half bound gaps for Re = 1 and
Re = 100.

For the very low Reynolds number problems, Re ¿ 1, the convection term is very weak
compared with the diffusion term, indicating that the Stokes bound procedure can be used to
solve the underlying Navier-Stokes bound problem [3]. So in this paper, the investigation is
focused on Re ∈ [1, 100]. Recall that the Reynolds number represents the applied pressure
gradient.
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Figure 4: The velocity profile on the coarse mesh T0.08333 for Re = 1 (left) and Re = 100 (right).

Figure 4 shows the velocity profiles for the Navier-Stokes problem with the Reynolds num-
bers Re = 1 and Re = 100, respectively, at section x1 = 0.5. The driving force f1 = f2 = 0.0
and f3 = 28.45

Re
are selected for the different Reynolds numbers.

It is very expensive to calculate the output sh because the truth h–mesh problem has more
than 4 million d.o.f., the predicted output spre can be used as an alternative to sh. Therefore,
the relative bounds are denoted by sUB/spre, sLB/spre, and the relative coarse mesh output is
denoted by sH/spre as a function of H. Figure 5 shows that the optimized bound gaps converge
with respect to the coarse mesh for different Reynolds numbers. For Re = 1, the optimized
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half bound gap is less than 39.376% for the coarsest mesh T0.333333 and decreases to less than
4.211% for T0.05556. For Re = 100, the optimized half bound gap decreases from 82.783% to
8.481% with the reduction of the mesh size from T0.333333 to T0.05556.
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Figure 6 presents the convergence rates of the coarse mesh output eH , the bounds eUB,
eLB, and the predicted value epre as a function of log H on a log–log scale. s̆H , s̆UB, s̆LB

and s̆pre denote the values of sH , sUB, sLB and spre obtained at H = 0.05556, respectively.
For the different Reynolds numbers, the slopes of eH ,epre, eUB and eLB are about O(H2.1),
O(H2.2), O(H2.2) and O(H2.1), respectively. The fact that these convergence curves are smooth
ensure that the bounds are in the asymptotic certainty regime even for our coarsest mesh. The
characteristic size of this mesh is one third of the computational size and can be considered
very large, nevertheless, as it can be seen from the above results, this size is still less than the
threshold mesh size required to obtain full certainty.
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Table 1 also shows the computational efficiency for the Navier-Stokes bound method. The
optimized relative half bound gap, the memory and the simulation time which are associated
with the different coarse mesh sizes are reported in this table. The bound method carried out on
a coarse mesh size T0.05556 uses 776k seconds CPU time and 1552M memory to predict the linear
output of 4 million d.o.f. problem with an error less than 8.5% for Re = 100. This Reynolds
number is equivalent to a Reynolds number based on the average velocity of approximately
20. If the Reynolds number is increased, separation occurs and the coarse meshes used in the
present study become unacceptable, i.e., the bound gap is greater than 500% for Re = 300.
Clearly, the coarse mesh must be refined to capture all features of this flow at higher Reynolds
numbers.

6 Parallel Results from a Beowulf Cluster

In the previous section it was shown that the bound method offers a significant computational
advantage over the standard finite element method. To be noted, for one processor numerical
simulations on meshes coarser than T0.08333, the largest amount of computational time is spent
on the fine mesh calculations, which require 73.4% to 99.94% of the total CPU because the
coarse mesh problems have very few d.o.f. compared with the fine mesh ones. These decoupled
fine mesh calculations are nevertheless much less expensive because they actually involve linear
algebraic systems, just like those for the Stokes equations. Parallelization of the fine mesh
calculations can further improve the computational efficiency of the bound method.

Indeed, the fine mesh calculations are intrinsically parallel because they are completely
decoupled problems. Therefore, subdomain problems can be calculated simultaneously on dif-
ferent processors with little communication between them, translating into large parallel effi-
ciency. Generally, the bound method achieves very high efficiencies (more than 90%) for the
fine mesh local calculations even on a Beowulf cluster. The only parallel efficiency loss comes
from the different CPU time used for iteratively solving the local subdomain problems on dif-
ferent processors. On some subdomains, the iterative solver may converge quickly, whereas on
others it may take a longer time. The slight difference in the convergence time leads to fine
mesh calculations that do not finish at the same time, and therefore less than perfect 100%
parallel efficiency. This can be effectively improved by dynamically loading the jobs on different
processors.

The coarse mesh FETI calculations are performed by an efficient parallel semi-iterative
solver. The cost is associated with the calculation of the coarse interface problem. In each
FETI outer loop iteration, the number of degrees-of-freedom is equal to the total number of
subdomains, in this case, 24 subdomains. This leads to a very small global system. The
inner loop iteration involves local systems and can be easily parallelized. Parallel efficiency of
the FETI method is theoretically and numerically demonstrated in the literature [6, 7]. The
above characteristics suggest the high potential of extending the bound method with the FETI
procedure to parallel computations.

Parallel results reported here are obtained on a Beowulf cluster of Pentium III 933MHz/1024M
memory computers, connected with a 10/100 Mbits/sec hub, running the SunOS 5.8 operating
system. The communication uses the Message Passing Interface (MPI) available through the
MPICH library.

Table 2 reports the performance results for the increasing number of processors for Re = 1
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Proc. Elapsed Time (sec) on T0.08333 Parallel Efficiency T0.08333

# Coarse FETI Fine Cal. Total FETI Fine Total Speedup
1 27.4k 7.1 k 95.4 k 129.9 k / / / /
2 27.4k 3.9 k 48.2 k 79.4 k 92.1% 99.0% 81.8% 1.63
3 27.4k 2.7 k 32.2 k 62.3 k 89.3% 98.6% 69.5% 2.08
4 27.4k 2.2 k 25.3 k 54.8 k 82.1% 98.9% 59.2% 2.37
6 27.4k 1.5 k 16.0 k 44.9 k 80.1% 99.1% 48.2% 2.89
8 27.4k 1.1 k 12.1 k 40.6 k 79.2% 98.6% 40.0% 3.20

Table 2: Performance results, parallel efficiency and speedup for increasing number of processors
with Re = 1 on T0.08333

and the coarse mesh of T0.08333, as well as their corresponding parallel efficiencies: 81.8% for 2
processors and 69.5% for 3 processors. Note that the global coarse mesh calculations for the
primal and dual problems are not parallelized so the CPU time spent on these two steps are
always about 27.4k seconds no matter how many processors are used. This is the reason that
the total parallel efficiency is lower than those of both FETI and fine mesh calculations. We
can see that the efficiency for small number of processors is satisfactory, but it becomes poor
for a large number of computers (more than 4 processors). The nonparallelization of the global
coarse problems in the bound procedure reduces the total efficiency from 59.2% on 4 processors
to 40% on 8 processors.

However, on very coarse meshes, the total parallel efficiency is still as high as 90%, while
yielding a satisfactory half bound gap. Table 3 reports the total parallel efficiencies on 8
processors for the N–S problem on different coarse meshes with Re = 1. The bound method
can achieve a half bound gap with 8.752% error and a total of 75.9% parallel efficiency on the
coarse mesh of T0.11111. On a coarse mesh of T0.16667, the bound method obtains the results with
less than 14.0% error and more than 90% efficiency for Re = 1. Note that in all those cases,
the output that is bounded is related to the fine mesh T0.02778.

Mesh vs. error Efficiency
TH Sgap% Total (%) Speed up

T0.08333 6.521% 40.0% 3.20
T0.11111 8.752% 75.9% 6.07
T0.16667 13.952% 95.8% 7.82
T0.33333 39.376% 98.7% 7.90

Table 3: Parallel efficiency and speedup for the different coarse mesh Navier-Stokes problem
with Re = 1 on 8 processors.

The numerical results demonstrate that the total parallel efficiency of the three dimensional
bound procedure is close to that of the last step fine mesh Neumann calculations when the very
coarse mesh TH is selected. It proves that the bound procedure with the FETI method is an ideal
algorithm with low computational cost, high accuracy and high parallel efficiency. However,
a more efficient parallel implementation is nevertheless required and should be developed for
large-scale engineering application in the near future. In fact, for the Navier-Stokes equations,
the coarse problem should also be calculated in parallel on multi-processors.
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7 Conclusion

The a posteriori finite element bound method efficiently evaluates the ‘truth’ mesh output by
calculating upper and lower bounds to this output, and thus provides error information related
to this output. The augmented Lagrangian based on a coarse mesh linearization of the N–S
equations and on a domain decomposition approach leads to a simplified bound procedure for
the three dimensional Navier-Stokes equations. Numerical results for the problem of interest
show that the resulting bounds are sharp, rigorous, and computational resources can be signif-
icantly saved. It is also shown herein that the uncertainty due to coarse mesh size is mainly a
theoretical concern and that, in practice, rigorous bounds are obtained for very coarse meshes.
The cost overhead of the bound method is small. It is obvious that by comparing the coarse
mesh calculations to solve the field velocity and pressure (uH, pH) with the total cost of cal-
culating both the upper and lower bounds, e.g., 27.4k seconds vs. 130k seconds on T0.08333 for
Re = 1, the bound method provides certainty information for a low additional cost. The bound
method has the potential to be an inexpensive and reliable approach to incorporate numerical
simulation of large–scale engineering problems in engineering design.
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