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Abstract

Routing and Wavelength Assignment in Optical Networks
Qais M D M Al Rousan

Routing and wavelength assignment in optical domain is not an easy task as it is in
electrical domain. This fact is due to the optical nature where wavelength labeling is
much more than just identification for a specific traffic. It indicates the real physical
resources and bandwidth requested by the source. In Generalized Multi Protocol Label
Switching (GMPLS), after computation for an appropriate route path, a special attention
is required to allocate, instantiate, and swap the appropriate label. Such allocation is done
by signaling protocols such as Resource Reservation Protocol with Traffic Engineering
(RSVP-TE). Although there have been much work done to allocate and accommodate the
requested resources through the optical network, successful labeling assignment could
not be always guaranteed unless a reasonable amount of signaling takes place. This is
especially if the network core nodes are wavelength conversion incapable. The main
contributions of this thesis are, firstly, proposing the Bottleneck Congestion Avoidance
algorithm and technique that enhances the use of suggestion label in RSVP-TE to reduce
the delay and blocking cost during wavelength assignments; secondly, proposing the
Traffic Engineering technique that uses explicit routing and the proposed Proper
Suggested Label Selection (PSLS) table to distribute the network resources and to
provide fast wavelength allocation. This technique also uses the proposed Lambda
Blocking Check Algorithm (LBCA) that inexpensively and efficiently checks resources
availability through the optical network. The proposed technique enhances the network

utilization by reducing the blocking probabilities.
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Chapter 1

1 INTRODUCTION

Since the revolution in computer networking and Internet services, the demand for
high speed data traffic and bandwidth became much more imperative, especially to
provide some of the most important and popular Internet services such as:

e real-time multimedia traffic.

¢ video conference.

e massive data capacity downloading and uploading through the Internet in high

speed and fabulous time.

The required high speed data traffic and bandwidth can be achieved by using the
optical network which allows a tremendous high speed data traffic to be exchanged by
means of its intelligent architecture. It is also important to note that one of the most
important domains that rely on the optical network and its high data capacity is the
medical domain. This is especially to operate some difficult and sensitive operations in
the remote regions in real-time from other civil regions where the medical doctors are

much more skilled.
1.1 Network Classifications

We can define three network generations depending on their physical layers:
e First generation: Copper-Based or Microwave technologies. In this network,

transmission of data and switching are based on electronic domain.



¢ Second generation: Copper or Microwave links with Optical Fiber technologies.
In this network transmission of data is based on optical domain, but switching is
still based on electronic domain.

e Third generation: Wavelength Division Multiplexing (WDM) [1, 2, 3, 4]
technologies. In this network both transmission of data and switching are based

on optical domain.
1.2 Wavelength Division Multiplexing

It is imperative to know that the cornerstone for the optical domain is the use of
Wavelength Division Multiplexing WDM. Dense Wavelength Division Multiplexing
DWDM [5] is a fiber-optics technique that multiplexes different light wavelengths in one
fiber. DWDM creates set of parallel optical channels through single fiber, giving a
fabulous capacity of data rate and bandwidth transmission. Some important components
in the optical network and the DWDM are:

¢ Add/ Drop Multiplexer (ADM). It is used to add wavelengths to the system or to

drop from it whenever there is a need to do so without any need for the
Synchronous Optical Network (SONET) equipment. It could also convert one
wavelength or more as a fixed or as a dynamic mechanism.

e Optical Cross Connect (OXC): It provides a switching capability including

restoration, monitoring and provision.

e Optical Splitter (OS): is normally used to split the wavelengths which are usually

used in multicasting or broadcasting techniques.



1.3 Routing Models in the Optical Network

Two models can describe the optical architecture. First model is an Overlay or
network [ evel model, w hich c onsists o f e dges that hide the internal o ptical network to
provide two kinds of control services. First control service is the control within the
optical core. Second control service is the control of the surrounded edge routers. Thus,
this model provides an optical cloud within the core. The second model is Peer or link
level model, which describes the internal of the optical cloud. It therefore allows
surrounding routers to participate in the routing decisions. Figure 1.1 illustrates both the

models.

Caontrol within

Caontral of the
Core

Surrounder! Routers

OPTICAL CLOUD

Ovelay Model

Router

Feer Model

Figure 1.1 Overlay and Peer models



We can define three important characteristics that are needed to be in a common
standard control plane as follows:
e Common control plane simplifies operations and management to reduce the
operations costs.
¢ Common control plane provides a wide range of deployment scenarios ranging
from overlay to peer.
e Common control plane allows the choice of peer or overlay (or both).
These characteristics are present in the standard protocol GMPLS which is described in

the next section.
1.4 Generalized Multi-Protocol Label Switching

The Generalized Multi-Protocol Label Switching (GMPLS) [6] is an intelligent
enhancement to Multi-Protocol Label Switching (MPLS) {7] technique that will
accommodate MPLS to be used for the optical network. At first, there was a potential use
for ATM over DWDM to provide quality of service for the optical network. Furthermore,
the use of SONET was also necessary for reliability, bandwidth and multiplexing issues.
The use of ATM and SONET may have its advantages; however their services add a lot
of redundancy. By the development of GMPLS, we are able to eliminate the use of ATM,
SONET and their redundancy by moving their functions to the routers, OXCs and
DWDM. As a result, more cost-efficient wide range data streams network may be

provided. Figure 1.2 illustrates the evolution toward the photonic, optical, network.
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Figure 1.2  The evolution toward the photonic network

1.5 Optical Network Motivations and GMPLS Contributions

1.5.1 Routing in GMPLS

To make MPLS compatible for routing use in optical network, GMPLS have made
enhancements to MPLS [6, 8, 9, 10]. If the incompatibilities are defined as problems and
the enhancements as solutions, consider the following:

MPLS label space 1s comparatively large (up to million per port), comparing with the
limited number of wavelengths, lambdas (hundreds up to thousands). The solution to this
problem can be addressed by hierarchical structure for Label Switch Path (LSP). By LSP
hierarchy, an LSP can be nested inside other LSPs. Thus, MPLS LSPs that enter the
optical network from a node and leave it from the same node type can be aggregated and
tunneled using a single lambda. As a result, significant number of LSPs would be

conserved. Figure 1.3 illustrates the clouds as a result of hierarchical structure.



Bandwidth is also a great concern. When an optical LSP is setup, it gets a discrete
bandwidth (e.g. 2.5 Gb/s) as a channel in fiber. However, it is considered not efficient to
leave the entire bandwidth for only one MPLS LSP. The LSP hierarchy is also the
solution for this problem. By treating the lambda as a channel in the fiber, the bandwidth
can be allocated for a bunch of MPLS LSPs.

Each node in the network has an identical link state database containing information
about the LSPs and the nodes surrounded. This indicates that the optical network
database can easily be several orders larger than the MPLS network database. The
solution to this is addressed by Link Bundling which is an aggregation for several
parallel links (fibers) of similar characteristics and assigning them to a single bundled

link, thus decreasing the size of the database to a significant size.
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Figure 1.3  Hierarchy map for optical network



Each link in MPLS has its own IP address. Assigning a distinct IP address for each
link in optical network is a very big concern because of the huge number of optical links
and the limitation of IP addresses. Furthermore, management adds another serious
concern. Unnumbered Links is the solution for this problem that dedicates each internet
node to number its links locally, where each node has its unique ID. By this mean, links
are identified easily by the router ID with the link number.

As a result of the big number of fibers that connect each coupled nodes together, there
is a serious concern to identify the connections between the ports. The solution to this is
provided by Link Management Protocol (LMP) [11], which runs between adjacent nodes
providing the following functions: control channel management, link connectivity
verification, fault isolation and link property correlation (e.g., link IDs, priorities and
protection mechanism). The use of LMP eliminates the manual need to configure
associations between adjacent nodes.

In optical network the data and the control are physically isolated in order to increase
the efficiency of the network. LMP addresses this problem by decoupling the control
channel from the data channel. Each of them will be transmitted by separate channel
(differentiate lambda and/or fiber within the same bundle or even different bundles). An
electrical cloud could also be used for signaling transmissions. As a result, there will not
be a fault correlation between the data and the control plane.

To keep up with the potential data rate provided by optical networks, fast fault
detection and fast switching to alternate channels are needed. LMP has its mechanism to
isolate links and channel failures and provide protection by alternate channels and links

in a fast way.



1.5.2 Signaling in GMPLS

Enhancements to MPLS signaling mechanisms [12] are needed to add other features
to signaling protocols such as Resource Reservation Protocol (RSVP) [13, 14, 15, 16] or
Constraint-based Routed Label Distribution Protocol (CR-LDP) [17, 18], to setup the
connection, maintain it and terminate it. For this purpose, four basic features have been
considered in signaling control plane: to deploy both Overlay and Peer models; to reduce
operational costs by simplifying the network operations and management; to use the
present routing and signaling protocols; and to satisfy the routing enhancements that have
been done by GMPLS, and adding other features to MPLS that can handle the potential
data rate in optical networks.

Figure 1.3 is extended in Figure 1.4 to map the reservation and labeling process to
setup connection between two terminals using RSVP signaling, where the LSPs have to
get through the four clouds as illustrated in the figure. Dismissing the IP overall cloud,
R0.2-R0.1, R1.2-R1.1, R2.2-R2.1, and R3.2-R3.1 are the edge routers for the ATM
cloud, TDM cloud, LAMBDA cloud and the photonic cloud respectively. Terminal B
(TB) requests a connection by sending Requestl (Reql) message from R0.2 toward R1.2.
This request message has information about the requested resources and implicates the
generalized label requested. Moreover, as an enhancement to MPLS, GMPLS uses
suggestion label in the path message. The suggested label allows the upstream nodes to
suggest label configuration to the downstream nodes thereby reducing the setup latency
especially in the optical cloud (lambda and photonic). However, the downstream still has
the right to accept or reject the suggested label given by the upstream. In the reservation
process, if the downstream accepts the suggested label, the reservation procedure

considers it as acknowledgment and confirms to the suggested label. If not, the



downstream sends a reservation message using a new label to the upstream and the
upstream has to accept it. Otherwise, the reservation is rejected and a reservation error is
sent to start the deletion for the path and resources that have been established and
reserved so far.

In this example, it is assumed that the downstream nodes accept the suggested labels
that have been suggested by the upstream nodes. When Reql message with the suggested
label switch path1 (SLSP1) is sent through R0.2 toward R1.2, it triggers Request2 (Req2)
message with its suggested label (SLSP2) and Tunneled Reql message (Reql (T)). The
same procedure, triggering and tunneling, will be for Request3 (Req3) message and

Request4 (Req4) message as shown in Figure 1.4. However, when Req4 message with its
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Figure 1.4  Signaling in GMPLS with RSVP-TE



suggested 1 abel reaches R3.1, R3.1 will map the R eservation (Resv4 (LSP4)) b etween
R3.1 and R3.2. When the reservation message reaches R3.2, it triggers the Tunneled
Req3 message (Req3 (T)) toward R2.1, requesting the resources from R3.1 to R2.1. R2.1
will continue reservations by Resv3 message that will reserve the path from R2.1 to R3.1
and is transparent through the path from R3.1 to R3.2 (already reserved by Resv4
message), and then continue its reservations from R3.2 to R2.2 (ending by that the
reservation for LSP3). The same procedure (triggering and reservation) continues until
the establishment for LSP2 and LSP1 completing the reservation of the LSP1

successfully, and establishing the logical connection from terminal B to terminal A.

1.5.2.1 Bidirectional LSP Setup

GMPLS adds another significant feature of bidirectional LSP setup to RSVP signaling
protocol [19]. In this case, the upstream node sends another label called Up-Stream Label
(USL) in the path message to the downstream node. USL must be accepted by the
downstream node to reserve and establish the connection on the other direction of the
path message establishing a bidirectional connection. However if the downstream node
could not accept the upstream label for any reason (such as unavailability of resources or
label requested), a negotiation between the downstream and the upstream must take place
to try to accommodate another upstream label which is acceptable by both of them. If
such a negotiation fails, the downstream will reject the label and sends a reservation error
to start the deletion for the path and resources that have been established and reserved so
far. Note that USL is also tunneled in path message and triggered as in SLSP. See Figure
1.4 for illustration. There are many advantages to bidirectional LSP such as decreasing

the setup establishment latency for LSPs, lowering the overhead requirements,
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simplifying the selection process for the route and making the connection much more

manageable.
1.6 Thesis Motivation and Objectives

Optical domain is one of the most important areas in telecommunications. Its
importance comes from its capability and capacity of providing an ultra high speed of
information sharing. The information and data are transferred using wavelengths (labels)
through the optical fibers. Routing and wavelength labeling assignment in optical domain
1s not an easy task as it is in electrical domain. This fact is due to the optical nature where
label means much more than just identification for a special traffic. It goes further beyond
that where it indicates the real physical resource and bandwidth requested by the source.
Furthermore, some or all of the optical core nodes could be conversion incapable. When a
core node receives a reservation request message in its incoming port from a downstream
node that is requesting a specific wavelength, the core node will try to reserve the same
wavelength in its outgoing port toward the next node in the route. In the case where the
core node is conversion capable, if the core node can not find the requested wavelength
available in its outgoing port, it will accommodate the incoming and outgoing
wavelengths by converting the incoming wavelength to other available wavelength in its
outgoing port. On the other hand, in the case where the core node is conversion
incapable, if the core node can not find the requested wavelength available in its outgoing
port, it will fail the reservation request. As a result, the connection request will be
blocked.

GMPLS 1s the protocol that governs every aspect o fan optical connection such as

connection establishment, path reservation, connection tears, data transfer, and fault

11



handling. By the development of GMPLS, we are able to eliminate the use of ATM,
SONET and their redundancy. As a result, more cost-efficient wide range data streams
network can be provided. In GMPLS, after computation for an appropriate route path, a
special attention is required to allocate, instantiate, and swap the appropriate label. Such
allocation 1s done by signaling protocols such as RSVP-Traffic Engineering (TE) [19, 20,
21]. Although there have been much work done to allocate and accommodate the
requested resources through the optical network that aim to reduce the blocking
probability, for example by accommodating the use of RSVP-TE to optical domain
through the use of suggestion label, successful labeling assignment could not be always
guaranteed unless a costly reasonable amount of signaling takes place. This is especially
if the network core nodes are wavelength conversion incapable. As a result, cost efficient
routing and wavelength assignment techniques to reduce the blocking probability cost are
challenging and required.

The research work in this thesis aims to reduce the blocking probability cost in the
optical domain by using cost efficient routing and wavelength assignment techniques

with respect to GMPLS and the latest technologies in the optical domain.
1.7 Thesis Organization

In Chapter 2, we go through the latest works and enhancements that have been done in
the optical network to enhance the utilization and to reduce the blocking probability. In
Chapter 3, we propose the “Bottleneck Congestion Avoidance in GMPLS Networks”
algorithm to enhance the use of suggestion labels in RSVP-TE, therefore enhancing the
resource utilization in the optical network. In Chapter 4, we propose the “Routing and

Wavelength Assignment in IP Over WDM”. It is a traffic engineering technique for the

12



optical network where the core nodes are wavelength conversion incapable. This traffic
engineering technique reduces the blocking probability and enhances the optical network
utilization easily and efficiently through its algorithms. In Chapter 5, we build an optical
network model with respect to software engineering and object oriented point of view to
illustrate the efficiency of the proposed traffic engineering technique by simulation
results. At last, in Chapter 6, we conclude our research works and results and introduce

our future works prospective.
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Chapter 2

2 LITERATURE REVIEW

In electrical domain, process of labeling assignment does not indicate the resources
needed to be reserved. However, in optical domain this process indicates the exactly
needed and requested resources for the connection request that sent through the path
message. Furthermore, it indicates the physical environment and links being requested.
This could cause a rejection for the requested label especially if the node is a wavelength
conversion incapable, even though resources are available at the node from where label
might be requested. In this Chapter, we go through the latest works and enhancements
that have been done in the optical network domain to enhance the utilization and to
reduce the blocking probability. Several solutions are presented in Sections 2.1 to 2.4;

each solution has its strengths and weaknesses.
2.1 The Suggested Label in RSVP-TE Signaling of GMPLS

The proposed solution in [19] and as described in [22], suggested label to enhance the
RSVP signaling in GMPLS by allowing the upstream nodes to suggest label
configuration to the downstream nodes thereby reducing the setup latency and the
blocking probability in the optical network.

Consider the optical network portion shown in Figure 2.1 which assumes four
wavelengths available in each link: Lambdal, Lambda2, Lambda3 and Lambda4. The
number of links between each pair in the network is one. 45 and B are ingress nodes, F

and [ are egress nodes, and A4, A3, A2, Al, A, C, D, E, G, H, are intermediate nodes
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where all the nodes are wavelength conversion incapable. Assume a connection between
A5 and F is already established through A4, A3, A2, A1, A, C, D, E using Lambdal. If B
requests a connection to be established with / through D, E, G, H using suggested
Lambdal, the suggested Lambdal will be denied by D. In this case, D will suggest other
available lambda (for example, Lambda2, if the label set in path message from B to D
allows such suggestion) in its path message to £. Path message will continue from E to G,
H, and I. Reservation will proceed from 7 to B through H, G, E, and D for Lambda2.

As it is clearly shown in the above example, the use of the label set with the suggested
label reduces the blocking probability. However, it does not completely eliminate it or
guarantee successful labeling assignment. For example, there is no guarantee that
reservation for Lambda2 from [ to B will succeed. If 45 requests Lambda2 fora new
connection between itself and F, and was able to reserve the link between E and D
successfully before a reservation acknowledgment is received by E from G (for the first
request made to establish a path from B to I through D, E, G, H), the reservation process
for the first request will fail. On the other hand, reservation from F to 45 might fail on
node E, to reserve the link between £ and D, if reservation has alread)'/ succeeded for the

other request from 7 to B (while F to A5 reservation is still on progress).

-
y & @
I
— Lambdal E— E
— -~

- —w Lambdal can't be reserved — —— e
— - » Lambda2
A5 B Ingress nodes
F.l  Egressnodes

Figure 2.1  Wavelength assignments in optical network
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We conclude that although the use of the suggested label reduces the blocking

probability, successful labeling assignment could not be always guaranteed.

2.2 Centralized T-E Server with Routing Decision

In this approach, network nodes frequently update Traffic Engineering (T-E) server
(through signaling channels) with their resources states (wavelengths availability).
Depending on the traffic volume and available resources in each node, T-E server makes
the best use of the network resources by reconfiguring the topology of its light paths with
changes in the traffic pattern [23]. The advantage of this approach is the decreasing of the
blocking probability due to the fact that T-E server would be able to avoid c ongested
nodes. However, frequent traffic updating inefficiently utilizes the network resources.
Moreover, congestion due to frequent updating or impaired dynamic provisioning due to

traffic updating delay adds as another disadvantage.

Figure 2.2 illustrates a possible reconfiguration (rerouting) by the T-E server for an
already established connection due to a possible congestion occurrence in a node through

the already selected route.
2.3 Asynchronous Criticality Avoidance Protocol

Using the Asynchronous Criticality Avoidance Protocol [24], core nodes update
ingress and egress nodes through signaling channels with their wavelength link states
whenever they inquire by probing mechanism. Whenever occupancy of wavelength

channels causes a bottleneck between source and destination pair with a width narrower
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Figure 2.2  Reconfiguration due to a congestion possibility

than predefined threshold value, the source and destination mark the bottleneck channel

of the link between them as a critical and update the marking decision to the rest edge

nodes. By marking a channel as a critical for a source and destination pair on a

wavelength, other edges will try to avoid using it in their future routing decisions. By this

way, links can be reserved to be occupied by the particular source and destination pair to

reduce the blocking probability between them.
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Number of available wavelengths in each fiber is one: A1.
Predefined threshold: one.

Figure 2.3  Example of Asynchronous Criticality Avoidance Protocol

Consider the Asynchronous Criticality Avoidance Protocol example in Figure 2.3.
Assume the number of the available fibers in the link between the source 4 and the
destination F is four. The number of the available wavelengths in each fiber is one (A1).
The predefined threshold is one. In Figure 2.3(a), the critical dissemination update

message (B-C, A1, true, I) is released when the residual working capacity (the number of
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light paths that can be set up b etween source 4 and destination F ata time) becomes
equal to the predefined threshold. Here B-C indicates the critical channel, A1 indicates the
wavelength concerned in the critical channel, frue indicates that the defend critical
channel in this update message is a new critical channel, / indicates the predefined
threshold.

In Figure 2 .3(b), the critical dissemination update message (C-D, A1, false, null) is
released when the critical channel C-D is no more considered as a critical channel
because the residual working capacity between the source 4 and the destination F
becomes bigger than the predefined threshold. Here C-D indicates the critical channel, A1
indicates the wavelength concerned in the critical channel, false indicates the cancellation
for the defend critical channel.

The advantage of this approach is blocking reduction due to the fact that ingresses are
able to avoid possibility of choosing inappropriate suggested labels by marking
(reserving) the links to the benefit of the appropriate ingresses. However, this approach
has its disadvantages such as the impaired dynamic provisioning due to update delay.
Furthermore, simultaneous selection of a suggested label by two ingresses or more may
cause conflict in labeling selection. Moreover, the probing mechanism and the
wavelength link states update messages are inefficiently wasting the network resources.
Also, simulations have shown that this protocol becomes less effective when traffic load

increases [24].
2.4 Centralized T-E Server with QoS and Explicit Routing

The approach in [25] proposes a mechanism to support multiple services transport in

lambda labeling capable networks. First, the virtual topology is made by routing the paths

19



over the physical topology. Then, the wavelengths are assigned dynamically to the light
paths for multiple service classes. An ingress determines the virtual path that a new flow
needs to be routed through depending on its Quality of Service (QoS) requirements. The
objective of this approach is to find an appropriate route to the requested flow by
satisfying the requested QoS and avoiding the links that suffer from maximum
congestion. To determine the explicit route, a Traffic Engineering (T-E) server is needed
and it has to be updated with the current topology and the available wavelengths in each
node of the network. It uses this information to compute the explicit routes in response to
the ingress request. It then provides the ingress node with its computation results and the

ingress node takes its local decision.

However, updating the centralized routing server must be repeated in a daily or hourly
basis d epending on the administrator c onfiguration. The advantage o f this approach is
less blocking compared to the Open Short Path First (OSPF) [26, 27]. Disadvantages are
congestion if updating is required to be repeated more often, simultaneous selection of a
suggested label by two ingresses or more could cause a label selection conflict, and

impaired dynamic provisioning concern depends on the periodically update period.

2.5 Summary

This Chapter introduced several proposed solutions to reduce the blocking probability
in the optical network by increasing the routing and wavelength assignment efficiency. It
highlighted the advantages and the disadvantages of the proposed solutions. It also

provided major challenges and motivations.
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In the next Chapter, we will introduce our contribution to reduce the blocking
probability and to enhance the resource utilization in the optical network by
proposing the “Bottleneck Congestion Avoidance in GMPLS Networks” algorithm to

enhance the use of suggestion labels in RSVP-TE.
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Chapter 3

3 THE BOTTLENECK CONGESTION AVOIDANCE IN

GMPLS NETWORKS

As it is mentioned in Chapter 2, in optical domain labeling assignments (described in
Section 1.5.2) indicate exactly the needed and requested resources for the connection
request send through path message. Furthermore, it indicates the physical environment
and links being requested. This label's indication could cause a rejection for the requested
label especially if the node is incapable of wavelength conversions, even though
resources are available at the node from where label might be requested. Although the
use for the label set with the suggested label in RSVP-TE reduces the blocking
probability, we provided in Section 2.1 its limitation to guarantee successful labeling
assignment.

In this Chapter we propose a Bottleneck Congestion Avoidance technique to enhance
the use of suggested label in RSVP-TE signaling in GMPLS networks when the network

core nodes are wavelength conversion incapable.
3.1 The Bottleneck Congestion Avoidance

The Bottleneck Congestion Avoidance technique aims to enhance the use of suggested
label in RSVP-TE signaling by improving its limitation that we discussed in Section 2.1
considering the need for the reduction of blocking and connection establishment latency.

Assume two requests with some priorities, Reql and Req2 are received by an

intermediate node where Reql arrived before Req2 and both requests suggest the same
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wavelength and request the same output (next node). Assume also that the intermediate
nodes are incapable of wavelength conversions and have one link (fiber) left to the next
requested node by Reql and Req2. T o solve the assignment c onflict, priority mustbe
given to the first request (Reql). However, the intermediate node must try to
accommodate and suggest o ther 1abel (if resources are applicable and l1abel set allows
such accommodation) in its output path message for the second request (Req2). This
solution would reduce the blocking risk for both requests. However, the second request
might experience a reasonable delay due to the need of readjustments for the previous
successfully adjusted nodes (to the suggested label) through the already traversed path.
Moreover, if Req2 has no more wavelengths in its label set further than the one it
suggested, this will cause a blocking for Req2 rather than leaving a chance for the request
to proceed and successfully continue reservation (in case that Reql did not succeed in its
reservation process, or even if reservation for Req2 was faster than for Reql).
Furthermore, a taken decision does not take in consideration the efforts (and time) that

have been spent so far in adjusting the routers mirrors for successfully suggested labels.

In order to solve such matter when no wavelengths are available in the label set of Req2
to be accommodated, our proposal specify that decision must be taken and priority must
be given to the request that more likely have had successfully traversed more nodes. The

successfully traversed node is defined as follows.

Successfully Traversed Nodes for a Request Just received (STNRJ), Req2 in our
example, is defined as the number of successfully (suggested label) traversed nodes in a
row (without interruption) from a node through the request path till the intermediate

conflict node that has to take the decision. Successfully Traversed Nodes for a Request
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Already received (STNRA) but its reservation not yet acknowledged, Reql in our
example, is defined as the number of successfully traversed nodes in a row (without
interruption) from a node through the request path till the intermediate conflict node plus
the rest number of nodes to be traversed after the conflict node along path message.

Assume;

N := the total number of nodes of a path (route) from source (ingress) to destination

(egress)

F = the number of nodes from source (ingress) to conflict node (included) along the

route

S := the number of successfully traversed nodes in a row from intermediate node till the

conflict node (included).

The path message is extended by adding an F and S fields. This F field has an initial
value equal to one. Every intermediate node increments the received value of F by one. S
field also has an initial value of one. Every intermediate node updates the S field value as

following:

S = S+1, if the suggested label requested by the previous node is acceptable by the
intermediate received node (i.e. if it is able to match the incoming wavelength (channel)

with the outgoing wavelength).

S := 1, if the suggested label requested by the previous node is unacceptable by the
intermediate received node (i.e., if it is unable to match the incoming wavelength

(channel) with the outgoing wavelength).
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In conversion incapable network, if an intermediate node receives two requests,
Request] (Reql) and Request2 (Req2), for the same lambda and for the same last
available output link where Reql arrived first, the intermediate node must take its
decision with respect to the Bottleneck Congestion Avoidance algorithm in GMPLS

Networks as illustrated in Figure 3.1 and its pseudo code in Figure 3.2.
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Figure 3.1  The Bottleneck Congestion Avoidance algorithm

25



If (Administrator concern is to reduce blocking probability rather than delay
probability)

{
If (Req2 has other acceptable label (by the node) in its label set)

{

choose other label from the label set and suggest it in its outgoing path message;

}
else
{
If (S of Req2 > (S of Reql + (N-F) of Reql)
{
Adjust for Req?2 suggested lambda;
Send path and reservation errors concerning Reql, to establish a new request;
}
else
Send path and reservation errors concerning Req2, to establish a new request.
}
}
j |
else (Administrator concern is to reduce delay probability rather than blocking
probability)
{
If (S of Req2 > (S of Reql + (N-F) of Reql)
{
Adjust for Req2 suggested lambda;
Send path and reservation errors concerning Reql, to establish a new request;
}
else
{
Send path and reservation errors concerning Req2, to establish a new
request;
}
}

Figure 3.2  The Bottleneck Congestion Avoidance pseudo code

For example, consider the Bottleneck Congestion Avoidance optical network example
illustrated in Figure 3.3. Assume that ingress A requested a connection (ConReqA)
toward egress D through intermediate nodes B and C; ingress E requested a connection

(ConReqE) toward egress N through intermediate nodes F, G, H, I, J, K, B, C. L and M.
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Assume that ingress 4 requested Al for ConReqA in its bath message and the
intermediate node B was able to accommodate Al in its path message for ConReqA
toward node C; ingress £ requested A2 for ConReqE in its path message but the
intermediate node F° was unable to accommodate A2 for ConReqE in its path message
toward G and suggested A1 instead. Assume that A1 will successfully be accommodated
in the ConReqE path messages from F to B. Assume that at the time when B receives
ConReqE, it has only one A1 available between itself and C and it does not receive the
reservation message concerning ConReqA yet. In such case, the intermediate node B
(conflict node) has to take a decision regarding the both connection requests (ConReqA

and ConReqB) using the Bottleneck Congestion Avoidance algorithm in GMPLS

Networks as illustrated in Figure 3.1 and its pseudo code in Figure 3.2 where:

> A2 not available

Conflict node has to
take a decision

Figure 3.3 Bottleneck Congestion Avoidance optical network example
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Reql := ConRegA, Req2 := ConReqE
N (ConReqgA) :=4, N (ConReqE) := 12
F (ConRegA) =2, F (ConReqE) :=8
S (ConRegA) :=2, S (ConReqE) :=7

In case when a conflict node receives more than two connection requests, it puts the
requests in FIFO queue and applies the proposed algorithm on the first two arrival
requests, and then it applies the proposed algorithm on the winner request among them
with the third arrival connection request and so on till the last connection request in the

queue.
3.2 Summary

In this Chapter, we proposed the Bottleneck Congestion Avoidance algorithm to
enhance the use of label suggestion provided by RSVP-TE signaling for optical networks.
This algorithm makes it possible for more efficient utilization of resources in optical
networks. This is done by the decision that is taken by core nodes when they receive

more than one request for the same wavelength and output port.

We conclude that our proposed algorithm will improve the blocking and the delay
probabilities in optical networks. Furthermore, the proposed algorithm removes the

limitation of the suggested label approach that we described in Section 2.1.
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Chapter 4

4 ROUTING AND WAVELENGTH ASSIGNMENT IN IP

OVER WDM

As we illustrated in Sections 2.2, 2.3 and 2.4, although there have been much work
done to allocate and accommodate the requested resources through the optical network,
successful routing and labeling assignment could not be always guaranteed unless
reasonable amount of signaling takes place. This is especially if the network core nodes

are wavelength conversion incapable.

In this Chapter, we first introduce the problem and the challenges in wavelength
labeling assignment. Then, we solve the problem by the proposed traffic engineering
technique. This technique uses explicit routing to establish the route, the proposed Proper
Suggested Label Selection (PSLS) table to distribute the network resources and to help in
fast wavelength allocation, and the proposed Lambda Blocking Check Algorithm
(LBCA) that imexpensively and efficiently checks resources availability through the
optical network. The proposed technique enhances the network utilization and reduces
the blocking probabilities to its lowest degrees. Moreover, its significance comes from its

signaling cost efficiency that other centralized traffic engineering server techniques lack

of.
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4.1 Challenges in Wavelength Labeling Assignment and

Suggested Label Selection

Selections of suggested labels by ingress nodes could play a nontrivial role in blocking
probability. Let us consider the optical network example illustrated in Figure 4.1. Assume
the number of available fibers between each node pair in the network is one. Assuming a
connection has been requested (Reql) from A4 to L through the bottleneck 7 and K using
suggested label A1 and another connection has been requested (Req2) from P to O
through D, G, H, J, I, K, M, and N, using the same suggested label A1. Conflict in the
bottleneck {22] between [ and K, if node [ receives both the requests (Reql, Req2) before
a reservation process occurs for any of Reql or Req2, can easily be resolved using the
solution mentioned in [28] and Chapter 3. However, such a solution could be on the
expense of one of the connections, for example, in case of readjustments needed to
previous adjusted nodes that may cause nontrivial delay in the connection. The solution
could also be on the expense of the entire connection request, for example, when a
connection must be blocked to allow other connection to proceed (if resources,
wavelength, are no more available).

Such a problem will be much more obvious if the rest of the ingress nodes wish to
establish their connections through the same bottleneck / and K using the same
wavelength A1. For example, if Req3 is the connection request from ingress B to egress L,
through £, 7, and K nodes using A1, and Req4 is the connection request from ingress C to
egress L, through F, I, and K using A1. Assume Reql is received by node I first whereas
Req2, Req3 and Reqg4 are received by node / at the same time and a fter Reql but no

reservation acknowledgment has been made yet for Reql. In such a case, A1 will not be
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available in the bottleneck /, K for more than one request. Req2 will win the reservation
based on the "Bottleneck Congestion Avoidance" algorithm described in Section 3.1,
where administrator concern is to reduce the delay probability rather than blocking
probability and assuming that the suggested label passes successfully through the path
from P to [ nodes. All other requests (Reql, Req3 and Req4) must be failed and
reestablished (reinitiated). This adds a nontrivial delay to their connectivity. Moreover,
the conflict might happen again through the bottleneck or farther, whenever the ingress
nodes attempt to use the same wavelength again in their requests.

In order to solve the above discussed problem properly and in signaling cost efficient

manner, we propose a new traffic engineering technique in Section 4.2.

......... » A3
(0 S
....... » Al not available
G A, B, C, P Ingress nodes
L,O Egress nodes

Figure 4.1  Optical network example
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4.2 The Proposed Traffic Engineering Technique

The proposed technique gives a Traffic Engineering (T-E) server the right to control
and distribute the routes and the wavelengths (As) in the optical network. It assumes that
all ingress nodes are numbered from 0 to /-/ where [ is the number of ingress nodes in the
network. Moreover, it assumes that the number of fibers between each pair in the network

is known to the T-E server, and the core nodes are wavelength conversion incapable.
421 Routing and Wavelength Assignment

When ingress node i requests a connection (A or range of As depending on its need and
authorization) with egress node e from T-E server, the T-E server uses explicit routing to
search for a route from already established routing table defined through a routing
mechanism (for example, OSPF [29]), and selects the appropriate route (if available)
from ingress i to egress e. If there is no available route, it will fail the request and 'update
the ingress i with the result of its request.

After a successful route selection, T-E server calls the Proper Suggested Label
Selection (PSLS) algorithm, described in Section 4.2.2, to suggest A (or As) for the
request depending on the PSLS table. It then calls the Lambda Blocking Check
Algorithm (LBCA), described in Section 4.2.3, to check if the suggested A (or As) are
available through the entire selected route. If the suggested A (or As) is (are) not available
through the selected route, T-E server will keep trying to find new is by the PSLS and
test their availability by LBCA. If there is no more As to be suggested by the PSLS, T-E

server will try to accommodate a new route for the request and to accommodate the
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suggested As through the route. If no more new routes are available, it will fail the

request.
4.2.2 The Proper Suggested Label Selection Algorithm

The PSLS algorithm is used by the T-E server to distribute the labels between ingress
nodes, and so within the optical network. It also minimizes the congestion cost through
the network and its bottlenecks [28]. By this, it speeds up the T-E server search for the
requested resources. PSLS generates a table (as shown in Table 4.1) for the network that
contains a column for each ingress node. Each column has IDs that indicate the priority
of the ranges from where the suggested label must be selected for each individual ingress
node. The ranges can easily be obtained by filling the IDs in the Range of Each Ingress
Lambda Seclections array (REILS (ID)) as described below. When an ingress node
requests a connection, the label (or range of labels) that must be tried to be suggested and
accommodated is (are) from the top of the ingress’s column down to its bottom. PSLS
table must be generated only once. However, it must be regenerated again every time the

network topology changes.

Given that

¢ [ number of Ingress nodes in the network

e LN: Number of Lambdas available in the network

¢ RA: Range Average of wavelength allocated for ingress nodes in the network;
RA =trunc (LN /)

e RRA:Restof RA;
RRA = (LN%I)

e REILS(i): array of Range of Each Ingress i Lambda Selections;
REILS)=[(RA*1), RA*(1+1))-1]
where 1= {0, 1, 2,...., I-1}

e REILS (I): Last REILS, if RRA > 0;
REILS (I) =[(RA * 1), (RA *I) + (RRA - 1)]

e ID;;: ID table selection for ingress nodes i and priority j to find REILS (ID;;) where
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ID;; ={0,1,2, ....... ,I-1351,3=40,1,2,...., I-1}
e CN: Central ingress Node;
CN = trunc (I/2)

The PSLS table can be generated in five steps as shown in the pseudo code in Figure 4.2.

/ Five steps coding to generate the PSLS table (ID [Priority (j)] [Ingress (i)]).

// First step

Ingress (i) = CN;

{
find the priority IDs of Ingress (i) from the Priority (j) = 0 till the Priority (j) = I-1
where the priority ID corresponding to REILS (ID) begins from the ingress CN itself,
down to the rest ingress nodes starting from the farthest ingress node toward the
closest ingress node;

}
// Second step
for (Ingress (i) = 0; Ingress (i) <I; Ingress (i) ++)
{

if (Ingress (i) != CN)

{

find the priority IDs of Ingress (i) for the Priority (j) =0, I-1, 1-2;

i
}
// Third step
for (Ingress (1) = CN+1; Ingress (1) <I; Ingress (i) ++)
{

find the priority IDs of Ingress (i) from the Priority (j) = 1 till Priority (j) = I-3;
}
// Fourth step
Ingress (1) = 0;
{

find the priority IDs of Ingress (i) from the Priority (j) =1 till Priority (j) = I-3;
}
/I Fifth step
for (Ingress (1) = 1; Ingress (1) < CN; Ingress (i) ++)
{

find the priority IDs of Ingress (i) from the Priority (j) = 1 till Priority (j) = I-3;
}

Figure 4.2 The Proper Suggested Label Selection Table pseudo code
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First step: find for i = CN (Central Node), all j =0, 1,..., I-1

Ingress(i) | Ingress | Ingress Ingress Ingress
) ¢y 2) 3)
Priority (j)
First 2
Second 0
Third 3
Fourth 1

Second step: find for all i (excepti=CN),j=0, -1, I-2

Ingress(i) | Ingress | Ingress Ingress Ingress
©) Q) @ )
Priority (j)
First 0 1 2 3
Second 0
Third 1 2 3 0
Fourth 3 0 | 2

Third step: find fori >=CN+1,j=1,....,I-3
Ingress(i) | Ingress | Ingress Ingress Ingress

) (1) @) 3)
Priority (j)
First 0 1 2 3
Second 0 1
Third 1 2 3 0
Fourth 3 0 1 2

Fourth step: find fori=0,j=1,...., -3
Ingress(i) | Ingress | Ingress Ingress Ingress
T~ o | o @) 3)

Priority (j)
First 0 1 2 3
Second 2 0 1
Third 1 2 3 0
Fourth 3 0 1 2

Fifth step: find for CN - I1>=i>=],j=1,....,[-3
Ingress(i) | Ingress | Ingress Ingress Ingress

0 (1) (2) 3)
Priority (j)
First 0 1 2 3
Second 2 3 0 1
Third 1 2 3 0
Fourth 3 0 1 2

Table 4.1 The Proper Suggested Label Selection Table example
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Let us consider the same network example illustrated in Figure 4.1, and number the
ingress nodes as: A =0,B=1,C=2,and P=3 where  =4; LN=4; RA=1; RRA =0,
CN = 2; REILS (0) = [0, O]; REILS (1) = [1, 1]; REILS (2) = (2, 2]; REILS (3) = [3, 3];
REILS (4) does not exist. Note that we assume that the wavelengths always count from 0
to LN-1 and so Al, A2, A3, and A4 in Figure 4.1 are equivalent to A0, Al, A2, and A3
respectively. Using the Proper Suggested Label Selection and its pseudo code illustrated
in Figure 4.2, we can find the PSLS table as illustrated in Table 4.1. Using the PSLS
table, the suggestion label for an ingress request will be first suggested from the REILS
of the ingress itself, then from the REILS of the rest ingress nodes starting from the

farthest ingress node toward the closest ingress node.

4.2.3 Lambda Blocking Check Algorithm

T-E server uses LBCA to check the availability of the label (or range of labels)
through the route by obtaining information from Lambda Availability through the
Network Table (LANT). LANT consists of number of columns equal to the number of
the node pairs of the network, and number of rows equal to the Number of Lambdas
available in the network plus one. For example, the network illustrated in Figure 4.1 has
the LANT shown in Table 4.2 where NFP values indicate the Number of Fibers installed
between each of the Pairs. As values indicate the usage capacity of each A in the pairs.
LANT must be updated whenever any connection 1s added to or removed from the
network by the T-E server. For example, if a connection between ingress 4 and egress L
has been successfully established through nodes 7 and K using A0, each pair of the route

(4-1, I'K, K-L) must be updated by incrementing the corresponding selected label value
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of the pair by one (A0 in this case). On the other hand, when a connection tears down,
updating is by decrementing the corresponding selected label value of the pair by one.
The working mechanism of LBCA is illustrated in Figure 4.3. LBCA takes the
selected route and the label (or range of labels) array needed to be checked as its input. It
selects the first A in the requested labels array and the first node’s pair in the selected
route. Then, for the selected pair and A in the selected route, it finds Number Available
Requested A between the Pair (NARAP) from LANT. Assuming NFP equal to the
Number of Fibers between the Pair and NRAUP equal to the Number of Requested A
currently in Use in the Pair, LBCA easily finds NARAP = NFP — NRAUP. NARAP>0
indicates that selected A is available in the selected pair and so, LBCA continues the
blocking free check for the A till the end of the selected route. If . is available through the
entire route, it will be saved in a vector and the blocking free check will continue for the
rest of As in case more than one A is needed to be checked. NARAP = 0 indicates that
selected A is not available in the selected pair and so, it is not available through the
selected route of the connection request. When the blocking free check completes for the

label (or range of labels), LBCA returns the check result.

Node Pairs

\AIKKMNBECFPDGHJ
As + NFP FKILIMIN|OIE|I|F|I|D|G|H|J]|I

AO
X
A2
A3
NFP

Table 4.2 Lambda Availability through the Network Table example
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Terms used in the Figure:

1. “selected_route”: successfully selected route by the T-E server for a connection
request.

2. “Req_Lamb_Found”: Array of suggested labels requested to be found and checked for
blocking free through the selected route.

Figure 4.3  Lambda Blocking Check Algorithm
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4.3 Summary

In this Chapter, we introduced some challenges and problems in labeling assignment.
In order to solve these problems, we proposed the Traffic Engineering T echnique that
uses the explicit routing to determine the routes between ingress and egress nodes. This
technique uses the proposed Proper Suggested Label Selection Algorithm to distribute the
network resources, and the Lambda Blocking Check Algorithm that easily and efficiently
checks the resources availability through the optical network. The proposed technique
makes it possible and real to have a blocking free labeling decision for the connection
requests in the optical network, where the network core nodes are wavelength conversion
incapable.

In the next Chapter, we will demonstrate the proposed T-E technique efficiency by
showing its cost requirement and by comparing the blocking probability of the proposed

technique with the OSPF through simulations.
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Chapter 5

5 PERFORMANCE EVALUATION AND SIMULATION

In this Chapter, first, we demonstrate the efficiency of the proposed T-E technique (as
described in Chapter 4) by showing its cost requirement. Then we build an optical
network model with respect to software engineering and object oriented point of view to
illustrate the efficiency of the proposed traffic engineering technique by simulation

results.
5.1 Cost Requirement

The comerstone of the proposed T-E technique cost efficiency is LBCA mechanism.
By using the LBCA mechanism, core nodes do not have to update their states to the T-E
server. Only the ingress nodes need to update their states to the T-E server. This is what
makes the proposed technique unique among other centralized T-E techniques.

Here we evaluate our proposal with respect to the number of messages required and
memory required in the T-E server.

The Total Number of Messages (TNM) required to suggest N successful connection

requests and to update the states 1s given by:

TNM=3*N

where each successful connection request requires the three following messages:
e IngConReq: Ingress Connection Request message.

e T-E Resp: T-E Response message.
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o IngConAck: Ingress Connection Acknowledgment message.

On the other hand, the core nodes need to locally assign the wavelengths between their

inputs and outputs.

The Memory Required (MR) in the T-E server is given by the following. There is no

memory required in the ingress, core, or egress nodes.

MR = ER + PSLST entries + LANT entries
where
¢ ER: number of the Explicit Routes in the network;
o PSLST entries = pow (2,I)

where

I: number of Ingress nodes in the network;
o LANT entries = (LN + 1) * NumPairs

where

LN: Number of Lambdas available in the network;

NumPairs: Number of node Pairs in the network.

5.2 Simulation

To illustrate the performance efficiency of the proposed traffic engineering technique,
we first need to build a network model. For this purpose, we use the UML language and
the Rational Rose modeling tool. Second, we use Java as the programming language to

perform the simulation and analyze the result.
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5.2.1 Building the Model

In this section, we build an optical network model with respect to software
engineering and object oriented point of view to be able to simulate the proposed traffic
engineering technique performance. As the Class Diagram model illustrates in Figure 5.1,
fifteen Classes (including the A pplication Class) are used to build the model. We can
divide the model into the following three sub-models:

First, the Network Nodes those are in charge of handling the connection requests.
Second, the Connection Request Object which has the connection requirements and will
be sent between the network nodes while recording their responses to the request. Third,
the Proposed T-E Technique Model that will be in charge of simulating our proposed T-E
Technique. Those three models are described in more details in the following

subsections.
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5.2.1.1 Network Nodes

We split the network nodes into three types. First type is the ingress nodes
(IngressNode Class). Second type is core nodes (IntermediateNode Class). Third type is
the egress nodes (EgressNode Class). To perform a real time simulation, the three types
(Classes) are inherited from Thread Class.

The IngressNode Class is mainly responsible for creating and requesting connections
from the T-E server (described in Section 5.2.1.3). Depending on the T-E response, if the
connection request is approved for further processing, ingress node proceeds in
processing the connection request by handling the connection request object to the next
node in the selected route. If the ingress node receives reservation acknowledgment for
the connection request from rest of the nodes in the selected route, it acknowledges the
end of reservation success by reserving the resources and reporting the connection
request reservation success to the T-E server. At this point, the connection is successfully
established. Otherwise, in case that the reservation fails in any of the nodes or the
connection request times out before receiving the reservation acknowledgment, the
ingress node reports the failing results to the T-E server. If from the beginning the
connection request is not approved by the T-E server for further processing because of
unavailable resources, the unapproved connection request will be considered as a failure
to the request by the ingress node.

The IntermediateNode Class is responsible for updating the connection request object
internally depending on the intermediate node resources availability.

The EgressNode Class has the same responsibilities of the IntermediateNode Class. In

addition, the egress node plays the role of egress and ingress node at the same time. The
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UML models of the IngressNode Class, the IntermediateNode Class and the EgressNode

Class are illustrated in Figures 5.2, 5.3 and 5.4 respectively.
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Figure 5.2  IngressNode Class
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5.2.1.2 Connection Request Object

The connection request object (implemented by ConReq Class) is the cornerstone of
demanding, processing, ending and tearing a connection. By updating the status of a
connection request (implemented by statusConReq array), the network nodes and the T-E
server can determine the state of the connection. Depending on its state they process the
connection request further. The ConReq object fields are: “serverCheck”, “tear”,
“procConDiscon” and “procDiscon”.

The “statusConReq” array pseudo code and fields:
private int [] statusConReq = new int [4];
statusConReq: int [serverCheck, tear, procConDiscon, procDiscon]

Each field’s available values and states interpretation:

"severCheck" = 0 --- New Connection Request.

"severCheck" = 1 --- Success to find the route, Lambdas at Ingress and Lambdas in the
entire route.

"severCheck" = 2 --- Fail to find the route and/or Lambdas at Ingress and/or Lambdas in
the entire route.

"tear" = 0 --- No tear request.

"tear" = 1 --- tear request.

"procConDiscon" = 0 --- The "ConReq" must be served by the server or/and the nodes for
a new connection request (usually by ingress), to be checked by T-E server, then by the

nodes.
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"procConDiscon" = 1 --- The "ConReq" has been served by the T-E server and the nodes
regarding establishing a connection. No need for further processing unless it sets to 0.
"procDiscon" = 0 --- The "ConReq" must be served by the server or/and the nodes for a
tear request to be processed by the nodes, then by the T-E server.

"procDiscon" = 1 --- The "ConReq" has been served by the T-E server and the nodes
regarding tearing a connection. No need for further processing unless it sets to 0.

The UML model of the ConReq Class is illustrated in Figure 5.5.
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5.2.1.3 The Proposed T-E Technique Model

The proposed T-E technique model is mainly built from the T-E server model, Route
Selection Algorithm model, Lambda Suggestion Algorithm model, Proper Suggested
Label Selection Table model, Lambda Blocking Check Algorithm model, Blocking
Check Algorithm model and Lambda Availability Net Table Node Pair model.

The T-E server (TeServer Class) is the comerstone of the proposed T-E technique. It
controls rest of the models and coordinates interactions between them. As the sequence
diagram for a successful connection request in Figure 5.6 illustrates, when ever a
connection is requested by an ingress node from the TeServer, the TeServer requests a
route from the RouteSelectionAlgorithm Class by sending the RouteRequest message.
The RouteSelectionAlgorithm is responsible for returning the best shortest route for the
requested connection using RouteReturn message. When the route is available, the T-E
server uses the LambdaSuggestionAlgorithm Class to get the suggested resources for the
connection by sending the RequestForLambda message. The
LambdaSuggestionAlgorithm  Class requests a suggested range from the
ProperSuggestedlLabelSelectionTable Class, then it returns the suggested lambda to the
TeServer. The TeServer checks the resource availability by using the
LambdaBlockingCheckAlgorithm and the BlockingCheckAlgorithm classes that are
responsible for checking the resource availability through the entire selected route by
accessing the LambdaAvailabilityNetTableNodePair Class. When the TeServer receives
ReturnCheckResult message, it updates the LambdaAvailabilityNetTableNodePair and
returns the selected route with the suggested resources to the IngressNode Class. The

IngressNode sends a path message toward the FEgressNode and through the
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IntermediateNodes. The EgressNode sends the ReservationMessage toward the
IngressNode. The IngressNode sends ConReqReservationAcknowledgment message to
the server. I't is important to mention that the TeServer Class is inherited from Thread
Class to perform a real time simulation.

The TeServer, RouteSelectionAlgorithm, LambdaSuggestionAlgorithm,
ProperSuggestedLabelSelectionTable, LambdaBlockingCheckAlgorithm,
BlockingCheckAlgorithm and LambdaAvailabilityNetTableNodePair Classes are

llustrated in Figures 5.7, 5.8, 5.9, 5.10, 5.11, 5.12, and 5.13 respectively.
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Figure 5.6 Sequence Diagram for a successful connection request
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5.2.2 Simulation and Results

The performance of the proposed Traffic Engineering (T-E) technique and that of the
OSPF algorithm have been analyzed using simulation. The simulation tests were carried
out on the optical network model shown in Figure 4.1. The maximum wavelength
available for use on each link is four (LN = 4). For this topology model, two cases were
tested. For both tests, the connection requests for As are distributed fairly between ingress
nodes. However, the destination egress node for each request is generated randomly. The
number of simulation runs for both tests is hundred times continuously. The Number of
Fibers installed between each of the network node Pairs (NFP) is one for Test 1. NFP is
also one for Test 2 except in the bottleneck /-K where it is two. For the first case (Test 1),
each simulation run involves four Connection Requests (ConReq). For the second case
(Test 2), each simulation run involves eight ConReq. The parameter values for both tests
are summarized in Table 5.1 for a single simulation run. Therefore the Total Connection
Requests (TotConReq) for Test 1 are four hundred requests and for Test 2 are eight
hundred requests.

Figure 5.14 and Figure 5.15 show the blocking performance simulation results for
Test 1 and Test 2 respectively. We observe that improvement in the blocking probability
is achieved by using our proposed T-E technique. As shown in Figure 5.14, the blocking
probability is zero for the proposed technique during all the simulation runs. This means
that we were able to utilize the maximum network resources through the bottleneck I-K.
From the results shown in Figure 5.15, we observe that we were able to maintain a
blocking probability improvement by ﬁsing our T-E technique. Using our proposed

technique, blocking occurs in Test 2 whenever more than four connection requests
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(wavelengths) are requested to the same destination (egress L or O) at a time. This is due
to the fact that between the nodes K-L and K-O, NFP 1s one. We can not therefore utilize
more than the available four wavelengths. However, we were still able to utilize the entire
available wavelengths among the possible routes from a source to a destination. We can
conclude that with the use of our proposed algorithms the probability of utilizing the
wavelengths in a bottleneck is clearly increasing and remaining within the range [MAR
/LN*bottleneck NFP, 1] where bottleneck NFP is the Number of Fibers in the bottleneck
node Pair. MAR is the Maximum Available Resources from ingress to egress of the worst
route that the bottleneck can be part of; where the worst route is the route that has the

node pair with the minimum number of fibers.

Parameter | Test 1 | Test 2
Symbol
LN 4 4
NFP 1 1
NFP of I-K 1 2
ConReq 4 8

Table 5.1 Parameter Values for Test 1 and Test 2
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5.3 Summary

This Chapter demonstrated the efficiency of the proposed T-E technique. First, we
showed its cost efficient way of updating the network nodes states and its low memory
requirements. Second, by building an optical network model with respect to software
engineering and object oriented point of view, we showed the efficiency of the proposed

traffic engineering technique by the simulation results.
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Chapter 6

6 CONCLUSION AND FUTURE WORKS

The required high speed data traffic and bandwidth in any domain can be achieved by
using the optical network by means of its intelligent architecture. By the development of
GMPLS, we are able to eliminate the use of ATM, SONET and their redundancy by
moving their functions to the routers, OXCs and DWDM. However, routing and
wavelength labeling assignment difficulties occur due to the optical nature where label
means much more than just identification for a special traffic. Such difficulties increase
especially if the network core nodes are conversion incapable. In such case, if a core node
can not find the requested wavelength available in its outgoing port, it will fail the
reservation request and the connection request as well.

Several solutions and approaches have been proposed in the optical network domain
to enhance the utilization and to reduce the blocking probability. Some of them were
introduced in this thesis. Moreover, we highlighted the advantages and the disadvantages
of the proposed solutions and we also provided major challenges and motivations yet to

be improved. From there our contributions get started.

First, we proposed the Bottleneck Congestion Avoidance algorithm to enhance the use
of label suggestion provided by RSVP-TE signaling for optical networks. This algorithm
makes it possible for more efficient utilization of resources in optical networks by the
decision that is taken by core nodes when they receive more than one request for the
same wavelength and output port. As a result, the proposed algorithm improves the

limitation of the suggested label approach that was described in Section 2.1.
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Second, w e proposed the T raffic Engineering T echnique that e nhances the n etwork
utilization and reduces the blocking probabilities. In addition, the proposed T-E technique
has a cost efficient way to update the network nodes states to the T-E server. This is done
without the need for the core nodes involvement. Moreover, the required memory for the
proposed technique is sufficiently low. By building an optical network model, we
demonstrated the proposed T-E technique efficiency by comparing the blocking
probability of the proposed technique with the OSPF through simulations. We concluded
that with the use of our proposed technique, the probability of utilizing the wavelengths
in a bottleneck is clearly increasing and remaining within the range [MAR
/LN*bottleneck NFP, 1] where bottleneck NFP is the Number of Fibers in the bottleneck
node Pair. MAR is the Maximum Available Resources from ingress to egress of the worst
route that the bottleneck can be part of, where the worst route is the route that has the

node pair with the minimum number of fibers.

This thesis proposed the Bottleneck Congestion Avoidance algorithm. Future work is
needed to simulate this proposed algorithm in real-time manner and to compare it with
the traditional suggestion label that used in RSVP-TE to evaluate the algorithm
performance. In future work, we would also like to apply the PSLS algorithm on RSVP-
TE to suggest wavelengths in its path messages, and so to be able to distribute the
network resources in advance when the connection requests initiated. Moreover, future
work would also be needed to consider and simulate the proposed algorithms and

techniques in bidirectional LSP setup case.
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