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Abstract

Randomized Routing Algorithms in Mobile Ad Hoc Networks

Israat Tanzeena Haque

We consider the problem of finding a path from a source to a destination node in a set
of mobile wireless nodes. Many solutions to this. problem proposed in the literature fall
into the position-based routing paradigm, where in each step, the decision of which node
to go to next is based only on the position or geographic coordinates of the current node
¢, its neighboring nodes N(c), and the destination node d. We propose several new ran-
domized position-based algorithms for routing in mobile ad hoc networks. Our algorithms
combine the greedy heuristic of minimizing the distance remaining to the destination and
the directional heuristic of staying close to the direction of the destination with the use of
randomization to retain some flexibility in the chosen routes. We classify our randomized
algorithms based on the strategy they use to define a subset of neighboring nodes as the
candidate nodes. The sector-based algorithms select the candidate nodes from a specified
sector, whereas the AB (above-below) algorithms choose two candidate nodes, one from
above and the other from below the line between the current node and the destination. On
convex subdivisions, a sub-class of AB algorithms can be shown to deliver packets to their
destinations with probability 1. Our experiments on unit disk graphs, and their associated
Yao graphs, Gabriel graphs, and Planarized Local Delaunay Triangulations, show that the
delivery rates of all the randomized algorithms we study are significantly better than the
deterministic greedy and directional routing algorithms. For some of the algorithms we
propose, this improvement comes at the price of only a small deterioration in the stretch

factor of the route. Thus, some of our algorithms obtain a good balance between the deliv-

ery rate and the stretch factor.
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Chapter 1
Introduction

In the last couple of decades, mobile computing has become very popular because of
the continued miniaturization of mobile computing devices and the extraordinary rise of
processing power available in mobile laptop computers, which in turn has lead to more
and better computer-based applications in the hands of a growing number of mobile com-
puter/device users. At the same time, the markets for wireless telephones and commu-
nication devices have expanded rapidly. As a result, these users have started to expect
having networking applications in situations where the Internet itself is not available or not
efficient to use. For instance, a rescue team might be working in a remote flooded area,
and the members might want to communicate among themselves without the mediation
of routing across the global Internet [PerO1]. However, it is not possible to provide such
communication by using Internet protocols, where dedicated static routers with plenty of
resources provide the routing services. A solution can be found by using an infrastruc-
tureless wireless network called a Mobile Ad hoc Network (MANET). Notably, one of the
original motivations for ad hoc networks was found in military applications [Raj02].

A MANET is a collection of autonomous mobile devices that can communicate with
each other without having any fixed infrastructure. Each node in the network has an omni-
directional antenna and can communicate using wireless broadcasts with all nodes within
its transmission range. Thus a MANET can be represented by a unit disk graph (UDG),
where two nodes are connected if and only if their Euclidean distance is at most the trans-
mission range [BFNOO1]. Since nodes may not communicate directly with all other nodes
because of the limited transmission range, multi-hop communication is required in the net-

work. The nature of MANETS gives rise to issues such as dynamic topology changes,



absence of infrastructure, autonomous heterogeneous nodes, and resource constraints, that

contribute to making the problem of routing in these networks a tremendous challenge.

Figure 1.1: A unit disk graph representation of MANET.

1.1 MANET Evolution and Applications

MANETs were first implemented as Packet Radio Networks (PRNET) in 1972, sponsored
by the Department of Defense (DoD), and evolved into the Survivable Adaptive Radio Net-
works (SURAN) program in the early 1980s [FLO1]. The goals of these programs were to
provide packet-switched networking to mobile battlefield elements in an infrastructureless,
hostile environment. The concept of commercial ad hoc networking had arrived in the
early 1990s because of the popularity of notebook computers, availability of open-source
software and viable communications equipment based on radio frequency and infrared. At
around the same time, DoD again started their program Global Mobile (GloMo) Informa-
tion Systems [RRO02].

Several of commercial standards were developed in the *90s due to the growing interest
in ad hoc networking. The MANET working group was initiated by the Internet Engineer-
ing Task Force (IETF) and its primary purpose was to standardize routing protocols for
ad hoc networks. Other than that, a medium access protocol based on collision avoidance
and one that tolerated hidden terminals, was standardized by the IEEE 802.11 subcommit-
tee. HIPERLAN and Bluetooth were some other standards that addressed and benefited
ad hoc networking [RR02]. Most of the existing ad hoc networks outside the military do-
main have been developed in the academic environment; however, recently commercially
oriented solutions have started to appear (for example, MeshNetworks! and SPANworks?)
[CCLO3].

Thttp://www.meshnetworks.com
2http://www.spanworks.com



The advantages of using ad hoc networks over traditional wireless networks are ease
and speed of deployment, and decreased dependence on a fixed infrastructure. MANETSs
are suited for use in situations where infrastructure is either not available, not trusted, or
should not be relied on in times of emergency. A few examples include: military soldiers
in the battlefield, sensors scattered throughout a city for detection of biologically harmful
elements, an infrastructure-less network of notebook computers in a conference or campus
setting, rare animal tracking, space exploration, undersea operations, and temporary offices

such as campaign headquarters [RR02].

1.2 Ad Hoc Networking Issues

Ad hoc networks inherit the standard problems of wireless communication and networking
such as vulnerable and unreliable wireless medium, unprotected channels, and hidden and
exposed terminal phenomena. Also, the absence of infrastructure, dynamically changing
network topology, and the multihop nature of MANETS introduces a number of character-
istics, complexities, and design constraints that are specific to ad hoc networking [CCLO03].
We will now briefly describe some of these characteristics and issues. The detailed descrip-
tion can be found in [CCLO3].

Lack of infrastructure: The main advantage of using a MANET is that it does not depend on
any fixed infrastructure or centralized administration. Hence, each node needs to operate
in a distributed peer-to-peer mode, acts as an independent router and generates indepen-
dent data. These characteristics in turn make network management more complicated in
MANETs.

Multi-hop routing: Mobile devices have limited radio range and there is no dedicated router
in such an environment. Nodes send/receive their own messages as well as forward oth-
ers’ packets thus acting as routers. Hence, multi-hop routing is obviously necessary in
MANETs.

Dynamically changing network topologies: In mobile ad hoc networks, nodes move fre-
quently and unpredictably, which causes the network topology to change dynamically. The
resulting effect would be route changes, frequent network partitions, and possibly packet
losses.

Variation in link and node capabilities: In a MANET, each node might be equipped with

one or more radio interfaces with different configurations such as different transmission



power and frequency bands [CL85, CL87]. This heterogeneity in nodes’ radio capabilities
can result in asymmetric links. In addition, each mobile node might have different process-
ing capabilities because of varying software/hardware configurations. Efficient network
protocols and algorithms for such a heterogeneous network should be able to adapt to the
changing network conditions (power and channel conditions, traffic load/distribution vari-
ations, and congestion)

Energy constrained operation: Since mobile nodes have limited power supply and process-
ing power, the services and applications that can be supported by these nodes are limited.
However, each node needs to forward others’ packets as well as generate its own messages,
which means that additional power is needed for the first task. Currently, this is an impor-
tant issue in MANET research.

Network scalability: Most of the existing network management algorithms were designed
for fixed or relatively small wireless networks. However, there are some situations where
we need to consider a large number of wireless nodes, such as sensor and tactical networks
[FLO1]. Scalability is very important in the successful designing of such networks, where
nodes have limited resources. Network designer should consider issues such as addressing,
routing, location management, configuration management, interoperability, security, and
high-capacity wireless technologies.

Limited physical security: Mobile devices are naturally more vulnerable to security breaches
than are static devices. Typical examples include: devices or data can be stolen and infor-
mation can be taken or modified by the intruder during routing. Hence, design of a network

for such devices should consider eavesdropping, spoofing and denial-of-service attacks.

1.3 Routing in MANETS

In ad hoc wireless networks two hosts can communicate if they are within wireless trans-
mission range of each other without using any routing protocol. However, the power needed
to obtain a fully connected network topology may be impractical, wasteful, too vulnerable
to detection, or even illegal. Hence, combined with the lack of infrastructure routers, the
restricted range of wireless transmission indicates the need for multihop routing [Per01].
Moreover, the mobility of nodes, low bandwidth, and low power poses special challenges
for routing. The volatility of network information increases because of the topological

changes which are caused by node mobility. Also, wireless networks work with lower



bandwidth than wired networks, and hence, information collection for the formation of a
routing table is expensive. In addition, the limitation of power leads users to disconnect
mobile units frequently in order to reduce power consumption. As a result, traditional rout-
ing protocols in wired networks, that generally use either link-state or distance vector, are
not suitable for ad hoc wireless networks.

In the last few years, a plethora of routing protocols for MANETS has been proposed in
the literature. As yet there is no consensus and no standards have been adopted. The pro-
posed protocols can be divided into two main categories: proactive and reactive protocols.
Proactive or table-driven protocols [PB94] are based on Internet distance-vector and link-
state protocols, and maintain consistent and updated routing information about the entire
network by exchanging information periodically. Randomized versions of some of these
proactive protocols have been proposed, such as R-DSDV [CD02]. Reactive or on-demand
routing protocols [PR99, JMHJ02] discover routes only when data needs to be sent or the
topology is changed. Reactive protocols typically use less bandwidth in terms of control
packets to discover topology information, but even so, packets to discover new routes must
sometimes be flooded through the network, which consumes a huge amount of bandwidth
[CCLO3].

One way of limiting flooding is by using information about the position of nodes in
the network. In position-based routing protocols, a node forwards packets based on the
location (coordinates in the plane) of itself, its neighbors, and the destination [GSB03]. For
example, the position of the nodes can be obtained using GPS. There are numerous ways
of using position information in making routing decisions.

For example, Greedy (distance) routing moves the packet to a neighboring node to
minimize the distance towards the destination and Compass (directional) routing minimizes
the angle formed between the current node, the next node, and the destination node. Both
algorithms forward the packet in every step to exactly one of its neighbors, which is chosen
according to either of the above mentioned heuristics. However, both of these algorithms
are known to fail to deliver the packet in certain situations which are explained in detail
in Chapter 2. Also, position information can be used to extract a planar subgraph of the
network such that routing can be performed on the perimeter of faces of this subgraph as
in [BMSJ99] and [KK00]. The advantage of this latter approach is that delivery of packets
can always be guaranteed. Two possible performance measures for a routing algorithm are

the delivery rate and lengths of routes. In MANETSs we are interested in the ratio of the



number of hops taken by the routing algorithm to the minimum number of hops needed to
reach to the destination. This ratio is referred to as stretch factor.

The underlying network topology also plays an important role in routing. Some desir-
able properties of a network topology are distributed construction, connectivity, sparseness,
bounded node degree, and small spanning ratio. Most of the position-based routing algo-
rithms use a UDG as the network topology. However, some position-based algorithms need
a planar subgraph of a U DG to ensure guaranteed packet delivery. Relative Neighborhood
Graph (RNG) [Tou80] and Gabriel Graph (GG) [GS69] are two such graphs. In [BM99]
Bose and Morin proved that Greedy, Compass, and Random Compass algorithms guarantee
delivery in a Delaunay Triangulation (DT), which is another planar graph. However, a DT
is very expensive to construct locally, and does not respect wireless transmission ranges.
So it is not suitable for MANETS. Li ef al. in [LCWO02] propose a novel distributed algo-
rithm to construct a DT locally. The resulting graph is called a Planarized Localized DT
(PLDel). Recently the Yao graph, which is not a planar graph, has become very popular for
topology control in MANETS of directional antennas [Li03b].

1.4 Contribution of Thesis

In this thesis, we propose several variations of the greedy and directional heuristics. To
improve on the delivery rate of these algorithms, we use randomization. Our heuristics
combine in various ways the two goals of covering as much distance as possible to the
destination (as in greedy routing) and staying as close as possible to the direction of the
destination (as in directional routing), while using randomization to allow flexibility with
respect to the actual path followed. The randomization increases the delivery rate by in-
troducing flexibility in choosing the next route node; however, it may not guarantee an
optimal stretch factor if the next node is chosen uniformly at random out of the current
node’s neighbors. In this thesis we introduce different methods of assigning weights to the
neighboring nodes to keep the stretch factor as low as possible and at the same time ensure
higher a delivery rate.

We evaluate all of our algorithms in terms of delivery rate and stretch factor on the GG,
PLDel, and Yao subgraphs of the UDG. For purposes of comparison, we also study the

performance of Greedy and Compass routing algorithms.



1.5 Organization of Thesis

In Chapter 2 we discuss existing routing algorithms for mobile ad hoc networks with the
emphasis on position-based routing. Greedy and Compass routings are known to fail to
deliver the packet in certain cases. We discuss those situations with examples. Also, we
discuss the routing algorithms that guarantee packet delivery. These algorithms require
planar graphs as the network topology. We review those planar graphs along with the Yao
graph as the network topology for MANETS.

Chapter 3 gives the problem definition and network model. Then, we classify our pro-
posed randomized algorithms based on the way of selecting the eligible candidate nodes.
We define four classes of algorithms: Best two neighbors, Sector, AB (Above-Below),
and a class combining the sector and AB ideas. Next we define all of our randomized
algorithms. Finally, we present the attractive properties that our randomized algorithms
pOssess.

Chapter 4 first describes our own simulator written in using C++. We present the sim-
ulation environment with details about simulation parameters. The detailed discussion of
the simulation results of all the algorithms, on different graphs, are given next.

In Chapter 5 we briefly discuss our contributions to the research on MANETs. We have
discovered several interesting and challenging open problems during the research for this

thesis, which are also described in the end of this final chapter.



Chapter 2

Routing in Ad Hoc Networks

In this chapter, we discuss existing routing algorithms for mobile ad hoc networks with an
emphasis on position-based routing. Greedy and directional routing fail to deliver packets
in certain scenarios. We discuss those cases with examples. Also, we discuss the routing
algorithms that do guarantee packet delivery. These algorithms require the network topol-
ogy to be a planar graph. All the commonly used topologies for position-based routing are

discussed at the end of this chapter.

2.1 Routing Issues

The features of MANETS, such as node mobility and resource constraints, led to defining
a set of desirable characteristics that a routing protocol should have to optimize the limited
resources, and cope with dynamic topologies. Based on the qualitative and quantitative in-
dependent metrics given by Macker and Corson in [MC98], Stojmenovic et al. in [GSB03]
define a set of metrics that a routing protocol for MANET should meet. Some of the those
desirable properties are given below.

Loop-freedom: To avoid timeout or memorizing past traffic, the routing protocols for
MANETS should be inherently loop-free. Also, node mobility might cause unexpected
loops during packet forwarding. A routing protocol must consider the above mentioned
situations to successfully deliver packets.

Distributed operation: The routing algorithms for MANETS can be classified into three
different groups based on the criteria that a node follows to forward the packets. In a global

routing algorithm, each node has knowledge of the entire network, which in turn makes



the routing task equivalent to the shortest path problem, if hop count is used as the main
performance metric. On the other hand, in a localized routing algorithm, each node makes
the decision of which neighbor to forward the message to based solely on the location of
itself, its neighboring nodes, and destination.. Between the two extremes is the zonal ap-
proach, where the network is divided into zones, with a localized algorithm applied within
each zone, and a shortest path or other scheme applied for routing between zones [JNL99].
It is preferred to use localized algorithms if their performance is almost same as the perfor-
mance of non-localized ones.

Path strategy: The number of paths followed by a routing protocol can be single or multi-
ple. For instance, the shortest path route is an example of a single-path strategy, whereas
flooding follows multiple paths to deliver the packets to the destination. The latter ap-
proach consumes a huge amount of extra bandwidth. Arguably, the ideal localized algo-
rithm should follow a single path.

Metrics: Most routing schemes in MANETS use hop count as the metric, where hop count
is the number of transmissions on a route from a source to the destination.

Memorization : Mobile devices don’t have plenty of resources to memorize past traffic even
though this may give the best result in routing. In addition, solutions that require nodes to
memorize a route or past traffic are sensitive to changes in node activity and node mobility
while routing is ongoing. It is better to design an algorithm that does not strictly depend on
the past traffic at any node to forward the packet.

Guaranteed message delivery: Delivery rate is the ratio of the number of messages received
by the destination to the number sent by the sender [BMJ98]. The primary goal of every
routing scheme is to deliver messages. However, the best routing scheme should be able to
assure guaranteed message delivery. The guaranteed delivery property assumes the appli-
cation of an ideal and collision-free medium access scheme.

Scalability: In MANETSs, we call a routing algorithm scalable if it performs well with an
arbitrary number of nodes. In [GSBO03] the authors give a simple definition of scalability;
a routing scheme is scalable if it is loop free, localized, and single-path.

Robustness: Although it is advantageous to use nodes’ position for routing in mobile ad
hoc networks, it imposes problems in terms of reliability: in particular, the accuracy of
destination’s position is an important problem to consider. A robust and scalable routing
algorithm must, by design, be able to cope with the network dynamicity, which would help

in dealing with a deviation on the node’s position, thus avoiding the high mobility tracking



overhead incurred if it assumes its destination position. Such an algorithm should also be
able to deliver messages when the communication model deviates from a unit disk graph,
due to obstacles or noise. We explore one such model described in [BFNOO1].

Fast adaptability to link changes: The ad hoc network is dynamic in nature, which de-
mands the routing protocol to adapt to changes during routing to avoid packet dropping or
an unexpected loop.

Unidirectional Link support: The probability of the presence of a unidirectional link in a
mobile ad hoc network is higher than that in a wired network. The protocol design should
consider the presence of a unidirectional link between nodes, otherwise it might cause par-
titioning in the network. For example, in some cases where two unidirectional links in
opposite directions form the only means of communication between two ad hoc zones, the
unidirectional link support would prevent unnecessary network partitioning.

Security: The protocol should be robust enough to survive under security attacks like spoof-

ing, masquerading, replay attack and denial-of-service attack.

2.2 Classification of Routing Algorithms

In the last few years, a huge class of routing protocols for MANETSs has been proposed
in the literature either by modifying Internet routing protocols, or proposing new routing
approaches. MANET routing protocols are typically subdivided into two main categories:
proactive routing protocols and reactive routing protocols. Proactive routing protocols are
derived from legacy Internet distance-vector and link-state protocols. These protocols try to
maintain consistent and updated routing information for every pair of nodes in the network
by propagating routing information periodically. They are sometimes referred to as table-
driven protocols since the routing information is usually maintained in tables. Reactive or
on-demand routing protocols, on the other hand, establish the route to a destination only
when it is needed. The source node usually initiates the route request though the route
discovery process if it is not available in the routing table. Then it maintains the route
until either the destination becomes inaccessible, or the route is no longer used or expired

[CCLO3]. We describe some of the previously proposed protocols below.
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2.2.1 Proactive Routing Algorithms

The main characteristic of these protocols is that each node maintains the route informa-
tion for all the other nodes in the network. Route creation and maintenance are performed
periodically or when a link is broken. Some of the widely used protocols in this group are:
Destination-Sequenced Distance-Vector (DSDV) [PB94], Clusterhead Gateway Switched
Network (CGSR) [MGLA96], Optimized Link State Routing (OLSR) [JMQ*03], and
Topology Dissemination Based on Reverse-Path Forwarding (TBRPF) [BOT01]. We will
briefly describe the first two algorithms.

The Destination-Sequenced Distance-Vector (DSDV) protocol is a table-driven algo-
rithm based on the classical Bellrﬁan-Ford routing mechanism with the properties needed
in MANETSs. Every node maintains a routing table with one route entry for each destina-
tion in which the minimum number of hops to reach that destination is recorded. Also,
each record has a sequence number assigned by the destination node. The higher the se-
quence number the more recent the route is, that is, a node increases the sequence number
if there is a change in its neighborhood. In this way a node can avoid loops by avoiding
stale routes. Routing information is updated periodically, which consumes a huge amount
of network bandwidth even though it provides the best route. To avoid unnecessary band-
width wastage because of route updates, DSDV uses two types of packets, full dump with
all the routing information and incremental with only the recent updates after the last full
dump [RT99, CCLO3].

CGSR extends DSDV by clustering the mobile nodes into small groups called cluster,
and achieves a framework for routing, bandwidth allocation, and channel access. The whole
network is divided into small clusters of nodes, and each cluster is controlled by a node
called clusterhead. There also exist some nodes which are within the communication range
of two or more clusterheads: they are called gateways. The sender first sends the packet
to its clusterhead, the packet is then passed from clusterhead to clusterhead through the
gateways until it arrives at the clusterhead of the destination node. However, frequent node
movements might invoke the clusterhead selection algorithm frequently, which will keep
the nodes busy selecting the clusterhead rather than routing. To avoid this overhead, a
Least Cluster Change (LCC) clustering algorithm is introduced, so that the cluster heads
only change when two of them come into contact, or when a node moves out of contact
of all other cluster heads. Each node needs to maintain two tables, ‘cluster member table’

and ‘routing table’. The first one records the clusterheads of all nodes, and the second one
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keeps route information to reach the destination [RT99].

Most proactive routing protocols, such as DSDV and CGSR, are based on distance-
vector-based shortest-path algorithm, and have the same degree of complexity during link
failures and additions. However, they have different numbers of routing tables since they

maintain routing information using different strategies.

2.2.2 Reactive Routing Algorithms

These protocols differ from proactive protocols in the way nodes maintain routes. Instead
of maintaining routes for all the nodes, this type of routing algorithm creates a route only
when it is needed by the source node. A node initiates a route discovery process within the
network when it requires a route to a destination. The process terminates when it discovers
a route or when all possible route permutations have examined. Once a route has been
established, it is maintained by a route maintenance procedure until either the destination
becomes inaccessible along every path from the source or until the route is no longer de-
sired [RT99]. Representative reactive routing protocols include: Dynamic Source Routing
(DSR) [JMHJO02], Ad hoc On-Demand Distance Vector (AODV) [PR99], Temporally Or-
dered Routing Algorithm (TORA) [PCO1], Associativity Based Routing (ABR) [Toh97],
and Signal Stability Routing (SSR) [DRWT97]. We will briefly describe the two most
widely used protocols DSR and AODV.

AODV is an enhancement of the DSDV protocol, which minimizes the required number
of broadcasts by creating on-demand routes instead of maintaining a complete list of routes
as in DSDV. The protocol has two major phases: route discovery and route maintenance.
A source node initiates the route discovery process if it has no route information about the
destination in its cache. The process continues until a route to the destination is located,
or fresh route information is received from an intermediate node. AODV needs symmetric
links since the destination or an intermediate node send back the route information through
the neighboring node from which it received the first copy of the route request message.
Route entries are dynamically maintained by considering the movement of both source and
intermediate nodes.

DSR is a loop-free, source-based, on-demand routing protocol, which also has two
phases: route discovery and route maintenance. Each node maintains a route cache that
contains the source routes learned by the node. The route discovery process is initiated

only when a source node does not already have a valid route to the destination in its route
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cache; entries in the route cache are continually updated as new routes are learned. Route
maintenance is accomplished through the use of route error packets, which are generated at
a node when the data link layer encounters a transmission problem, and through acknowl-
edgments. Source routing is used for packet forwarding.

DSR has a potentially larger control overhead and memory requirement than AODV
since each DSR packet must carry full routing information, whereas in AODV, packets
only contain the destination address. On the other hand, DSR can utilize both asymmetric
and symmetric links during routing, while AODV only works with symmetric links. Also,
nodes in DSR maintain multiple routes to a destination in their cache, which is helpful for
link failure. In general, both AODV and DSR work well in small to medium size networks
with moderate mobility [CCLO03].

Comparison Between Proactive and Reactive Protocols

In general, on-demand reactive protocols are more efficient than proactive ones. On-
demand protocols minimize control overhead and power consumption since routes are only
established when required. In contrast, proactive protocols require periodic route updates
to keep information current and consistent. In addition, they maintain multiple routes that
might never be needed, and hence introduce unnecessary routing overheads.

Proactive routing protocols provide better quality of service than on-demand protocols.
As routing information is constantly updated in the proactive protocols, routes to every
destination are always available and up-to-date, and hence end-to-end delay can be mini-
mized. However, in on-demand protocols, the source node has to wait for the route to be
discovered before the actual routing. This latency in route discovery might be intolerable
for real-time communications. The above considerations imply that proactive protocols are
suitable for small scale static networks, while reactive protocols can normally work well in

medium size networks with moderate mobility [CCL03, Roy03].

2.2.3 Hybrid Protocols

In addition to proactive and reactive protocols, another class of unicast routing protocols
that can be identified is hybrid protocols. The Zone-Based Hierarchical Link State Routing
Protocol (ZRP) [HP97] is an example of a hybrid protocol that combines both proactive and

reactive approaches to bring together the advantages of the two approaches. ZRP defines
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around each node a zone that contains the neighbors within a given number of hops from
the node. Proactive and reactive algorithms are used by the node to route packets within

and outside the zone, respectively.

2.2.4 Position-Based Routing

Position-based routing algorithms are localized, that is, distributed in nature, where simple
local behavior achieves a desired global objective. In such algorithms, each node makes
a decision about which neighbor to forward the message based solely on the location of
itself, its neighboring nodes, and the destination.

Although routing-table-based solutions merely keep the best neighbor information on
a route toward the destination, the communication overhead for maintenance of routing
tables due to node mobility and topology changes is quadratic in network size. On the
other hand, position-based algorithms do not require route establishment and maintenance,
hence these algorithms may efficiently utilize the scarce storage resources and the relatively
low computational power available to the wireless nodes. More importantly, given the nu-
merous changes in topology expected in ad-hoc networks, no recomputation of the routing
tables is needed and therefore we expect a significant reduction in the overhead. These
features allow position-based routing protocols to quickly adapt to route changes, and they
are more scalable than unicast protocols such as AODV, DSDV, and DSR [GSB03]. Local-
ized routing is also uniform, in the sense that all the nodes execute the same protocol when
deciding to which other node to forward a packet [CCLO3]. These routing algorithms are
classified in different ways in the literature. We will describe some of those related to our

work.

Progress-Based Routing

In this type of strategy a node tries to forward the packet to one of its neighbors that is
closest to the destination. Stojmenovic et al. [GSBO03] distinguish these algorithms based
on distance, progress, and direction. Since the main goal of these algorithms is to move
towards the destination, we call all these algorithms together as progress-based algorithms.
We will review some of these algorithms in this section.

The Most Forward within Radius (MFR) [TK84] routing algorithm maximizes the
progress towards the destination by forwarding the packets to one of the neighboring nodes,

whose projection onto the line between the current node and the destination is closest to
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the destination. However, it also consumes maximum power to cover maximum distance,
which in turn increases collisions with other nodes. Hence, instead of forwarding packets
to the farthest neighboring node, the Nearest with Forward Progress (NFP) [HL86] scheme
sends the packet to the node closest to the sender. The transmission can thus be accom-
plished with minimum power; hence the interference with the other nodes is minimized,
while the probability of a successful transmission is maximized [GSBO3].

In Greedy routing [Fin87, SLO1], a node forwards a packet to its neighbor which is
closest to the destination. The difference between Greedy and MF R routing is illustrated in
Figure 2.2 which is taken from [SLO1]. Finally, Compass or directional routing [KSU99]
moves the packet to a neighboring node such that the angle formed between the current

node, the next node, and the destination is minimized.

Figure 2.1: GREEDY chooses E, and COMPASS chooses F as next node.

Figure 2.2: GREEDY chooses A, which is closer to the destination d, but MFR chooses B,
whose projection on the cd line covers more distance to the destination.

In most cases, MFR and Greedy require the same number of hops to reach the destina-
tion. However, Compass routing needs more hops than Greedy routing, while the delivery
rate is similar. All these methods have high delivery rates for dense graphs, but low deliv-

ery rate for sparse graphs. However, the performance of MFR and Greedy routing come
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closing to matching the path length given by the shortest path algorithm in case of success-
ful delivery [GSBO03]. Stojmenovic et al. propose variants of MFR, Greedy, and Compass
(called MFR, GEDIR, and DIR, respectively) by using 2-hop neighbor information to in-
crease the delivery rate. Also, they use partial flooding with MFR and Greedy algorithms
to ensure guaranteed packet delivery [SLO1, LLSO1, LS03].

Drawbacks of Greedy and Compass Routing

The Greedy and Compass algorithms are known to fail to deliver the packet in certain
situations, and their enhancements introduce complexity in routing. We will now explain
two situations where these algorithms fail to deliver the packet. After that we will describe
another class of position-based routing that deals with the shortcomings of above mentioned
algorithms, and provides an alternative solution that guarantees packet delivery.

In greedy routing, a packet may get stuck at a node during routing because it encounters
a local maximum, that is, a node that has no neighbor closer to the destination than itself,
or two adjacent nodes that are equally close to the destination, where none of their other
neighbors are closer. A simple example of such a scenario is given by Karp and Kung in

[KKO00], and reproduced in Figure 2.3. Here, s is closer to the destination d than its two

Figure 2.3: An example where Greedy routing fails because s is a local maximum in its
geographic proximity to d.

neighbors w and x, where the dashed arc about 4 has a radius equal to the distance between
s and d. Although the paths, (s - x — z — d) and (s = w — y — d) exist to d, s will not
be able to forward the packet to w or x using greedy routing. Here s is a local maximum in
its proximity to d [KKO0O].

Also, Compass routing can get into an unavoidable loop, which can be illustrated by the
example in Figure 2.4 given by the authors in [GSB03]. Let the loop consist of four nodes
E, F, G, and H in an unit disk graph. Let the source be any node in the loop, say E. E
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Figure 2.4: An example where COMPASS routing face an unavoidable loop.

forwards the packet to F since it forms the smallest angle ZDEF among all the neighbors
of E. Similarly, F selects G, G selects H, and H selects E [GSBO03].

Algorithms with Guaranteed Delivery

By combining the above progress-based rules for the choice of the next neighbor and to exit
from a local maximum, several routing algorithms have been defined. Stojmenovic et al.
call this class of routing nearly stateless routing with guaranteed delivery in [GSB03].
In [BMSIJ99], the authors propose face routing, which is based on the so called right
hand rule for exploring a maze. The rule states that if a player in a maze walks around
never lifting her right-hand from the wall, then she will eventually visit every wall in the
maze. More specifically, if the constructed maze define the faces of a connected planar
straight line graph, the player will visit every edge and vertex of the face. Bose et al. use a
planar and connected subgraph of a unit disk graph called the Gabriel Graph (GG) (we will
define the GG in the next section). Once the Gabriel graph is extracted from the network,
routing is performed along its edges. Its planarity and connectivity ensure message delivery
by routing along the faces of the graph that intersect the line between the source and the
destination. A rough idea of face routing is shown in Figure 2.5, which is taken from
[BENOO1]. '

Bose et al. in [BMSJ99] also found that there is a trade-off between the delivery rate
and the stretch factor if we only use face routing. Then they conclude that face routing
alone is not very efficient, and suggest using it in conjunction with progress-based routing
heuristics that do not guarantee delivery. In [BMSJ99], they combine greedy routing with
face routing and called the resulting algorithm Greedy-Face-Greedy (GFG). The algorithm
first forwards the packet greedily until it reaches the destination or a local maximum. In

the latter case the algorithm switches to face routing, and traverses the face until it reaches
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Destination

Figure 2.5: An example of face routing.

another node which is strictly closer to the destination than the node which was the lo-
cal maximum. The algorithm then again switches back to the greedy mode at this point.
The authors also show that the greedy algorithm alone has a low delivery rate, but GFG
achieves 100% delivery rate at the price of losing the impressive stretch factor of the greedy
algorithm [BMSJ99].

® Destination

1
Greedy routing Q

Greedy routing
®

Source

' .
Face routing

Figure 2.6: Alternation of Greedy and Face routing.

Karp and Kung in [KKO00], transformed the GF G algorithm into the Greedy Perimeter
Stateless Routing (GPSR) protocol by including discussion of the IEEE 802.11 medium
access control scheme. They evaluate the performance of their algorithm against DSR, and
show that their algorithm is more scalable than source based protocols under conditions of
mobility.

Although the algorithm in [BMSJ99] ensures message delivery, it is likely to fail if

there is any instability in the transmission ranges of the mobile nodes. Instability in the
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transmission ranges means that the area a mobile node can reach is not necessarily a disk
and the range may vary between r = (1 — €)R and R, for some € > 0. In [BFNOO1] the
authors consider such instability, and propose this model as a generalization of the UDG.
They are able to handle unstable situations, where nodes may or may not communicate

directly because of obstacles (buildings and bad weather), with their proposed model.

Randomized Position-Based Routing

Another simple and efficient way to avoid local maxima and loops is to use randomization.
A position-based routing algorithm is randomized if the next neighboring node is chosen
randomly out of the neighbors of the current node. In [BM99], Bose and Morin proposed a
randomized algorithm called Random Compass in the context of triangulations (they refer
to position-based routing as memoryless and online routing). In Random Compass the
next node is chosen uniformly at random from the two nodes that satisfy the directional
heuristic going in the clockwise and the anticlockwise directions. The algorithm has a
higher delivery rate than the deterministic algorithm at the price of a higher stretch factor.
In [BM99] and [BBC'02a] Bose et al. proved that Random Compass guarantees packet

delivery for all triangulations, and all convex subdivisions, respectively.

2.2.5 Directed Flooding-Based Routing

Directed flooding is another class of position-based routing where nodes forward the pack-
ets to all neighbors that are located in the direction of the destination. DREAM [BCSW98]
and Location-Aided Routing (LAR) [KV98] are two routing algorithms that apply this
principle. LAR uses directed flooding only for route discovery, while DREAM applies a
restricted flooding for packet delivery.

Location-Aided Routing (LAR) decreases overhead of route discovery by utilizing in-
formation about the location of the mobile hosts. The authors proposed two protocols
which use location information to reduce the search space for a desired route, and hence
reduce the number of route discovery messages. The search for a route is limited to the
so-called request zone, determined based on the expected location of the destination node
at the time of route discovery. LAR floods the network, sending packets only inside the
request zone [KV98, CCLO3].

In DREAM, mobile nodes broadcast their location information throughout the network

periodically. As a result, the source knows the up-to-date location of the destination before
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forwarding packets. Similar to the LAR approach, the source node defines an expected
region for the destination based on the location of destination. The expected region is a
circle centered on the last known receiver location, which represents the area where the
receiver should be, taking into account the node mobility from its last known position. A

packet is then forwarded towards the expected region [CCLO3].

2.2,6 Hierarchical Routing

Hierarchical routing algorithms are a combination of position and non-position-based rout-
ing algorithms. Position-based routing is typically used for long distances, while a non-
position-based algorithm is used at the local level. Grid routing [LTS01] and the Terminode
routing [BBC*01] are hierarchical routing protocols in which routing is structured in two
layers. Location-aware routing is used for routing on long distances, and when a packet
arrives close to the destination a proactive distance vector scheme is used [CCLO03].

In GRID routing the authors partition the geographic area into a number of squares
called grids. In each grid, if not empty, one mobile node is elected as the leader of the grid.
Routing is then performed in a grid-by-grid manner through those leaders. The size d of
each grid depends on transmission radius of the node. One leader is able to communicate
directly with leaders in neighboring grids, and all nodes within each grid are connected to
their leaders [GSBO3].

The Terminode routing scheme is a combination of two protocols called Terminode Lo-
cal Routing (TLR) and Terminode Remote Routing (TRR). The TLR protocol is used when
destinations are in the vicinity of a terminode without considering location information.
However, TRR is used to send data to remote destinations and uses geographic informa-
tion. The authors claim that the combination of these two approaches help Terminode to

achieve scalability.

2.3 Network Topology for MANET

In this section we define some of the properties that the network topology should have,
especially for routing in MANETSs. Also, we present some of the widely used network
topologies for routing.

It is common to separate the network design problem from the management and control

of the network to simplify these two tasks. However, the decisions made at the network
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design phase may strongly affect the network management and control phase. In particular,
if the issue of designing efficient routing schemes is not taken into account by the network
designers, then the constructed network might not be suited for supporting a good routing
scheme. For example, a backbone-like network topology is more suitable for a hierarchical
routing method than a flat network topology [Li03b, Li03a]. In this section, we focus on
the network topologies of ad hoc networks in the context of position-based routing.
Network connectivity, bounded node degree, low-stretch factor, robustness to mobility,
and linear number of links are the desirable properties of the network topology of mobile
ad hoc networks to efficiently support routing. Due to node mobility and resource con-
straints, it is challenging to design a network topology for wireless ad hoc networks, that
is suitable for designing an efficient routing scheme. It is also preferred that the underly-
ing network topology be constructed in a localized manner because of node mobility and

resource constraints.

2.3.1 Preliminaries

This section presents some of the graph theoretic and geometric terminology used in this
thesis.

A proximity graph on a finite set P C R? is obtained by connecting pairs of points
of P with line segments if the points are considered to be close in some sense. Different
definitions of closeness give rise to different proximity graphs. One technique for defining
a proximity graph on a set of points is to select a geometric region defined by two points
of P — for example the smallest disk containing the two points — and then specifying that
a segment is drawn between the two points if and only if this region contains no other

points from P. Such a region will be referred to as a region of influence of the two points
[BDEKO02].

2.3.2 Properties of the Topology

For efficient routing we need a topology which is a subgraph of a UDG, with the fol-
lowing desirable properties. The detailed description of these properties can be found in
[ALW103, Raj02].
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Efficient Localized Construction: A distributed algorithm constructing a graph G is a local-
ized algorithm if every node u can exactly decide all edges incident on u based only on the
information of all nodes within a constant number of hops of u. More precisely, the number
of messages sent by each node should be bounded. The message complexity at each node
can be O(dlogd) to construct the underlying topoldgy efficiently, where d is the number
of one-hop neighbors. It is obvious that the underlying network topology for MANETSs
should be constructed and maintained in a localized manner due to the limited resources of
the wireless nodes.

Connectivity: Another crucial, and perhaps, the most basic requirement of a topology is
that it should be connected. More precisely, we require that any two nodes that are con-
nected in the underlying UDG are also connected in the extracted topology.

Spanner: Let G = (S,E) be an n-vertex connected weighted graph over S. The distance in
G between two vertices (u,v) € S is the total weight of the shortest path between u and v
and is denoted by dg(u,v). A subgraph H = (S,E’), where E' C E, is a t-spanner of G if
for every u,v € S, dy(u,v) <t-dg(u,v). The value of ¢ is called the spanning ratio, and
referred to as length spanning ratio, hop spanning ratio, or power spanning ratio if the
weight is the Euclidean length of the link, hop count, or power for communication, respec-
tively.

Sparseness: The topology should be sparse in order to ensure efficient routing. A network
topology is considered as sparse if it has only a linear number of links.

Bounded Node Degree: A node with bounded degree means it needs to maintain and pro-
cess a constant number of neighbors. This is important since every wireless node has
limited computational resources, storage, and limited power.

Planar: The network topology is called planar if there are no crossing edges. Some rout-
ing algorithms, such as Face routing, Greedy-Face-Greedy (GFG), and Greedy Perimeter
Stateless Routing (GPSR) need the network topology to be planar.

Robustness: An additional challenge in the design of the network topology for MANETS is
to ensure some degree of robustness to the mobility of nodes. One measure of robustness of
the topology is given by the maximum number of nodes that need to update their topology
information as a result of the movement of a node. This number depends on the size of the

neighborhood of a mobile node, and the relative location of the nodes.
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2.3.3 Some Existing Network Topologies for MANET

This section presents a set of network topologies for ad hoc networks.

We have seen in Chapter 1 that an ad hoc network can be modeled as a UDG which
is used as the network topology by many position-based routing algorithms, especially
progress-based algorithms. The main advantage of this basic topology is that it can be con-
structed in a simple distributed manner. However, it cannot ensure bounded node degree
and sparseness (might have O(n?) edges in the worst case), which could help less mainte-
nance at each node. Moreover, the performance (in terms of packet delivery rate and stretch
factor) of those algorithms is not satisfactory on UDGs. The algorithms with guaranteed
delivery, on the other hand, need to use a planar subgraph of the UDG. Based on this mo-
tivation a number of distributed algorithms have been proposed to construct subgraphs of
UDGs, which are proximity graphs. We shall review some of these graphs related to this
thesis.

Yao Graph: The Yao graph (also called a Theta graph [BGM04]) ka(G) with an inte-
ger parameter k > 6 is defined as follows [Yao82]. At each node u, k equally-separated rays
originating at u define k cones. Given an angle 0 such that 8 = mt/k, we define Cone(u, )
to be the cone of angle 0 in disk(u,r). In each cone, only the directed edge (u,v) to the
nearest neighbor v, if any, is part of ¥( G« (G). Ties are broken arbitrarily. The definition can

also be written as follows.
V(w % u,v) A (w,v € Cone(u,0)) : d(u,v) < d{(u,w)

The Yao graph has been re-discovered by several researchers for topology control in
wireless ad hoc networks with directional antenna [Li03b]. For G = UDG(S), let YG,(G)
be the undirected graph obtained if the direction of each edge in ka(G) is ignored. Then,
the spanning ratio of the YG¢(G) is 1 /(1 —2sinm/k) in terms of Euclidean distance [LWWOI,
Li03b, Li03a]. It is known that the node out-degree of the ka(G) with an integer parame-
ter k > 6 is bounded by some positive constants, and it is connected if the underlying UDG
is connected. However, this graph cannot guarantee a bounded node degree, that is, the
node in-degree of the graph could be as large as O(n) [LWWOL]. They propose another
sparse topology, Yao and Sink, that has both a constant bounded node degree and length
spanning ratio. However, all these graphs related to the Yao graph are not planar graphs.

Gabriel Graph: Denote the closed disk containing the points « and v and with diameter
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dist(u,v) by disk(u,v). Then the Gabriel Graph of G, denoted by GG(G), is defined as
follows. Given any two adjacent nodes u and v in G, the edge (u,v) belongs to GG(G) if
and only if no other node w € G is located in disk(u,v). This can be also represented by

the following equation.
Vw # u,v: d*(u,v) < [d*(u,w) +d*(v,w)]

The Gabriel Graph is used as a planar subgraph for Face routing, GF G, and the GPSR
routing algorithms. The Euclidean length spanning ratio of GG(G) is (41ty/2n —4) /3 in the
worst case [BDEKO02], and it is known that the GG(G) is connected if the underlying UDG
is connected [BMSJ99]. Since GG has large length stretch factor in the worst case, some
other structure is needed if we want to bound the distance traveled by a routing algorithm
from the source to the destination. One good candidate in this context is the Delaunay
triangulation given by the set of nodes.

Delaunay Triangulation: Assuming no four vertices in S are co-circular, a triangula-
tion! of a set of points S is a Delaunay triangulation (DT) if the circumcircle of each of its
triangles does not contain any other nodes of S in its interior. More precisely, if we define
a closed disk(u,v,w) as the circumcircle of the Auvw, then for all x # u,v,w Ax € S the
disk(u,v,w) should be empty of x.

Bose er al. present an interesting history of the study of DT in [BDEKO2], which
is given below. First, Chew [Che86, Che89] showed that DT is a m/2-spanner. Then,
Dobkin et al. [DFS90] showed that it is a ((1++/5)/2)n & 5.08-spanner. Finally, Keil
and Gutwin [KG89, KG92] improve this value to 21t/(3cosn/6) =~ 2.42. In addition, it
is connected and planar. However, it is not appropriate for MANET environment because
it cannot be constructed locally. Also, it might have edges longer than the transmission
radius of the nodes. In [LCWO2] the authors propose a localized algorithm to construct
a graph, called Localized Delaunay graph LDel®)(S), which is supergraph of UDel(S).
LDel®)(S) is planar for any k > 2, but for k¥ = 1 it might have crossing edges. Here,
UDel(S) = UDG(S)NDel(S), that is, UDel (S) has no edges longer than the transmission
radius.

Planarized Localized Delaunay triangulation : The triangle Auvw is called a k-localized
Delaunay triangle if the interior of the circumcircle of Auvw, denoted by disk(u,v,w), does

not contain any vertex of S (that is, a k-neighbor of u, v, or w), and all edges of the triangle

! A triangulation is a convex subdivision where each interior face is a triangle.
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Auvw have length no longer than the transmission radius. The k-localized Delaunay graph
over a vertex set S, denoted by LDel (k) (S), has exactly all unit (not longer than transmis-
sion radii) Gabriel edges and edges of all k-localized Delaunay triangles. If we generalize
the definition of LDel®) (S) only for one-hop neighbors, then the resulting graph is denoted
by LDel(S) (ignoring the superscript 1).

The basic approach of constructing LDel(S) is as follows. Each node u computes the
Delaunay triangulation Del(N(u)) of its 1-neighbors N(u), including u itself. Node u then
sends messages to its neighbors asking if the triangles in Del(N(u)) can be accepted to
LDel(S). Its neighbor v accepts the triangle if it is in Del (N(v)).

LDel(S) may contain intersecting edges, that is, it does not ensure planar properties
even though it can be decomposed into two planar graphs. Instead of decomposing LDel(S)
into two planar graphs, Li et al. present an efficient algorithm to extract a planar graph
PLDel(S) out of LDel(S). The basic approach according to [LCWO02] is as follows. Each
node u gathers all the Gabriel edges and 1-localized Delaunay triangles incident on it. The
node then checks if there is any intersection between two triangles, lets say Auvw and
Axyz, known by u. If they intersect such that the circumcircle of Auvw contains a vertex
from Axyz, u removes Auvw from its list. All the remaining triangles are kept in the list if
corresponding neighbors also agree to keep them.

The resulting planar graph is called PLDel(S), and is a ¢-spanner of a unit-disk graph
in terms of Euclidean length, where ¢ = (4y/3/9)7 & 2.42. Also, it ensures connectivity, if
the underlying UDG is connected, with a bounded node degree and linear number of edges.
The total communication cost to construct the PLDel(S) in a distributed fashion is O(n),
and the computation cost at each node is O(dlogd), where d is number of 1-hop neighbors
of each node.

Restricted Delaunay Graph: Gao et al. in [GGH'01] proposed another structure,
called the Restricted Delaunay graph (RDG), which can be defined as follows. A Restricted
Delaunay Graph of a set of points in the plane contains all the Delaunay edges with length at
most transmission radii of the nodes. In other words, they call any planar graph containing
UDel(S) as arestricted Delaunay graph. It is known that RDG is a planar ¢-spanner in terms
of Euclidean length with ¢ = (1 ++/5/2)1 ~ 5.08. It is also connected if the underlying
UDG is connected, and can be constructed and maintained in a distributed manner. The
communication cost to construct the RDG is O(n?), and the computation cost at each node
is O(d®), where d is the number of its 1-hop neighbors [LCW02].
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All of the above mentioned subgraphs of UDG have high adaptability, since a change
in a node location will only require the nodes in its neighborhood to recompute their edges
in the topology. The definitions of the above mentioned graphs are diagrammatically given
below. Also, different network topologies for the same set of nodes as presented by Li et

al. in [Li03b] are given next. Table 2.1 presents the salient features of all the topologies

discussed above.

@ ' u®v |
GG Yao Del

Figure 2.7: Definition of different graphs.

| Topological Properties | Yao | GABRIEL | PLDEL [ RDG | DT |
Distributed Construction Yes Yes Yes Yes No
Connectivity Yes Yes Yes Yes Yes
Planarity No Yes Yes Yes Yes
Spanning Ratio (Euclidean length) | —2— 7 4"‘/5”—_‘1 4—‘9/575 %@n ‘bgén

Table 2.1: The properties of existing network topologies.
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Del LDel PLDel

Figure 2.8: Different network topologies taken from [Li03b].
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Chapter 3
Randomized Routing Algorithms

In this chapter we first define the network model for our randomized algorithms, and then
classify our randomized algorithms based on the choice of the next candidate nodes. Fi-

nally, we describe the properties of our algorithms.

3.1 The Network Model and Other Definitions

We model a MANET according to the model given in [BFNOO1]. A set of mobile hosts
are spread out in an environment that is modeled by the Euclidean plane: each mobile host

with x— and y—coordinates is represented by the point (x,y). All distances are Euclidean

distances in the plane. We will use the following hypothesis and notation:

1. Any mobile host knows the coordinates (x,y) of its position. .

2. The transmission range of each mobile host is r, that is, two hosts can directly com-

municate with each other if their distance is at most r.

3. Each mobile host has an omni-directional antenna which covers a circular area of

radius r.

4, Communication links are bidirectional, that is, if a mobile host « is able to receive

signals from a mobile host v, then v is also able to receive signals from u.

Based on the above hypothesis, we can represent a MANET as a geometric undirected
graph G = (S, E), where vertices represent mobile hosts and edges represent a link through

which a pair of mobile hosts can communicate directly. The set of vertices S is thus a set
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of points in the Euclidean plane. Let d(u,v) be the distance between the points u and v
in the plane. The set of edges E {{u,v} : u,v € S,d(u,v) < r}, thatis, E contains all the
pairs of mobile hosts at a distance of at most r [BFNOO1]. The resulting graph UDG(S)
is called a unit disk graph. For node u, we denote the set of its neighbors by N(u). A
convex subdivision is an embedded planar graph such that each face of the graph is a convex
polygon, except the outer face which is the complement of a convex polygon.

Given a unit disk graph UDG(S) corresponding to a set of points S, and a pair (s,d)
where s,d € S, the problem of online position-based routing is to construct a path in
UDG(S) from s to d, where in each step, the decision of which node to go to next is
based only on the coordinates of the current node ¢, N(c), and d. Here, s is termed the
source and d the destination. Frequently, we will also refer to the line cd passing through ¢
and d.

An algorithm is deterministic if, when at ¢, the next node is chosen deterministically
from N(c), and is randomized if the next step taken by a packet is chosen randomly from
N(c).

The routing algorithm may or may not succeed in finding a path from s to d. We use
the following notion of a graph defeating an algorithm from [BM99]. A deterministic algo-
rithm is defeated by a graph G = (S, E) if there is a pair (s,d) € S such that a packet using
the algorithm never reaches the destination d when beginning at the source s [BM99]. A
randomized algorithm is defeated by a graph G = (S, E) if there is a source/destination pair
(s,d) € S such that a packet using the algorithm and originating at source s has probability
0 of reaching destination d in any finite number of steps.

We are interested in the following performance measures for routing algorithms: the
delivery rate, that is, the percentage of times that the algorithm succeeds, and the stretch
factor, the average ratio of the length of the path returned by the algorithm to the length of
the shortest path in the graph. Here the length of the path is taken to mean the number of
hops in the path.

Given a node u, we denote the closed disk centered at node u with radius £ by disk(u, £).
Given an angle 0 such that 0 < 0 < 2n, we define Sector(c,d,0) to be the closed sector
given by angle 0 in disk(c,r) that is bisected by the line segment cd. Further, given an o
such that 0 < o £ 1, we define Periphery, Core, and Wing as follows. Also, Figure 3.1

illustrates the given definitions.

e Periphery(c,d,8,0) = Sector(c,d,0) Ndisk(d,R) where R is chosen such that o is

29



the ratio of the area of Periphery(c,d,0, ) to the area of Sector(c,d,9).
e Core(c,d,0,a) = Sector(c,d,0) — Periphery(c,d,0,q).
e Wing(c,d,8,0) = (disk(c,r)Ndisk(d,R)) — Periphery(c,d,9).

Figure 3.1: Illustrations of the definitions of Sector, Periphery, Core, and Wing (represented
by the shaded regions). Note that Sector(c,d,0) = Core(c,d,0,0) U Periphery(c,d,0,0.).
In this example, FARINSECTOR selects x uniformly at random out of nodes E and F,
the only nodes in Periphery(c,d,0,a), while GREEDYINSECTOR picks x = F since F is
closest to d out of E, F, and I, the nodes in Sector(c,d,0).

3.2 Classification of Randomized Routing Algorithms

We have classified our randomized algorithms into three different groups. The Best-Two-
Neighbors routing algorithms are just the straightforward randomizations of the Greedy and
Compass routing algorithms, where two best candidates are chosen out of the neighbors
of the current node.The next node is then chosen uniformly at random out of those two
neighbors. In the Sector algorithms a sector, centered at the line between the current node
and the destination node, defines the set of candidate nodes. The next node is chosen
randomly from the candidate nodes according to some probability distribution. Finally, the
AB algorithms pick one neighbor of the current node above the line passing through the

current node and the destination, and another neighbor below this line. Then the next node
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is chosen randomly from these two neighbors according to some probability distribution.
The exact choice of the candidate nodes and the probability distribution determine the

algorithm.

3.3 Definition of the Algorithms

In this section we define our randomized algorithms. In what follows, we always assume
that the current node is ¢, the next node is x, and the destination node is d. The algorithms

below differ in how to choose x from among the set N(c).

3.3.1 Best-Two-Neighbors Algorithms

The first group of algorithms we consider are straightforward randomizations of the greedy
and directional heuristics.

BEST2GREEDY-U: Let n; and n; be the closest and second closest neighbors of ¢ to the
destination d. The next node is chosen uniformly at random out of these two nodes.
BEST2COMPASS-U: Let n; and ny be the neighbors of ¢ such that Zdcn; (or Zncd) and
Znyed (or Zdcny) are the two smallest such angles among all neighbors of ¢. The next
node is chosen uniformly at random out of these two nodes.

The behavior of the above mentioned algorithms is illustrated in Figure 3.2.

Figure 3.2: BEST2GREEDY-U sets n| = F and n, = G whereas BEST2COMPASS-U sets
m=FEandny;=F.

3.3.2 Sector Algorithms

In this section we describe several algorithms employing a sector-based approach, where

the next node is chosen based on some probability distribution, from the candidate nodes
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inside the defined sector.

FARINSECTOR: The next node x is chosen uniformly at random from the first non-empty
set in the following sequence: Periphery(c,d,0,0), Wing(c, d, 8,a), Core(c,d, 0, o), Sec-
tor(c, d,8), where 0 < 6 < 2m. Appendix C presents the theoretical calculations necessary
for the dynamic maintenance of a fixed size Periphery.

GREEDYINSECTOR: If Sector(c,d,0) is not empty then x is chosen to be the neighbor of
¢ with minimum distance from d, in Sector(c,d,0). Otherwise, x is chosen uniformly at
random from the set N(c).

RANDOMINSECTOR: The next node x is chosen uniformly at random from the first non-
empty set in the following sequence: Sector(c,d,01), Sector(c,d,62), N(c), where 0 <
0 <6, <2m.

The behavior of the above mentioned algorithmns is illustrated in Figures 3.1 and 3.3.

@) (b)

Figure 3.3: In (a) GREEDYINSECTOR selects F as next node out of E, F, and G, whereas
RANDOMINSECTOR picks x uniformly at random out of F and G. In (b) RANDOMINSEC-

TOR selects E as the next node since Sector(c,d, ) is empty and E is the only node in
Sector(c,d,0;).

WEIGHTEDINSECTOR: For each node n; in Sector(c,d,0), let a; = Zn;cd, and let its
weight be w; = 1/a;, and the total weight be W = ¥ w;. The next node x is chosen with
probability w;/W out of these candidate nodes if the sector is not empty. Otherwise, x is
chosen uniformly at random from the set N(c).

WEIGHTEDSECTOR: For each node n; in N(c), let a; = Zn;cd be the angle, and let its
weight be w; = 1/a;, and the total weight be W = Y w;. The next node x is chosen with
probability w;/W from the set N{c).

The behavior of the above mentioned algorithms is illustrated in Figures 3.4.
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Figure 3.4: In (a) both WEIGHTEDINSECTOR and WEIGHTEDSECTOR select G as the
next node with higher probability. In (b) WEIGHTEDINSECTOR selects x uniformly at
random out of F and G, whereas WEIGHTEDSECTOR sets E as the next node with higher
probability.

3.3.3 AB Algorithms

In this section we propose another class of randomized algorithms, called the AB algo-
rithms. The idea behind these algorithms is to choose two candidate nodes: one from
above the cd line and the other from below that line. The candidate neighbors are chosen
according to the greedy and directional heuristics. The next node is then chosen either uni-
formly at random from the two neighbors or according to a biased coin where the bias is
determined by distance from current node to destination, or angle formed by the neighbor
node, the current node, and the destination.

AB:COMPASS-U: Let n; be the neighbor of ¢ from above the cd line such that Zdcn,
is the smallest among all such neighbors. Similarly, n, is the neighbor of ¢ below the cd
line such that Znjycd is the smallest among all such neighbors. The next node x is chosen
uniformly at random from »n; and ny.

AB:CoMPASS-A: Let ny be the neighbor of ¢ from above the cd line such that 0, = Zdcn,
is the smallest among all such neighbors. Similarly, n, is the neighbor of ¢ below the cd
line such that 0y = Znycd is the smallest among all such neighbors. The next node x is
chosen from 71 and n with probability 6,/(0; + 62) and 0;/(0; +6,), respectively.
AB:COMPASS-D: Let n; be the neighbor of ¢ from above the cd line such that Zdcn; is
the smallest among all such neighbors. Similarly, n, is the neighbor of ¢ below the ¢d line
such that Znycd is the smallest among all such neighbors. Let dis; = dist(n;,d) and dis, =
dist(ny,d). The next node x is chosen from n; and n, with probability diss/(dis; -+ dis)
and dis) /(dis) + disz), respectively.

The behavior of the above mentioned algorithms is illustrated in Figure 3.5.
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Figure 3.5: AB:COMPASS algorithms choose ny = F, np = G as the candidate nodes,
and AB:CoMPASS-U will choose either n; or ny with equal probability, whereas
AB:COMPASS-D and AB:COMPASS-A will choose n and n; with higher probability than
the other node, respectively.

AB:GREEDY-U: Let n; be the neighbor of ¢ above the ¢d line such that the distance
dist(ny,d) is the smallest among all such neighbors. Similarly, n, is the neighbor of ¢
below cd such that the distance dist(ny,d) is the smallest among all such neighbors. The
next node x is chosen uniformly at random from n; and n,.
AB:GREEDY-A: Let n; be the neighbor of ¢ above the cd line such that dist(n;,d) is the
smallest among all such neighbors. Similarly, n; is the neighbor of ¢ below cd such that
the distance dist(ny,d) is the smallest among all such neighbors. Let 8; = Znjcd and
82 = Znacd. The next node x is chosen from n1 and ny with probability 6,/(6, + 6;) and
01/(61 +0,), respectively.
AB:GREEDY-D: Let 1| be the neighbor of ¢ above the cd line such that dis; = dist(ny,d)
is the smallest among all such neighbors. Similarly, n; is the neighbor of ¢ below c¢d such
that disy = dist(ny,d) is the smallest among all such neighbors. The next node x is chosen
from n; and n; with probability disy / (disi + disy) and disy /(dis) + dis;), respectively.
The behavior of the above mentioned algorithms is illustrated in Figure 3.6.

Now we will define two deterministic AB algorithms, which are variations of the
Greedy and Compass routing algorithms.
AB:GREEDY-A-DET: This deterministic algorithm is defined as is AB:GREEDY-A with
the following difference. If 61 < 05, then the next node x is np, otherwise x is n5.
AB:CoMPASS-D-DET: This deterministic algorithm is defined as is AB:COMPASS-D
with the following difference. If dis; < disy, then the next node x is n;, otherwise x is
ny. This algorithm is similar to Greedy-Compass proposed by Bose et al. in [BBCT02b]
except that we strictly choose at most one possible neighbor from each side of the ¢d line.

The behavior of the above mentioned algorithms is illustrated in Figure 3.7.
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Figure 3.6: AB:GREEDY algorithms choose n; = E, np = G as the candidate nodes, and
AB:GREEDY-U will choose either n; or ny with equal probability, whereas AB:GREEDY-
D and AB:GREEDY-A will choose n; and ny with higher probability than the other node,
respectively.

s

Figure 3.7: AB:GREEDY-A-DET chooses n; = E, np = G and AB:Compass-D-Det
chooses n; = F, ny = G as the candidate nodes Then, AB:GREEDY-A-DET chooses 7
and AB:Compass-D-Det chooses n; as the next node, respectively.

Table 3.1 shows the classification of all AB algorithms based on how they make their
initial choice of neighbors and the probability distribution to choose the final neighbor.

The algorithm Random-Compass proposed by Bose and Morin [BM99] in the context
of triangulations is similar to an AB algorithm but differs in a small way. Consider the node
u, a destination node d, and let Zxuy denote the angle formed by x, u, and y measured
counterclockwise. In their algorithm, one neighbor chosen, ccw(u), is the neighbor of u
that minimizes Zdu{ccw(u)}, and the second neighbor, cw(u), is the neighbor of u that
minimizes Z {cw(u)}ud. Therefore, both neighbors could lie on the same side of the ud,
the line passing through u and d, whereas in an AB algorithm if there are no neighbors on
one side of the ud line, only one neighbor is considered. Random-Compass is shown to

work with probability 1 in triangulations [BM99] and convex subdivisions [BBCT02b].
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| Name of Algorithm | Selection of Neighbors | Probability Distribution

AB:GREEDY-U Greedy Uniform
AB:CompAss-U Compass Uniform
AB:GREEDY-D Greedy Based on Distance
AB:CoMPASS-D Compass Based on Distance
AB:COMPASS-D-DET Compass Deterministic
AB:GREEDY-A Greedy Based on Angle
AB:GREEDY-A-DET Greedy Deterministic
AB:CompasSs-A Compass Based on Angle

Table 3.1: Classification of AB algorithms.

3.3.4 Combined Sector and AB Approach

In this subsection we present another sub-set of algorithms which combine the sector and
AB approaches to select the candidate nodes.

INSECTOR:AB-U: Let n and ny be the neighbors of ¢, which are chosen uniformly at ran-
dom from Sector(c,d, ), from above and below the cd line, respectively. The next node x
is chosen uniformly at random out of | and ny if Sector(c,d, ) is not empty. Otherwise,
x is chosen with a probability distribution as in WEIGHTEDSECTOR from the set N(c).
INSECTOR:AB-D: Let n and n5 be the neighbors of ¢, which are chosen uniformly at ran-
dom from Sector(c,d,0), from above and below the cd line, respectively. The next node x
is chosen from n; and n; with probability dis, /(dis) + dis,) and dis| /(dis) -+ dis3), respec-
tively if Sector(c,d,0) is not empty. Otherwise, x is chosen with a probability distribution
as in WEIGHTEDSECTOR from the set N(c).

INSECTOR:AB-A: Let ny and n; be the neighbors of ¢, which are chosen uniformly at ran-
dom from Sector(c,d, ), from above and below the cd line, respectively. The next node
x is chosen from n; and ny with probability 8,/(61 + 62) and 6, /(61 + 6;), respectively
if Sector(c,d,0) is not empty. Otherwise, x is chosen with a probability distribution as in
WEIGHTEDSECTOR from the set N(c).

The behavior of the above mentioned algorithm.s is illustrated in Figure 3.8.
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Figure 3.8: InSector:AB algorithms choose n; uniformly at random from E and F and
ny = G since that is the only node in the sector below the ¢d line. Then, INSECTOR: AB-
U chooses either n; or ny with equal probability as the next node. If n; = E, then
INSECTOR:AB-D chooses n; with higher probability than n; and INSECTOR:AB-A
chooses ny with higher probability than n,.

3.4 Properties of Randomized Routing Algorithms

In this section we summarize the properties that our randomized algorithms achieve. As
stated earlier, routing algorithms in MANET must have some characteristics such as loop-
freedom, distributed operation, single-path strategy, high delivery rate, low stretch factor,
memorylessness, scalability, and robustness. We will show that our randomized algorithms
achieve most of these characteristics successfully.

A random walk is a graph traversal technique that can visit all the vertices of a graph if it
is connected, and consists of a finite number of vertices. Hence, we can consider a random
walk as a randomized routing algorithm that is not defeated by any graph; however, the
path taken by this technique will be much longer than the shortest path on average [BM99].
In contrast, our randomized algorithms consider a sub-set of the neighboring nodes as the
candidate nodes based on different heuristics, and hence can follow a more direct path.
However, sometimes these algorithms might not be able to reach the destination in a UDG.

Experimental results show that our randomized algorithms improve the packet delivery
rates by overcoming the local maximum and loop. Moreover, by assigning appropriate
weights to each of the candidate nodes a sub-set of these algorithms can still maintain low
stretch factor. For example, in the AB algorithms we assign weights either in terms of the
remaining distance from the candidate node to the destination or the angle formed between
the current node, candidate node, and the destination. The latter approach outperforms all
the randomized algorithms in terms of the stretch factor. Indeed, a subset of AB algorithms

guarantee packet delivery for all convex subdivisions. We will now present the proof of
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this claim in the following section (it is based on the same proof given by Bose ef al. in
[BBCT02b)).

Bose and Morin [BBC*T02b] show that every deterministic algorithm is defeated by
some convex subdivision. However, the same statement is not true for all other convex
subdivisions. For instance, Greedy routing is not defeated by any Delaunay triangulation
and Compass routing is not defeated by any regular triangulation. On the other hand, they
show that the randomized algorithm Random-Compass, initially proposed in [BM99], is not
defeated by any convex subdivision [BBC*T02b]. A similar result holds for the compass-

based randomized AB algorithms.

Theorem 1 There is no convex subdivision that defeats any of the randomized compass-

based AB routing algorithms, AB:COMPASS-U, AB:COMPASS-D, and AB:COMPASS-A

Proof. The only situation where the Random-Compass algorithm in [BBCt02b] differs
from the compass-based randomized AB algorithms in choice of neighbors is when one
side of the cd line contains no neighbors of ¢. Assuming no three points are collinear,
this can only happen when ¢ and d are both neighbors on the convex hull, in which case
the packet will be delivered directly to d. Therefore, since the probability of randomly
choosing either of the neighbors does not factor in the original proof, the result follows
from the proof in [BBCT02b]. O

Our experiments also show that a sub-set of our randomized algorithms that use angle
to determine weight achieve a low stretch factor. To illustrate this behavior we consider the

following example given by Bose and Morin in [BM99]. Here, the source and the destina-

¢ d

Figure 3.9: An example where AB:COMPASS-A follows a shorter path than
AB:Compass-U.

tion are almost collinear with a third node, and hence it is possible to produce arbitrarily

long thin triangles. If we consider AB:CoMPASS-U for routing, the probability to follow a
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longer path is 1/2. However, by assigning weight in terms of angle AB:COMPASS-A might
take a shorter path with higher probability.

The communication and the computation costs of our randomized algorithms are also
low. The communication cost at each node is O(d), where d is the number of one-hop
neighbors of a node. Each node needs to broadcast its coordinates to its neighbors, and
also receives broadcast messages from the neighbors with their coordinates. Similarly, the
computation cost at each node is also O(d) since each node needs to consider only the
neighboring nodes to select the next node.

Our randomized algorithms are distributed in nature, and also memoryless. An algo-
rithm is called memoryless if no memory of previously visited nodes is necessary. Hence,
all of our randomized algorithms are memoryless. Moreover, they follow a single-path
strategy, that is, there is only one copy of the message available in the network. Finally,
all the above mentioned characteristics of our algorithms make them suitable for a network

with large number of nodes; that is, our algorithms are scalable.
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Chapter 4

Performance of Randomized Routing

Algorithms

In this chapter we present the simulation environment with details of simulation parameters.
The performance analysis of our randomized algorithms is given next. The analysis first
considers the effect of our algorithms on UDG, and then other subgraphs are taken into

account. In addition, we also compare the performance of the algorithms with each other.

4.1 Simulation Environment

With the exceptions of Greedy, Compass, AB:COMPASS-D-DET, and AB:GREEDY-A-
DET all of the algorithms considered in our thesis are randomized. To evaluate the perfor-
mance of these algorithms we will consider their packet delivery rates and stretch factors.
We first describe our simulation environment, and then the choice of algorithm-specific
parameters.

We used C++ to implement our own simulator with the following setup. In the simula-
tion experiments, a set S of n points (where n € {75,100, 125,150}) is randomly generated
on a square of 100m by 100m. For the transmission range of nodes, we use 15m or 18m.
Experiments showed that with lower transmission radii, the graph was too often discon-
nected, and with higher transmission radii, the generated graphs were so dense that the
delivery rate of all algorithms approached 100%. After generating G = UDG(S), a source
and destination node are randomly chosen. If there is no path from s to d in G, the graph

is discarded, otherwise, all routing algorithms are applied in turn on G, GG(G), YGs(G),
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~and PLDel(G). Clearly, an algorithm succeeds if a path to the destination is discovered.
The deterministic algorithms are deemed to fail if they enter a loop, while the randomized
algorithms are considered to fail when the number of hops in the path computed so far
exceeds a threshold. We will use the number of nodes, n, as this threshold (in 4.2.4, we
will explore the effect of varying the threshold value). To compute the packet delivery rate,
this process is repeated with 100 random graphs and the percentage of successful deliv-
eries determined. To compute an average packet delivery rate, the packet delivery rate is
determined 100 times and an average taken. Additionally, out of the 100 x 100 runs used
to compute the average packet delivery rate, the average hop stretch factor is computed.
Several of the randomized routing algorithms use experimentally optimized parameters.
In particular, FARINSECTOR depends on the parameters 6 and o. A smaller value of 0
clearly means a smaller number of eligible neighbors of ¢. Similarly, a smaller value of
o means the area of the periphery is smaller compared to the area of the sector, which
changes the number of eligible neighbors that are closer to the destination. We use 8 = m/3
and o = 0.6 after comparing the performance of the algorithm with 6 varying from /3
to 7 and o from 0.1 to 0.9. The simulation results to determine this parameter are given
in Table A.1 to Table A.4. For GREEDYINSECTOR, 8 = 1/3 was found experimentally to
give the best performance. Also, RANDOMINSECTOR depends on the size of the nested
sectors, and the experimentally determined optimum values are 7t/6 and 7/3, respectively.
Indeed, all the weighted sector based algorithms also perform best when the size of the

sector is /3.

4.2 Discussion of Results

Detailed simulation results for all the routing algorithms, along with the associated standard
deviations, are given in Tables 4.1 to Table 4.8 for the case when the transmission radius is
15! for the UDG, the Yao, Gabriel, and PLDel subgraphs. In particular, we are interested
in the performance of our proposed randomized routing algorithms with the previously

published routing algorithms GREEDY and COMPASS.

IThe trend of the results is the same when the transmission radius is 18, which are given in the Appendix
B.
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n=75 n =100 n=125 n=150

Algorithms Aver. o Aver. o] Aver. o Aver. o
GREEDY 71.23 4.12 | 7643 393 | 8596 3.56 {9240 2.13
COMPASS 72.41 4.17 | 78.01 3.80 | 87.66 3.55 | 93.84 2.27
BEST2COMPASS-U 81.77 3.67 | 85.63 3.00]92.38 2.64 | 96.75 1.67
BEST2GREEDY-U 79.88 3.82 | 83.73 3.40 | 90.88 291 | 9554 2.05
FARINSECTOR 81.11 3.85 | 86.76 3.22 | 94.11 2.26 | 97.57 1.60

GREEDYINSECTOR 81.01 3.48 | 87.06 3.38 | 9429 2.30 (9790 1.53
RANDOMINSECTOR 80.74 3.54 | 87.27 3.16 | 94.12 2.33 | 98.04 1.48
WEIGHTEDINSECTOR | 80.96 3.69 | 87.27 3.24 | 94.07 2391|9777 1.64
WEIGHTEDSECTOR 83.23 3.50 | 88.35 2.99 | 94.60 2.22 | 98.03 1.43
AB:CoOMPASS-D-DET | 72.15 4.02 | 77.45 3.68 | 87.06 3.55 | 93.21 2.25
AB:GREEDY-A-DET 71.82 4.16 { 77.30 4.00 | 86.81 3.45 | 9290 2.02

AB:CoMPASS-U 87.23 3.27 | 93.60 2.61 | 97.80 1.40 | 99.43 0.77
AB:GREEDY-U 8746 298 | 92.89 2421|9742 1.66 |99.19 0.83
AB:CoMPASS-D 89.19 294 {9435 2419774 1.50 9945 0.69
AB:GREEDY-D 88.42 29419293 241 | 9756 1.63{99.24 0.77
AB:COMPASS-A 88.13 3.05|92.58 2.27|97.02 1.56|99.26 0.86
AB:GREEDY-A 86.26 3.21 | 90.88 2.85| 9592 1.95|98.47 1.30
INSECTOR:AB-U 83.04 378 | 88.19 293 } 9491 2.13|98.12 1.38
INSECTOR:AB-A 82,99 3.49 | 8832 3.02 9496 218 |98.21 140
INSECTOR:AB-D 83.35 3.56 | 88.27 3.17 | 94.66 2.10 | 98.06 1.42

Table 4.1: Average packet delivery rate and standard deviation in UDG, in terms of per-
centages, for transmission radius » = 15m.

4.2.1 Performance of Algorithms in UDG
Sector and Best-Two-Neighbors Algorithms

BEST2GREEDY-U and BEST2COMPASS-U are straightforward randomizations of the Greedy
and Compass strategies, where the next node is chosen randomly from the top two candi-
dates according to the respective heuristics. BEST2GREEDY-U is the worst of the random-
ized strategies in terms of delivery rate, but the best in terms of the stretch factor for both
values of transmission radius. BEST2COMPASS-U has the third-best stretch factor, but
second-best delivery rate among these two group of algorithms.

The sector-based algorithms improve significantly on the delivery rate of GREEDY,
ComPrass, and BEST2GREEDY-U. The key idea behind the sector-based algorithms is to
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n=75 n=100 n=125 n=150

Algorithms Aver. o | Aver c Aver. o | Aver o
GREEDY 1.01 0.05| 1.02 0.07] 1.02 0.07 | 1.02 0.06
COMPASS 1.05 0.11 1.08 0.13 | 1.09 0.14 | 1.10 0.14
BEST2COMPASS-U 1.89 1.50] 1.69 1.22| 147 0.86| 1.34 0.63
BEST2GREEDY-U 1.82 137|161 1.11] 141 0.88| 1.28 0.55
FARINSECTOR 1.96 1.83 | 2.04 216 1.85 2.05| 1.62 1.78

GREEDYINSECTOR 217 213|229 249 203 2206| 1.72 1.89
RANDOMINSECTOR 226 2221242 249 219 2451 191 2.10
WEIGHTEDINSECTOR | 2.24 2.14 | 240 2.52 | 220 245 | 1.90 2.08
WEIGHTEDSECTOR 1.84 1.65| 190 1.86| 1.79 1.78 | 1.61 1.56
AB:Compass-D-DET | 1.03 0.09 | 1.05 0.10| 1.06 0.11 | 1.06 0.11
AB:GREEDY-A-DET 1.03 0.08 | 1.04 0.10| 1.05 0.10| 1.05 0.10

AB:CoMPAss-U 2,67 237|270 251 230 217|195 176
AB:GREEDY-U 2,61 236 255 239|221 2124 1.87 1.82
AB:Compass-D 223 189§ 224 206|192 172 | 1.68 145
AB:GREEDY-D 212 1.8t 2.14 203 1.89 180 | 1.62 149
AB:COMPASS-A 1.71 141 | 170 147 | 157 138 | 143 130
AB:GREEDY-A 1.68 152 1.68 1.62 | 1.55 1.62| 1.39 1.38
INSECTOR:AB-U 184 161|190 1.79 | 1.80 1.80 | 1.62 1.57
INSECTOR:AB-A 1.82 164 | 192 187 1.81 1.87 | 1.63 1.55
INSECTOR:AB-D 1.84 1.61} 1.93 1.80 ] 1.81 1.83 | 1.62 147

Table 4.2: Average stretch factor and standard deviation in UDG, for transmission radius
r=15m.

restrict the extent to which we stray away from the direction of the destination while keep-
ing some flexibility regarding exactly which neighbor to forward to next. The five algo-
rithms differ in the choice of the neighbor within the sector’>. GREEDYINSECTOR chooses
the neighbor closest to the destination from within the sector, while FARINSECTOR chooses
a node randomly from among the nodes closest to the destination (Periphery(c,d,8,)),
and RANDOMINSECTOR chooses randomly from among the nodes closest to the direction
of the destination.

The stretch factors of these three sector-based algorithms are similar, with FARINSEC-
TOR having the best result. FARINSECTOR also allows for the choice of next neighbor
from Wing(c,d,8,a), if the Periphery(c,d,0,0) is empty, on the grounds that it may be
worthwhile straying outside the sector provided that we cover a lot of distance to the des-

tination. However FARINSECTOR also is slightly more complicated to implement than the

%For simplicity, we use “the sector” to refer to Sector(c,d, ) in this discussion.
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other two. While the delivery rates of these three sector-based algorithms are almost iden-
tical for both values of transmission radius, FARINSECTOR appears to have a slight edge
over the other two.

WEIGHTEDINSECTOR is a variation of RANDOMINSECTOR, where each node inside
the sector has a positive weight in terms of the angle formed between the neighboring node,
the current node ¢, and the destination. The next node is chosen according to a probability
distribution from among the nodes inside the sector such that probability to pick a node
which is closest to the cd line is high. If the sector is empty, the algorithm chooses the next
node uniformly at random from the remaining neighbors of c. WEIGHTEDSECTOR differs
from the WEIGHTEDINSECTOR when the Sector(c,d,0) is empty. Instead of picking x
uniformly at random from the remaining nodes in N(c), it also assigns weight to those
neighbors. Hence, we assign weight to all the neighbors of ¢ to keep the next node x as
close as possible to the cd line.

WEIGHTEDSECTOR has the best performance among all sector-based and Best-Two-
Neighbors algorithms, in terms of the delivery rate with the second-best stretch factor. The
RANDOMINSECTOR algorithm is worse than all other Sector algorithms in terms of both
the delivery rate and stretch factor. Recall that RANDOMINSECTOR chooses the next node
with equal probability among the candidate nodes from inside the nested sectors. Also, if
the nested sectors are empty, there is a good chance of avoiding it by picking next node
uniformly at random from N(c), which gives a good delivery rate. However, by potentially
moving far away from the direction of the destination, we may end up increasing the path
length. In contrast, WEIGHTEDSECTOR still allows for moving inside Sector(c,d, ), but
by weighting the probability of the choice of each neighbor x on the angle Zxcd, it reduces
the chances of moving too far away from the right direction and therefore taking too long
a path. As a result, WEIGHTEDSECTOR achieves significantly better stretch factor than
RANDOMINSECTOR as well as a better delivery rate.

AB Algorithms

The key observation is that all the randomized AB algorithms have significantly higher de-
livery rates than Best-Two-Neighbors and Sector algorithms as well as the determihistic
AB algorithms. The delivery rates of all the randomized AB algorithms are similar. Ran-
domization keeps some flexibility in the routes, so that a dead-end on one side of cd line

can always be avoided. However, the BEST2GREEDY-U, the BEST2COMPASS-U, and the
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Sector algorithms may be more likely to explore the dead end and take a long time to re-
cover from it. Therefore they may fail, while the randomized AB algorithms always explore
both sides of the cd line with non-zero probability, which accounts for their higher delivery
rates.

Interestingly, the weight assigned to the two candidate neighbors to determine the next
node to forward the packet makes a difference to the stretch factor achieved by the ran-
domized AB algorithms. Picking a neighbor uniformly at random from the two candidates
performs most poorly, with picking a neighbor at random based on distance to the desti-
nation doing better, and picking a neighbor randomly weighted by the angles from the cd
line performing best. In fact, AB:GREEDY-A and AB:COMPASS-A have the best stretch
factors of all randomized algorithms. Recall that the candidate neighbors are on both sides
of the cd line. In the AB:COMPASS-U and AB:GREEDY-U, the two candidates have equal
probability of being chosen as the next node even if choosing one of them means moving
too far from the direction of the destination or not making progress in terms of distance,
thereby increasing the path length. In contrast, the other AB algorithms favor the node
which makes more progress. For example, AB:COMPASS-A and AB:GREEDY-A still al-
low for moving on both sides of the cd line, but by weighting the probability of the choice
of each neighbor x on the angle Zxcd (or Zdcx), the chances of moving too far away from

the right direction and therefore taking too long a path are reduced [FHNO4].

Combined AB-Sector Algorithms

This class of algorithms brings the sector and AB approaches together, in an attempt to
utilize both of their advantages. The algorithms apply the AB approach inside the specified
sector. The simulation results show that the delivery rate of these algorithms is similar to
that of sector-based algorithms with better stretch factor, except for the WEIGHTEDSEC-
TOR algorithm. Moreover, if the sector is empty, instead of picking x randomly out of N(c),
we assign weights to those nodes. The combination of these two techniques ensures a rea-
sonable delivery rate as well as stretch factor. However, we might still deviate from the
direction of the destination since we pick the candidate nodes uniformly at random from
above and below the cd line inside the sector. Hence, the delivery rate of these algorithms
is less than that of the other AB algorithms, but higher than the Best-Two-Neighbors algo-
rithms. Similarly, the stretch factor of the combined approach is between AB and Sector

algorithms. Finally, the combined approach is bit more complex to implement.
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Comparison of Different Classes of Algorithms

We will now present the comparison between different groups of algorithms in terms of
packet delivery rate and stretch factor.

In UDGs, the randomized AB algorithms outperform all the other randomized and de-
terministic algorithms in terms of the packet delivery rate. The performance of the com-
bined AB-Sector algorithms is the next best, but WEIGHTEDSECTOR offers the same deliv-
ery rate as this group. The performance of the remaining Sector and Best-Two-Neighbors
algorithms comes next, and finally, all the deterministic algorithms have the worst delivery
rates. In terms of stretch factor, the deterministic algorithms have the best stretch factors.
The angle-based AB algorithms are the second-best in terms of the stretch factor, and the
combined AB-Sector and Best-Two-Neighbors algorithms are the third-best group of algo-
rithms. The Sector and distance-based AB algorithms come next, and WEIGHTEDSECTOR
outperforms all the algorithms from these two groups. The uniform AB algorithms have the

worst stretch factor among all the algorithms.

4.2.2 Effect of Type of Subgraph

The trend of the results in Tables B.3 to B.8 is similar within each type of graph studied.
The only break with this pattern is the BEST2COMPASS-U and BEST2GREEDY-U algo-
rithms which have equivalent performance with the AB algorithms in the Gabriel subgraph.
Now we compare the performance of the algorithms between the different types of graphs
in terms of delivery rates. In general, all algorithms have the best delivery rates in the UDG
and the PLDel subgraph, with the Yao subgraph doing very slightly worse. For the Gabriel
subgraph, the delivery rates are lower than the rest. In terms of stretch factor, all algo-
rithms have the best stretch factor in the UDG, with the PLDel and Yao subgraph having
slightly higher values. The highest stretch factor is achieved on the Gabriel subgraph. We
understand the reason for these trends is the relative density of the graphs, which in turn
leads to different lengths of shortest paths. As shown in Figure 4.2, the Gabriel subgraph
has significantly lower number of edges than the PLDel and Yao subgraphs, which in turn
have far fewer edges than the UDG. Figure 4.1 shows that the average length of the shortest
paths in the Gabriel subgraph is bigger than in the PLDel and Yao subgraphs, which are in
turn bigger than in the UDG. With a larger number of hops, during randomized routing, the

chance of diverging from the shortest path is greater leading to longer paths during routing
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n=75 n =100 n=125 n=150

Algorithms Aver. o Aver. o Aver. c Aver. c
GREEDY 70.24 399 | 75.04 3.801|84.52 3.98|91.47 2.39
COMPASS 7099 4.10 | 76.42 4.03 | 85.44 3.68 | 92.43 2.30
BEST2COMPASS-U 82.38 3.74 | 86.00 3.29 | 92.55 2.66 | 96.61 1.81
BEST2GREEDY-U 80.78 4.00 | 84.26 3.27 | 91.24 2.83 | 95.88 2.00
FARINSECTOR 80.63 3.81 | 86.40 3.77 | 93.41 242 (9747 1.62

GREEDYINSECTOR 80.81 3.72 { 86.62 3.46 | 93.76 247 |97.60 1.53
RANDOMINSECTOR 80.49 3.60 | 86.54 3.23 9379 2.35]97.70 1.60
WEIGHTEDINSECTOR | 80.68 3.59 | 86.27 3.19 | 93.96 2.34 | 97.74 1.50
WEIGHTEDSECTOR 82.78 345 87.60 3.15|94.07 2.32|97.62 1.50
AB:CoMPASS-D-DET | 70.69 4.09 | 75.66 3.53 | 85.08 3.67 | 92.03 2.31
AB:GREEDY-A-DET 70.74 427 | 76.11 3.92 | 84.68 3.70 | 91.76 2.36

AB:Compass-U 86.22 298 | 9235 2.87|97.19 1.58]99.08 1.01
AB:GREEDY-U 85.53 3.59|91.82 2.69 | 9698 1.92)99.12 094
AB:COMPASS-D 88.35 2959235 2329731 1549920 0.77
AB:GREEDY-D 87.28 3.26 {9249 2821|9679 1.75|98.94 0.87
AB:COMPASS-A 87.13 3.16 | 91.40 2770 | 96.46 1.78 | 98.78 1.04
AB:GREEDY-A 86.11 3.02 | 90.09 2.91 | 95.19 2.06 | 98.38 1.52
INSECTOR:AB-U 82.81 343 | 87.63 3.05|94.18 2.30]|97.69 1.59
INSECTOR:AB-A 82.81 3.60 { 87.68 3.04 | 93.98 242 |97.55 1.53
INSECTOR:AB-D 82.73 3.68 | 87.49 3.17 | 9414 245 97.82 1.50

Table 4.3: Average packet delivery rate and standard deviation in Yao graph, in terms of
percentages, for transmission radius 7 = 15m.

on average. With the longer paths, the chance of terminating a path at the threshold is also
greater leading to lower delivery rates. In general, we can conclude that the performance
of the algorithms on both the Yao and PLDel subgraphs is comparable to that in the orig-
inal unit disk graph, while the subgraphs have far fewer edges to maintain than the UDG
[FHNO4].

4.2.3 Effect of Number of Nodes

In this section we describe the effect of number of nodes on the performance of the algo-
rithms.

In general, as the number of nodes grows, the delivery rate increases in all the graphs
studied. In terms of average stretch factor, however, the results are different for the five

classes of algorithms studied.
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n=75 n =100 n=125 n=150

Algorithms Aver. c Aver. o Aver. o Aver. (o]
GREEDY 06.26 4.35 | 70.01 4.43 | 78.88 3.99 | 86.13 3.28
COMPASS 66.17 4.68 | 70.03 4.37 | 78.62 4.03 | 85.76 3.34
BEST2COMPASS-U 78.75 4.06 | 85.40 3.63 | 92.48 2.51 | 96.50 1.88
BEST2GREEDY-U 78.28 3.57 | 85.37 3.40 | 92.00 2.84 | 96.23 1.85
FARINSECTOR 77.12 3.50 | 82.36 4.17 | 90.35 2.77 | 95.11 2.03

GREEDYINSECTOR 76.60 3.78 | 82.78 4.18 | 90.19 3.10 | 95.28 1.96
RANDOMINSECTOR 76.52 3.76 | 83.05 3.55}90.56 2.84!9531 2.03
WEIGHTEDINSECTOR | 76.84 3.61 | 82.71 3.65 | 90.49 2.86 | 95.27 1.82
WEIGHTEDSECTOR 78.94 3.67 | 84.22 3.57 | 91.12 2.72 | 9540 1.79
AB:CoMPASS-D-DET | 66.25 4.36 | 70.08 4.42 | 78.92 3.93 | 86.07 3.28
AB:GREEDY-A-DET 66.14 465 | 69.96 441 | 78.54 4.10 | 85.80 3.28

AB:CoMPASs-U 80.23 3.67 | 87.07 3.70 | 93.65 2.14 | 97.54 1.46
AB:GREEDY-U 80.25 3.85| 87.15 3.81 | 93.62 2.50 9732 1.64
AB:CoMPASS-D 83.74 3.24 | 88.76 3.64 | 94.84 2.27 | 97.99 1.56
AB:GREEDY-D 83.10 3.63 | 88.58 3.42 9471 1232|9810 1.37
AB:COMPASS-A 82.81 3.30 | 87.96 3.47 | 94.00 2.35)97.29 1.57
AB:GREEDY-A 83.30 3.09 | 87.66 3.14 | 93.67 2.30 ;| 97.28 1.66
INSECTOR:AB-U | 78.81 3.63 | 84.17 3.82 | 91.21 2.68 | 95.56 2.20
INSECTOR:AB-A 79.15 3.54 | 8425 3.80 ) 91.30 2.72 | 95.63 1.87
INSECTOR:AB-D 78.86 3.38 | 83.97 3.74 | 91.19 2.47 | 9574 1.94

Table 4.4: Average packet delivery rate and standard deviation in Gabriel graph, in terms
of percentages, for transmission radius r = 15m.

For the deterministic algorithms, the stretch factors increase very slightly as the num-
ber of nodes increases. For the straightforward randomizations, BEST2ZCOMPASS-U and
BEST2GREEDY-U, as the number of nodes increases, the average stretch factors decrease
on the UDG and Yao subgraph. However, this value first increases with the increasing
number of nodes, and then starts decreasing on PLDel and Gabriel subgraphs.

The sector-based and combined AB-Sector algorithms show another behavior, the av-
erage stretch factors first increase and then start to decrease with the increasing number
of nodes for all the graphs. Finally, the randomized AB algorithms show yet another
trend. The stretch factors in the UDG decrease as the number of nodes increases. For
the subgraphs of the UDG, the average stretch factors initially increase, and then the values
decrease.

For larger values of n, the number of possible paths available to the randomized algo-

rithms increase, so the stretch factor can be expected to decrease. For instance, in a denser
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n=175 n=100 n=125 n=150

Algorithms Aver. c Aver. o Aver. o Aver. o
GREEDY 7072 4.89 [ 75.04 4.37 | 84.73 3.69 | 92.71 2.61
COMPASS 71.40 4.77 | 76.25 3.98 | 85.64 3.62 | 93.25 2.54
BEST2COMPASS-U 81.91 4.13 18537 3.46 | 9227 2.96 9696 1.74
BEST2GREEDY-U 80.39 4.01 | 83.78 3.82 | 90.62 3.18 ] 96.12 1.88
FARINSECTOR 80.90 4.39 | 85.76 3.40 | 93.54 2.51 |97.96 1.39

GREEDYINSECTOR 81.13 4.01 | 86.38 3.52 | 9396 2.61 |98.32 1.14
RANDOMINSECTOR 80.78 4.34 | 86.38 3.63 | 94.11 2.41 | 98.17 1.22
WEIGHTEDINSECTOR | 81.34 3.97 | 86.54 3.43 | 94.03 2.35|98.23 1.21
WEIGHTEDSECTOR 82.99 421 | 87.57 3.40 | 94.17 2.55|98.23 1.17
AB:Compass-D-DeT | 71.06 4.88 | 75.55 4.24 | 85.36 3.59 | 9299 2.48
AB:GREEDY-A-DET 71.13 477 | 7579 4.09 | 8530 3.56 | 93.21 2.48

AB:CoMpass-U 86.36 3.44 | 92.40 2.86 | 97.47 147 |9947 0.78
AB:GREEDY-U 86.26 4.12 | 92.08 2.78 | 97.23 1.66 | 99.17 0.89
AB:CoOMPASS-D 88.58 3.06 | 93.14 2.57 | 97.64 1.58 | 99.45 (.85
AB:GREEDY-D 87.67 376 |92.46 274 |97.21 1.64 [99.28 0.88
AB:CoOMPASS-A 87.62 3.59 (9159 2.61 {9680 1.85|99.25 0.87
AB:GREEDY-A 86.21 3.89 | 89.62 3.22 | 95.63 2.21 | 98.72 1.10
INSECTOR:AB-U 82.87 3.85 | 87.36 3.75 | 9452 2.56|98.27 1.23
INSECTOR:AB-A 83.02 39118752 3.09| 9419 231 |98.27 1.33
INSECTOR:AB-D 83.17 374 | 87.45 3.30 | 9434 2.50 ] 98.08 1.24

Table 4.5: Average packet delivery rate and standard deviation in PLDel graph, in terms of
percentages, for transmission radius r = 15m.

graph, the algorithm can recover from a bad path earlier, which leads to a lower stretch
factor for the algorithm. Also, with the increased density of nodes, the behavior of the
straightforward randomizations should approach that of the corresponding AB randomized
algorithm with uniform weighting, which is also supported by the data. Finally, the ran-
domized AB algorithms can be seen as a cross between the deterministic algbrithms and the
straightforward randomized algorithms. At lower values of n, since there are fewer choices

of neighbors, their performance is closer to that of the deterministic algorithms.

4.2.4 Effect of Threshold

This section focuses on the behavior of our randomized algorithms with the variation in the
threshold value, where we consider only U DGs.

Figure 4.3 and 4.4 show the effect of varying the threshold value (which was set to the
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n=175 n =100 n=125 n=150

Algorithms Aver. (o] Aver. o | Aver. ¢} Aver. o
GREEDY 1.08 0.14 | 1.11 0.16 | 1.15 0.18 | 1.18 0.20
COMPASS 1.11 0.16 | 1.16 0.19 { 1.20 0.21 | 1.25 0.23
BEsT2COMPASS-U 217 172 2.05 158 | 1.86 134 | 1.74 1.13
BEST2GREEDY-U 216 183200 152 1.80 124 | 1.68 0.97
FARINSECTOR 2,18 2111 230 229 221 234 2.09 2.07

GREEDYINSECTOR 235 227 248 245 238 242} 221 2.33
RANDOMINSECTOR 242 236 | 258 258 | 250 269 | 2.31 246
WEIGHTEDINSECTOR | 2.40 2.29 | 2.58 2.58 | 247 2.56 | 2.28 2.39
WEIGHTEDSECTOR 1.94 1.75| 203 183|197 190 1.88 1.89
AB:Comprass-D-DeT | 1.09 0.15 | 1.13 0.17 | 1.17 0.19 | 1.20 0.21
AB:GREEDY-A-DET 1.09 0.15| 1.14 0.18 | 1.18 020 | 1.22 0.22

AB:CompAss-U 2.87 2551299 270 272 255|241 226
AB:GREEDY-U 2.85 255|298 275|270 269 233 213
AB:CoMPASS-D 241 2081250 224|227 208|202 170
AB:GREEDY-D 233 197 | 241 209 | 226 212|201 176
AB:CoMPASS-A 1.86 157} 1.89 1.71 | 1.77 1.62 | 1.66 141
AB:GREEDY-A 1.81 159§ 188 180 1.76 1.68} 1.66 1.58
INSECTOR:AB-U 1.92 171 | 2.04 188 | 2.00 194} 1.87 1.72
INSECTOR:AB-A 193 174 2.03 1.89| 197 193 1.85 1.65
INSECTOR:AB-D 1.93 1.67 | 2.07 2.00| 201 195 1.90 1.80

Table 4.6: Average stretch factor and standard deviation in Yao graph, for transmission
radius r = 15m.

number of nodes in the simulations in Section 4.2) on the performance of the randomized
algorithms. We consider one representative algorithm from each group of randomized
algorithms. The results for other algorithms are similar.

It is interesting to note that the average delivery rate of BEST2COMPASS-U is almost
same as the uniform randomized AB algorithms when the threshold is n/2. The same state-
ment is true for WEIGHTEDSECTOR and INSECTOR:AB-A algorithms, and the delivery
rate increases slowly with the increasing threshold value. As the threshold increases, the
average delivery rate of BEST2COMPASS-U increases only slightly whereas the AB algo-
rithms much improve their average delivery rates. However, as the threshold reaches 2n,
AB:CoMPASS-A starts falling behind. We expect that a similar pattern would hold for the
subgraphs of the UDG.

For the stretch factors shown in Figure 4.4, for small thresholds of n/2, the AB:COMPAS
S-A algorithm has the smallest stretch factors, followed by the WEIGHTEDSECTOR and
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n=75 n =100 n=125 n=150

Algorithms Aver. c Aver. o Aver. o Aver. c
GREEDY 1.23 0261 134 030] 142 033 1.52 0.36
COMPASS 1.24 0261 135 030 1.44 034 | 1.55 0.38
BEST2COMPASS-U 349 2971 3.82 322 | 374 322 3.63 3.06
BEST2GREEDY-U 349 295 389 339 377 3.18 ]| 3.67 3.03
FARINSECTOR 272 247|310 2821 333 3.15]| 3.38 3.01

GREEDYINSECTOR 2.84 2,61 | 329 2911 352 3421} 3.52 3.29
RANDOMINSECTOR 2.80 2.53 | 333 3.07} 348 329} 3.51 3.14
WEIGHTEDINSECTOR | 2.83 2.62 | 3.29 3.05| 3.52 3.221} 3.53 3.30
WEIGHTEDSECTOR 2,17 1.83 | 243 216 | 2.54 235 2.51 212
AB:Compass-D-DET | 1.23 0.26 | 1.34 030 1.42 033} 1.52 0.36
AB:GREEDY-A-DET 1.24 026 | 1.35 030 144 034 1.54 0.38

AB:Comprass-U 3.52 3.09| 418 3.64 | 425 3.80| 4.15  3.67
AB:GREEDY-U 3.54 3.08 | 412 353 | 428 379 | 418 3.72
AB:CoMPASS-D 297 2.48 | 341 291 349 3.02| 347 292
AB:GREEDY-D 295 249|345 2931} 351 3.07| 346 297
AB:COMPASS-A 220 191 | 244 229 246 229 | 241 218
AB:GREEDY-A 2,18 1.86 | 2.39 213 | 244 221 | 240 2.18
INSECTOR:AB-U 2.18 1.88 | 245 224 | 255 235|251 213
INSECTOR:AB-A 2.16 1.85| 2.44 2.11 | 252 225 253 216
INSECTOR:AB-D 2,14 179 | 2.38 2.00 | 2.53 223 | 2.55 226

Table 4.7: Average stretch factor and standard deviation in Gabriel graph, for transmission
radius r = 15m.

INSECTOR:AB-A algorithms. The third-best algorithm is BEST2COMPASS-U, then the
AB:CoMPASS-D algorithm, with the AB:COMPASS-U algorithm having the largest aver-
age stretch factors. As the threshold increases, the average stretch factor of the BEST2COMP
ASS-U algorithm grows most slowly and the relative values of the WEIGHTEDSECTOR,
INSECTOR:AB-A, and AB algorithms maintain the same ordering. By a threshold of
Tn/4, the average stretch factor of the BEST2COMPASS-U is the lowest.

From the information in Figure 4.3, the best balance in terms of maximizing the average
delivery rate while maintaining a low average stretch factor is obtained for threshold values
between n and 3n/2. Thus our choice of n for a threshold is appropriate.

We have also calculated the stretch factor based on Euclidean distance, but the results
are similar to that of the hop-based measure (which is not surprising since over many ran-
dom paths for a fixed transmission range, the edge used for each hop would have an average
length).
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n="175 n=100 n=125 n=150

Algorithms Aver. o | Aver. o | Aver. o | Aver. c
GREEDY 1.09 0.15] 437 1.14| 1.20 020 1.25 0.22
COMPASS 1.12  0.17 ] 398 1.18 | 1.24 0.22 | 1.30 0.25
BEST2COMPASS-U 225 180346 212|192 124} 181 1.03
BEST2GREEDY-U 2.18 1.71 | 3.82 206 191 131} 1.80 1.06
FARINSECTOR 2.22 2.05] 340 233|233 238 2.14 1.96

GREEDYINSECTOR 233 213} 3.52 255243 2391 225 221
RANDOMINSECTOR 240 2,19 3.63 2.61| 250 250 231 222
WEIGHTEDINSECTOR | 2.41 2.25| 343 2.61 | 251 256 | 2.27 2.02
WEIGHTEDSECTOR 191 161|340 207|197 177 | 1.87 1.64
AB:CompASS-D-DET | 1.10 0.15] 424 1.15| 1.20 0.20| 1.25 0.23
AB:GREEDY-A-DET 1.11 0.16 | 409 1.17 | 1.23 022 | 1.28 0.24

AB:CoMPASS-U 2.80 2.62| 286 3.00| 270 246 | 2.38 2.16
AB:GREEDY-U 2.88 2581 278 3.01 273 262} 239 212
AB:CoMPASS-D 238 200 257 249 | 229 198 2.02 1.55
AB:GREEDY-D 232 191|274 249 232 210 2.05 172
AB:COMPASS-A 1.80 145 | 2.61 190 1.81 1.61 | 1.65 1.21
AB:GREEDY-A 1.82 1.61 322 190 178 159 1.66 1.30
INSECTOR:AB-U 191 161|375 205|199 1.82] 1.87 1.55
INSECTOR:AB-A 1.93 171 | 3.09 2.07 | 201 191§ 1.84 1.49
INSECTOR:AB-D 1.92 1.61 | 330 2.06 | 203 192 1.84 1.47

Table 4.8: Average stretch factor and standard deviation in PLDel graph, for transmission
radius r = 15m.
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Figure 4.1: Average shortest path lengths in UDG and subgraphs for different values of n.
Here, r = 15m.
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Chapter S
Discussion and Open Problems

In this chapter we summarize the results of this thesis, and then define several interesting

problems left open by this thesis.

5.1 Conclusions

In this thesis we presented several randomized position-based algorithms for routing, cat-
egorized as Sector, Best-Two-Neighbors, and AB algorithms. Essentially, to determine the
next node at any point, the Best-Two-Neighbors algorithms consider the top two candidates
according to a specific heuristic; the Sector algorithms confine the choice of neighbors to
the defined sector; and the AB algorithms pick one candidate above and one below the
line between the current node to the destination, by using a heuristic such as greedy or
directional routing, and then pick between these two candidates by flipping a biased coin.
It is immediately evident from the simulation results that all the deterministic algo-
rithms have the worst delivery rates but the best stretch factors. All the randomized al-
gorithms improve on the delivery rates of the two deterministic algorithms in terms of
delivery rate. This is simply because the randomized algorithms are able to continue and
find alternative and possibly longer routes even when encountering the same node again
in a path. However, this also means that the extra paths found can be quite long, and
this contributes to the higher stretch factors of the randomized algorithms. In particular,
AB algorithms outperform the other randomized algorithms. However, in terms of aver-

age hop count stretch factors, the deterministic algorithms outperform all the randomized
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algorithms, with GREEDY having the best stretch factor. The fact that the randomized al-
gorithms are able to continue and find alternative and possibly longer routes even when
encountering the same node again in a path accounts for both the higher delivery rates and
the higher stretch factors as compared to the deterministic algorithms. By using weighted
randomization based on the angles created by the candidate neighbors and cd line we can
maintain the improved delivery rates while greatly reducing the average stretch factors of
the randomized algorithms. We also presented a combined approach of Sector and AB

algorithms, but their performance is not as impressive as the AB algorithms.

5.2 Open Problems

We perform the routing under the circumstance of static nodes. However, in reality nodes
move unpredictably and randomly. The movement of nodes during routing and topology
construction might create a temporary loop. In [GSB03] the authors refer to this kind of
loop as a mobility-caused loop. This temporary loop might occur because of the sudden
appearance of a node in the neighborhood of another node during the routing. It is not
easy to detect this kind of situation since it might occur on-the-fly. Hence, constructing a
localized routing scheme which can cope with node mobility is a challenging open problem.

One obvious question regarding our randomized algorithms is whether it is possible to
combine these algorithms with the algorithms that guarantee the message delivery. We have
already described the effect of the threshold on the message delivery. The key observation is
that if we increase the threshold, then after a certain point the delivery rate does not increase
much, whereas the stretch factor starts to increase significantly. Instead of increasing the
threshold, we can try to identify the optimal value of the threshold where the algorithm can
have a high chance of delivering the packets. Then, instead of dropping the packet when
the threshold is reached , our algorithms may switch to the Face routing mode. The packet
will be routed through the faces of the underlying planar subgraph and switched back to
the random mode at some point. Now, the next question is when the algorithm should
switch back to the randomized routing mode. The idea behind this combined approach
is to utilize the benefit of the two approaches to ensure guaranteed packet delivery. It
would be interesting to observe the behavior of the randomized algorithms under this new
circumstance.

Another observation about the underlying topology is as follows. Bose and Morin
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[BM99] proved that Greedy, Compass, and Random Compass guarantee packet delivery
when the network topology is a Delaunay triangulation. However, the same statement is not
true for PLDel since each of its faces is not necessarily a triangle. Hence, the packet might
deviate from the direction of the destination. Moreover, the construction of PLDel assumes
that the nodes are static or can be viewed as static during a reasonable period of time.
This is acceptable in sensor networks, but not in a situation where nodes move frequently
and unpredictably. Based on these observations, we are interested in constructing and
maintaining the triangulation in a distributed manner such that node mobility is allowed.
Indeed, it should still maintain all the attractive properties of PLDel.

Also, we have proved that a sub-set of AB algorithms deliver packets with probability 1
in convex subdivisions. It would be interesting to find out if all randomized AB algorithms
can deliver packets with probability 1 in convex subdivisions. In general, we are inter-
ested in characterizing the kinds of networks for which our randomized algorithms have a
delivery rate of 100%.

Finally, we have seen that in [BFNOO1] the authors consider irregular transmission
range of the mobile nodes, which might occur due to obstacles. The work is unique in
the MANET literature, and further investigation of the behavior of randomized algorithms
under such a varying radio range model would be an interesting area for future research.
Also, Boukerche and Das in [BDO03] proposed a randomized version of DSDV algorithm
called R-DSDV. The algorithm reduces message congestion due to packet forwarding, and
hence the delay. Quality-Of-Service(QoS) routing considers these parameters as part of
the performance analysis. Enhancing our algorithms to consider quality of service issues is

another interesting area of research.

59



Bibliography

[ALWT03]

[BBCT01]

[BBCT02a]

[BBCt02b]

[BCSW98]

[BDO3]

[BDEKO2]

[BENOOI]

K. Alzoubi, X. Li, Y. Wang, P. Wan, and O. Frieder. Geometric spanners

for wireless ad hoc networks. IEEE Transactions on Parallel and Distributed
Systems, 14(4):408-421, 2003.

L. Blazevic, L. Buttyan, S. Capkun, S. Giordano, J.P. Hubaux, and J. Y.lLe
Boudec. Self-organization in mobile ad hoc networks: the approach of termin-
odes. Technical Report IEEE Communication Magazine, IEEE, June 2001.

P. Bose, A. Brodnik, S. Carlsson, E.D. Demaine, R. Fleischer, A. Lopez-Ottiz,
P. Morin, and J.I. Munro. Online routing in convex subdivisions. International
Journal of Computational Geometry, 12(4):283-295, 2002.

P. Bose, A. Brodnik, S. Carlsson, E.D. Demaine, R. Fleischer, A. Lopez-Ortiz,
P. Morin, and J.I. Munro. Online routing in convex subdivisions. International
Journal of Computational Geometry, 12(4):283-295, 2002.

S. Basagni, I. Chlamtac, V.R. Syrotiuk, and B.A. Woodward. A distance rout-
ing effect algorithm for mobility (DREAM). In 4th ACM/IEEE Conference
on Mobile Computing and Networking (Mobicom ’98), pages 7684, 1998.

A. Boukerche and S.K. Das. Congestion control performance of R-DSDV
protocol in multihop wireless ad hoc networks. ACM/Kluwer Journal on Wire-
less Networks, 9(3):261-270, March 2003.

P. Bose, L. Devroye, W. Evans, and D. Kirkpatrick. On the spanning ratio
of gabriel graphs and betaskeletons. In Proceedings of the Latin American
Theoretical Infocomatics (LATIN), pages 479-493, 2002.

L. Barriere, P. Fraignaud, L. Narayanan, and J. Opatrny. Robust position-

based routing in wireless ad hoc networks with irregular transmission ranges.

60



[BGMO4]

[BM99]

[(BMJ 98]

[BMSJ99]

[BOTO1]

[CCLO3]

[Che86]

[Che89)

[CL85]

[CL87]

In Proc. of 5th ACM Int. Workshop on Discrete Algorithms and Methods for
Mobile Computing and Communications, 2001.

P. Bose, J. Gudmundsson, and P. Morin. Ordered theta graphs. Computational
Geometry: Theory and Applications, 28(1):11-18, 2004.

P. Bose and P. Morin. Online routing in triangulations. In I0th Annual In-
ternational Symposium on Algorithms and Computation (ISAAC ’99), pages
113-122, 1999.

J. Broch, D. A. Maltz, D. B. Johnson, Y. C. Hu, and J. Jetcheva. A perfor-
mance comparison of multi-hop wireless ad hoc network routing protocols.
In ACM/IEEE Conference on Mobile Computing and Networking (Mobicom
'98), pages 85-97, 1998.

P. Bose, P. Morin, I. Stojmenovic, and J.Urrutia. Routing with guaranteed
delivery in ad hoc wireless networks. In 3rd Workshop on Discrete Algorithms
and Methods for Mobile Computing and Communication (DIALM), 1999.

B. Bellur, R. G. Ogier, and F. L. Templin. Topology broadcast based on
reverse-path forwarding (tbrpf). Technical Report Internet Draft, draft-ietf-
manet-tbrpf-01.txt, IETF, June 2001.

I. Chlamtac, M. Conti, and J. Liu. Mobile ad hoc networking: Imperatives
and challenges. Ad Hoc Network Journal, 1(1):13-64, July 2003.

L. P. Chew. There is a planar graph almost as good as the complete graphs. In
2nd Annual ACM Symposium on Computational Geometry, pages 169-177,
1986.

L. P. Chew. There are planar graphs almost as good as the complete graphs.
Journal of Computer and Systems Sciences, 39(2):205-219, 1989.

I. Chlamtac and A. Lerner. Link allocation in mobile radio networks with
noise channel. In IEEE Globecom, December 1985.

I. Chlamtac and A. Lerner. Fair algorithms for maximal link activa-
tion in multi-hop radio networks. IEEE Transactions on Communications,
35(7):739-746, 1987.

61



[DES90]

[DRWT97]

[FHNO04]

[Fin87]

[FLO1]

[GGH'01]

[GS69]

[GSBO03]

[HLS6]

[HP97]

D. P. Dobkin, S.J. Friedman, and K. J. Supowit. Delaunay graphs are almost as
good as the complete graphs. Discrete and Computational Geometry, 5:399-
407, 1990.

R. Dube, C. D. Rais, K. Wang, and S. K. Tripathi. Signal stability based
adaptive routing (ssr alt ssa) for ad hoc mobile networks. IEEE Personal

Communications, February 1997,

T. Fevens, I.T. Haque, and L. Narayanan. A class of randomized routing
algorithms in mobile ad hoc networks. In AlgorithmsS for Wireless and mobile
Networks (A_SWAN 2004), August 2004.

G.G. Finn. Routing and addressing problems in large metropolitan-scale in-
ternetworks. Technical Report ISU/RR-87-180, USC ISI, Marina del Ray,
CA, March 1987.

J. Freebersyser and B. Leiner. A dod perspective on mobile ad hoc networks.
In C.E. Perkins and C. Perkins, editors, Ad Hoc Networking, pages 29-51.
Addison-Wesley, 2001.

J. Gao, L.J. Guibas, J. Hershburger, L. Zhang, and A. Zhu. Geometric spanner
for routing in mobile networks. In Second ACM Symposium on Mobile Ad Hoc
Networking and Computing (MobiHoc 01), pages 45-55, 2001.

K. Gabriel and R. Sokal. A new statistical approach to geoghaphic variation
analysis. In Systematic Zoology, pages 259-278, 1969.

S. Giordano, I. Stojmenovic, and Lj. Blazevic. Position based routing algo-
rithms for ad hoc networks: A taxonomy. In X. Cheng, X. Huang, and D.Z.
Du, editors, Ad Hoc Wireless Networking. Kluwer, December 2003.

T. C. Hou and V.O.K. Li. Transmission range control in multihop packet radio
networks. IEEE Transactions on Communications, 34(1):38-44, 1986.

Z.]. Haas and M. R. Pearlman. The zone routing protocol(zrp) for ad hoc
networks. Technical Report Internet Draft, draft-haas-zone-routing-protocol-
00.txt, IETF, November 1997.

62



[(JMHJO02]

[IMQ*03]

[JNL99]

[KG89]

[KG92]

[KKO00]

[KSU99]

[KV98]

[LCWO02]

[Li03a]

D. Johnson, D. Maltz, Y-C. Hu, and J. Jetcheva. The dynamic source routing
protocol for mobile ad hoc networks (dsr). Technical Report Internet Draft,
draft-ietf-manet-dsr-07.txt (work in progress), IETFE, February 2002.

P. Jacquet, P. Muhlethaler, A. Qayyum, A. Laouiti, L. Viennot, and T. Clausen.
Optimized link state routing protocol. Technical Report Internet Draft,draft-
ietf-manet-olsr-11.txt, IETF, July 2003.

M. Joa-Ng and I. Lu. A peer-to-peer zone-based two-level link state rout-

ing for ad hoc wireless networks. IEEE Selected Areas in Communications,
17(8):1415-1425, 1999.

J. M. Keil and C. A. Gutwin. The delaunay triangulation closely approx-
imates the complete euclidean graph. In Ist Workshop on Algorithms and
Data Structures, pages 47-56, 1989.

J. M. Keil and C. A. Gutwin. Classes of graphs which approximate the com-

plete euclidean graph. Discrete and Computational Geometry, 7(1):13-28,
1992.

B. Karp and H. Kung. GPSR: greedy perimeter stateless routing for wire-
less networks. In Proc. of 6th ACM Conference on Mobile Computing and
Networking (Mobicom *00), 2000.

E. Kranakis, H. Singh, and J. Urrutia. Compass routing on geometric net-
works. In Canadian Conference on Computational Geometry (CCCG ’99),
pages 51-54, 1999.

Y.B. Ko and N.H. Vaidya. Location-aided routing (LAR) in mobile ad hoc
networks. In 4th ACM/IEEE Conference on Mobile Computing and Network-
ing (Mobicom ’98), pages 6675, 1998.

X. Y. Li, G. Calinescu, and P. J. Wan. Distributed construction of planar span-
ner and routing for ad hoc wireless networks. In 21st Annual Joint Conference

of the IEEE Computer and Communications Societies(INFOCOM), 2002.

X.Y. Li. Applications of computational geometry in wireless ad hoc networks.
In S. Basagni, M. Conti, S. Giordano, and I. Stojmenovic, editors, Ad Hoc
Wireless Networking. IEEE Press, 2003.

63



[Li03b]

[LLSO1]

[LSO03]

[LTSO1]

[LWWO1]

[MC98]

[MGLA96]

[PB94]

[PCO1]

[Per01]

X.Y. Li. Topology control in wireless ad hoc networks. In X. Cheng,
X. Huang, and D. Z. Du, editors, Ad Hoc Networking. Kluwer, 2003.

X. Lin, M. Lakshdisi, and I. Stojmenovic. Location based localized alternate,
disjoint, multi-path and component routing algorithms for wireless networks.
In ACM Symposium on Mobile Ad Hoc Networking and Computing (Mobi-
Hoc), pages 287-290, USA, October 2001.

X. Lin and I. Stojmenovic. Location based localized alternate, disjoint and
multi-path routing algorithms for wireless networks. Journal of Parallel and
Distributed Computing, 63(1):22-32, 2003.

W.H. Liao, Y.C. Tseng, and J.P. Sheu. GRID: A fully location-aware rout-
ing protocols for mobile ad hoc networks. Telecomm. Systems, 18(1):37-60,
2001.

X.-Y. Li, P-J. Wan, and Y. Wang. Power efficient and sparse spanner for
wireless ad hoc networks. In IEEE Int. Conf. on Computer Communications
and Networks (ICCCNO1 ), pages 564-567, 2001.

J. P. Macker and M. S. Corson. Mobile ad hoc networking and the ietf. Mobile
Computing and Communications Review, 2(1):9-14, 1998.

S. Murthy and J.J. Garcia-Luna-Aceves. An efficient routing protocol for
wireless networks. In ACM Mobile Networks and App. J., Special Issue on
Routing in Mobile Communication Networks, pages 183-197, October 1996.

C.E. Perkins and P. Bhagwat. Highly dynamic destination-sequenced
distance-vector routing (DSDV) for mobile computers. In ACM SIGCOMM
‘94 Conference on Communications Architectures, Protocols and Applica-
tions, pages 234-244, August 1994.

V. Park and S. Corson. Temporally-ordered routing algorithm (tora). Techni-
cal Report Internet Draft, draft-ietf-manet-tora-spec- 03.txt, work in progress,
IETF, June 2001.

C. E. Perkins. Ad hoc networking an introduction. In C.E. Perkins and
C. Perkins, editors, Ad Hoc Networking, pages 1-28. Addison-Wesley, 2001.

64



[PR99]

[PT96]

[Raj02]

[Roy03]

[RRO2]

[RT99]

[SLO1]

[TK84]

[Toh97]

[Tou80]

[Yao82]

C.E. Perkins and E. Royer. Ad hoc on-demand distance vector routing. In
2nd IEEE Workshop on Mobile Computing Systems and Applications, pages
90-100, New Orleans, LA, February 1999.

C. E. Phillips and P. J. Taylor. Theory and Applications of Numerical Analysis.
Academic Press, 1996.

R. Rajaraman. Topology control and routing in ad hoc networks: A survey.
ACM SIGACT News, 33(2):60-73, 2002.

E. Royer. Routing approaches in mobile ad hoc networks. In S. Basagni,
M. Conti, S. Giordano, and I. Stojmenovic, editors, Mobile Ad Hoc Network-
ing. IEEE Press Wiley, 2003.

R. Ramanathan and J. Redi. A brief overview of ad hoc networks: Challenges
and directions. IEEE Communications Magazine, 40(5):20-22, May 2002.

E. Royer and C. K. Toh. A review of current routing protocols for ad hoc

mobile wireless networks. [EEE Personal Communications Magazine, pages
46-55, 1999.

I. Stojmenovic and X. Lin. Loop-free hybrid single-path/flooding routing al-
gorithms with guaranteed delivery for wireless networks. IEEE Transactions
on Parallel and Distributed Systems, 12(10):1023-1032, 2001.

H. Takagi and L. Kleinrock. Optimal transmission ranges for randomly
distributed packet radio terminals. IEEE Transactions on Communications,
32(3):246-257, 1984.

C-K. Toh. Associativity-based routing for ad-hoc mobile networks. Wireless
Personal Communications, 4(2):1-36, 1997.

G. Toussiant. The relative neighborhood graph of finite planar set. Pattern
Recognition, 12(4):261-268, 1980.

A.C.C. Yao. On constructing minimum spanning trees in k-dimensional
spaces and related problems. SIAM J. Computing, 11(0):721-736, 1982.

65



Appendix A

Parameter Selection

We present the simulation results for choosing parameters for our randomized algorithm.

The following tables show why we chose 7/3 as our sector size in most cases.

a | Sector(c,d,3) | Sector(c,d, ) | Sector(c,d, 27“) Sector(c,d, %“) Sector(c,d,n)
0.1 81.00 80.00 79.00 80.00 80.00
0.2 81.00 79.00 80.00 80.00 80.00
0.3 81.00 80.00 80.00 79.00 79.00
0.4 81.00 80.00 79.00 79.00 79.00
0.5 81.00 79.00 79.00 78.00 78.00
0.6 82.00 79.00 79.00 78.00 78.00
0.7 81.00 80.00 79.00 78.00 77.00
0.8 80.00 79.00 79.00 78.00 79.00
0.9 80.00 79.00 79.00 79.00 79.00

Table A.1: Average packet delivery rate of FARINSECTOR for different values of 7 and o,
in terms of percentages, for transmission radius r = 15m and n = 75.
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o | Sector(c,d, %) | Sector(c,d, ) | Sector(c,d, %’—‘) Sector(c,d, %") Sector(c,d,T)
0.1 87.00 85.00 84.00 84.00 84.00
0.2 87.00 85.00 84.00 83.00 84.00
0.3 87.00 85.00 83.00 83.00 84.00
0.4 87.00 84.00 83.00 83.00 83.00
0.5 86.00 84.00 83.00 82.00 82.00
0.6 87.00 85.00 83.00 82.00 83.00
0.7 86.00 85.00 83.00 83.00 82.00
0.8 85.00 84.00 83.00 83.00 83.00
0.9 85.00 83.00 83.00 83.00 83.00

Table A.2: Average packet delivery rate of FARINSECTOR for different values of  and o,
in terms of percentages, for transmission radius r = 15m and n = 100.

o | Sector(c,d,%) | Sector(c,d, %) | Sector(c,d, ) | Sector(c,d,2) | Sector(c,d,n)
0.1 94.00 93.00 92.00 92.00 93.00
0.2 94.00 93.00 92.00 92.00 93.00
0.3 94.00 93.00 92.00 92.00 93.00
04 94.00 93.00 92.00 92.00 93.00
0.5 94.00 93.00 92.00 91.00 92.00
0.6 94.00 93.00 92.00 92.00 92.00
0.7 93.00 93.00 92.00 91.00 91.00
0.8 93.00 93.00 92.00 91.00 92.00
0.9 93.00 92.00 92.00 92.00 92.00

Table A.3: Average packet delivery rate of FARINSECTOR for different values of w and o,
in terms of percentages, for transmission radius r = 15m and n = 125.

o | Sector(c,d,}) | Sector(c,d, %) | Sector(c,d, ) | Sector(c,d,>F) | Sector(c,d,m)
0.1 98.00 97.00 97.00 97.00 97.00
0.2 98.00 97.00 96.00 97.00 97.00
0.3 98.00 97.00 96.00 96.00 97.00
04 98.00 97.00 96.00 96.00 96.00
0.5 98.00 97.00 96.00 96.00 97.00
0.6 98.00 97.00 96.00 96.00 97.00
0.7 97.00 97.00 96.00 96.00 96.00
0.8 97.00 97.00 96.00 96.00 96.00
0.9 97.00 96.00 96.00 96.00 96.00

Table A.4: Average packet delivery rate of FARINSECTOR for different values of  and o ,
in terms of percentages, for transmission radius r = 15m and n = 150.
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Appendix B

Simulation Results for Radius 18m

n=75 n =100 n=125 n=150
Algorithms Aver. G | Aver. o | Aver o | Aver c
GREEDY 83.32 3.82|92.17 2.37|97.20 172 |99.01 0.89
COMPASS 84.63 3.56 | 93.54 241 | 97.88 1.49|99.26 0.84
BEST2COMPASS-U 90.13 3.01 | 96.11 1.93 | 98.74 1.12 | 99.60 0.62
BEST2GREEDY-U 88.70 3.16 { 95.09 2.02 {98.29 1.34|99.38 0.76
FARINSECTOR 90.34 3.09 | 97.27 1.69 | 99.27 0.81 | 99.80 0.40

GREEDYINSECTOR 90.52 2.89197.28 1.61 | 99.30 0.86 ] 99.90 0.30
RANDOMINSECTOR 90.15 2.93|97.37 1.63|99.27 0.85 ] 99.86 040
WEIGHTEDINSECTOR | 90.56 3.28 |1 97.31 1.64 | 99.31 0.79 | 99.87 0.37
WEIGHTEDSECTOR 9194 291 | 97.64 147 |99.36 0.81 | 99.88 0.36
AB:ComMpaSS-D-DET | 84.15 3.62 | 92.83 2.23 | 97.61 1.52 | 99.14 0.90
AB:GREEDY-A-DET 83.78 3.98 | 92.83 2.33|9747 1.59 | 99.03 0.94

AB:CoMPASS-U 95.31 2.02 | 99.09 0.98 | 99.88 0.33 | 99.99 0.10
AB:GREEDY-U 9470 2.38 | 98.90 1.07 |99.79 0.43199.99 0.10
AB:COMPASS-D 95.65 2.1099.26 0.93 | 99.88 0.33 | 99.99 0.11
AB:GREEDY-D 94.99 2.02 | 9871 1.17|99.75 048 |99.98 0.14
AB:COMPASS-A 95.02 2.13|98.77 1.15|99.78 0.42|99.97 0.17
AB:GREEDY-A 93.37 2.50 | 98.20 1.33 | 9945 0.73 | 99.90 0.30
INSECTOR:AB-U 91.57 2.76 | 97.70 1.47 | 99.38 0.78 | 99.90 0.30
INSECTOR:AB-A 91.59 2.84 | 9756 1.53|99.42 0.8199.87 0.34
INSECTOR:AB-D 91.80 2.65 | 97.64 1.51|9943 0.74 | 99.88 0.33

Table B.1: Average packet delivery rate and standard deviation in UDG, in terms of per-
centages, for transmission radius r = 18m.
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n="175 n=100 n=125 n=150

Algorithms Aver. o | Aver. o | Aver. o | Aver. c
GREEDY 1.02 0.06| 1.02 0.06 1.01 0.06 | 1.01 0.05
COMPASS 1.08 0.13| 1.09 0.14 { 1.10 0.15| 1.11 0.16
BEST2COMPASS-U 1.53 097 | 1.34 0.67 | 1.24 0421} 1.19 0.28
BEST2GREEDY-U 148 094 | 1.28 0.60 | 1.17 044 1.11 0.25
FARINSECTOR 178 1.76 | 1.58 1.65| 1.37 1.27 | 1.21 0.81

GREEDYINSECTOR 192 197} 1.68 186 142 140} 1.23 0.99
RANDOMINSECTOR 208 212 | 1.83 198 ] 1.58 1.62| 1.36 1.04
WEIGHTEDINSECTOR | 2.03 199 1.83 196 | 1.57 159} 1.37 1.08
WEIGHTEDSECTOR 1.72 154 | 1.56 143§ 1.39 1.12 | 1.28 0.84
AB:Comrass-D-DET | 1.05 0.10{ 1.05 0.11 | 1.05 0.11 | 1.05 0.1t
AB:GREEDY-A-DET 1.04 0091 1.04 0.10] 1.04 0.10 ] 1.04 0.10

AB:CoMPASS-U 235 215192 178 | 1.58 1.27 | 140 0.87
AB:GREEDY-U 227 2154 1.85 1.681 1.52 1287 1.33 0.90
AB:CoMPASS-D 191 162 164 139, 140 0.83 | 1L.29 0.66
AB:GREEDY-D 1.88 1.66 | 1.60 1.41 | 134 0.87 | 1.23 0.70
AB:COMPASS-A 1.55 124} 1.36 090 1.24 0.59 | 1.20 0.50
AB:GREEDY-A 149 123 136 1.22| 1.21 0.82 | 1.14 0.56
INSECTOR:AB-U 1.70 151 | 1.55 1.35| 141 1.16| 1.29 0.85
INSECTOR:AB-A 1.70 1.51 | 1.55 138 | 139 1.17§ 1.28 0.80
INSECTOR:AB-D 1.74 156 | 1.59 150 142 1.07| 1.31 0.70

Table B.2: Average stretch factor and standard deviation in UDG, for transmission radius
r=18m.
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n=75 n =100 n=125 n=150

Algorithms Aver. o Aver. o Aver. c Aver. o
GREEDY 82.26 3.66 | 91.15 2.55 | 96.60 1.83 | 98.56 1.08
COMPASS 83.30 3.75192.22 236 |97.12 1.60 | 98.76 1.07
BEST2COMPASS-U 90.52 2.89|96.39 1.77 ] 98.66 1.21 | 99.60 0.57
BEST2GREEDY-U 88.99 3.21 19554 2.09 9846 1.23199.52 0.67
FARINSECTOR 90.12 3.12 | 96.68 1.50 | 98.99 0.95 | 99.81 0.42

GREEDYINSECTOR 90.13 3.06 | 96.73 1.66 | 99.09 0.93 | 99.80 0.45
RANDOMINSECTOR 89.99 2929676 1.72]99.12 0.99 ] 99.83 0.40
WEIGHTEDINSECTOR | 89.97 3.08 | 96.79 1.66 | 99.13 0.98 | 99.87 0.37
WEIGHTEDSECTOR 91.51 2.75197.11 1.481]99.16 0.85|99.85 0.39
AB:Comprass-D-DET | 82.69 3.50 | 91.59 2.45 | 96.87 1.72 ] 98.70 1.07
AB:GREEDY-A-DET 82.88 3.93 | 91.78 2.37|96.82 1.83|98.65 1.17

AB:CoMmpass-U 94.01 2.18 | 98.53 1.33 1 99.75 0.46 | 99.95 0.22
AB:GREEDY-U 93.40 2.31 | 98.50 1.26 | 99.62 0.62 | 9995 0.22
AB:CoOMPASS-D 9475 2.06 | 98.92 1.00 | 99.78 0.44 | 99.97 0.17
AB:GREEDY-D 94.28 247 | 98.65 1.13 1 99.61 0.62 | 99.94 0.24
AB:COMPASS-A 94.00 2.23 | 98.35 1.18 | 99.57 0.71 { 99.93 0.26
AB:GREEDY-A 93.00 2.31(97.99 1399938 0.75199.890 0.31
INSECTOR:AB-U 90.99 3.11 | 97.18 1.62 | 99.13 0.86 | 99.88 0.33
INSECTOR:AB-A 91.14 2.70 | 97.18 1.53|99.10 0.93 | 99.82 0.41
INSECTOR:AB-D 90.99 2.81;97.23 1.61]99.12 0.92 | 99.87 0.37

Table B.3: Average packet delivery rate and standard deviation in Yao graph, in terms of
percentages, for transmission radius » = 18m.
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n=7175 n =100 n=125 n=150

Algorithms Averr. o |Aver. o© |[Aver. O | Aver. ©
GREEDY 77.54 4.28 | 86.50 3.13|92.65 2.52|95.29 230
CoMPASS 77.28 4.17 | 86.10 3.32 | 91.86 2.72 | 95.14 2.37
BEST2COMPASS-U 88.47 3.35|95.88 1201|9856 1.24|99.24 0.85
BEST2GREEDY-U 88.24 2.87 | 95.69 1.89 | 98.45 1.27 |99.35 0.69
FARINSECTOR 86.52 3.48 | 9430 2.10 | 97.71 1.45|98.94 1.11

GREEDYINSECTOR 86.62 3.67 | 9448 2.24 | 97.81 1.37|98.94 1.00
RANDOMINSECTOR 86.12 3.39 | 9437 2.27|97.74 1.401{98.93 0.95
WEIGHTEDINSECTOR | 86.91 3.58 | 94.37 2.29 | 97.70 1.38 | 98.78 0.96
WEIGHTEDSECTOR 88.52 3.48 | 95.10 2.06 | 97.86 1.51 | 98.90 1.06
AB:CoMPASS-D-DET | 77.61 4.32 | 86.50 3.12 | 92.68 2.55|95.33 2.23
AB:GREEDY-A-DET 77.26 4.13 | 86.05 3.35|91.89 2.65 | 95.12 2.40

AB:CoMmprass-U 88.99 3.07 | 96.20 1.87 | 99.06 0.92 | 99.68 0.57
AB:GREEDY-U 89.09 2.85}96.50 1.89 | 98.93 0.95|99.70 0.59
AB:CoMpASSs-D 91.13 2999727 1.52]99.12 091 |99.76 0.47
AB:GREEDY-D 91.14 290 97.08 1.59|99.12 1.00 | 99.77 0.51
AB:COMPASS-A 91.08 3.04 | 96.75 1.65 | 98.94 1.01 | 99.62 0.56
AB:GREEDY-A 90.84 2.73 | 96.72 1.83 | 98.83 1.06 | 99.65 0.56
INSECTOR:AB-U 88.04 3.30 | 9520 19897.97 136 99.02 1.00
INSECTOR:AB-A 88.23 2.95|94.97 2.00|97.87 1.33|99.04 0.86
INSECTOR:AB-D 88.06 3.13 19514 2049790 1.34]99.00 1.02

Table B.4: Average packet delivery rate and standard deviation in Gabriel graph, in terms
of percentages, for transmission radius » = 18m.
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n=175 n=100 n=125 n=150

Algorithms Aver. o] Aver. c Aver. c Aver. o
GREEDY 83.23 3.68 | 92.68 292 | 96.84 1.80 | 98.95 0.97
COMPASS 83.93 3.77 | 93.41 280 | 97.17 1.51|99.19 0.92
BEST2COMPASS-U 90.74 290 | 96.65 1.90 | 98.84 1.08 { 99.71 0.52
BEST2GREEDY-U 89.82 3.13 | 96.07 2.01 | 98.58 1.16 | 99.57 0.66
FARINSECTOR 90.96 2.96 | 97.17 1.82 {99.30 0.83 { 99.83 0.40

GREEDYINSECTOR 90.88 3.09 | 97.28 1.80}99.35 0.77 {9991 0.29
RANDOMINSECTOR 90.94 292 97.37 1.85}99.24 0.81 | 99.87 0.37
WEIGHTEDINSECTOR | 91.15 3.02 | 97.26 2.07 | 99.34 0.95 | 99.88 0.33
WEIGHTEDSECTOR 92.11 2.61 | 97.58 1.65 | 99.36 0.81 { 99.84 0.39
AB:CoMpAass-D-DET | 83.60 3.75 (9295 27119701 1.72]99.10 0.98
AB:GREEDY-A-DET 83.74 3.78 |1 93.24 3.00 | 97.11 1.50 | 99.07 0.92

AB:CoMPASS-U 94.48 2.01 | 9895 093 | 99.86 0.40 | 99.99 0.10
AB:GREEDY-U 93.71 2.50 | 98.72 1.18 [ 99.70 0.56 | 99.97 0.17
AB:CoMPASS-D 95.64 2.1599.17 093 | 99.81 0.44 | 99.97 0.17
AB:GREEDY-D 9449 224 | 98.89 1.15|99.73 0.49[99.95 0.22
AB:COMPASS-A 94.55 2.36 | 98.65 1.29 | 99.66 0.61 | 99.99 0.10
AB:GREEDY-A 03.54 2.49 | 98.24 144 | 9945 0.73 | 99.92 0.27
INSECTOR:AB-U 92.04 2.62 97775 1.55]99.36 0.76 | 99.89 0.31
INSECTOR:AB-A 91.74 2.38 | 97.69 1.53 199.34 0.82 | 99.88 0.33
INSECTOR:AB-D 91.82 2.60 | 97.48 1.67 | 99.33 0.80 | 99.88 0.33

Table B.5: Average packet delivery rate and standard deviation in PLDel graph, in terms of
percentages, for transmission radius » = 18m.
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n=75 n=100 n=125 n=150

Algorithms Aver. o | Aver. o | Aver. o | Aver. o
GREEDY 111 017 | 1.15 019 1.19 0.22( 1.23 0.23
COMPASS 1.16 0.20 | 1.21 0.23 | 1.27 0.26 | 1.32 0.29
BEST2COMPASS-U 1.87 144 | 1.68 105 | 1.57 0.82] 1.54 0.63
BEST2GREEDY-U 1.82 1.28 1 1.67 1.13 ] 1.54 0.75| 1.51 0.63
FARINSECTOR 207 195|198 2104} 1.79 1.54 | 1.69 1.33

GREEDYINSECTOR 222 2251205 201 186 1.73| 1.71 1.29
RANDOMINSECTOR 224 21141214 209 195 180 ] 1.82 1.46
WEIGHTEDINSECTOR | 2.27 2.16 | 2.14 208 | 1.95 1.79 | 1.82 1.51
WEIGHTEDSECTOR 1.84 1.57 | 1.74 146} 1.65 135 1.60 1.00
AB:CoMmpass-D-DET | 1.13 0.i18 | 1.17 0211 1.22 0231 1.25 0.25
AB:GREEDY-A-DET 1.14 0.19| 1.19 022 | 1.24 024 | 1.28 0.26

AB:CompAss-U 2,62 236 | 230 217 | 200 1.74| 1.81 1.29
AB:GREEDY-U 254 2211228 219|195 1.61 | 1.78 1.24
AB:CoMpass-D 2.16 180 195 161} 174 1.17 | 1.65 0.95
AB:GREEDY-D 210 178 | 194 1.71| 174 130 | 1.63 0.99
AB:COMPASS-A 1.68 134 | 1.61 128 149 096 | 146 0.72
AB:GREEDY-A 1.66 1321 157 128 | 148 1.01 | 1.44 0.88
INSECTOR:AB-U 1.84 159 176 152 1.66 124} 1.61 1.04
INSECTOR:AB-A 1.85 158 | 1.76 1.52 | 164 120§ 1.60 1.13
INSECTOR:AB-D 1.83 152 | 1.79 1.53| 1.68 124 | 1.63 1.00

Table B.6: Average stretch factor and standard deviation in Yao graph, for transmission
radius r = 18m.
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n="75 n =100 n=125 n =150

Algorithms Aver. o | Aver. o | Aver o Aver. c
GREEDY 1.33 032| 145 037} 1.55 042 | 1.65 0.45
COMPASS 1.34 033 ) 1.46 038 | 1.57 043 1.68 047
BEST2COMPASS-U 339 2.82 | 341 293|323 263|315 234
BEST2GREEDY-U 342 292 342 2961 3.30 273 | 3.24 2.53
FARINSECTOR 2.86 2.65| 3.07 2.78 | 3.12 2.89 | 3.20 2.83

GREEDYINSECTOR 296 2711 3.14 292 | 321 3.03] 3.26 296
RANDOMINSECTOR 295 2.64 | 3.15 293 320 2.84 | 3.23 3.03
WEIGHTEDINSECTOR | 2.97 2.64 | 3.15 294 | 322 2981 3.18 2.89
WEIGHTEDSECTOR 224 184 | 237 214 | 233 1.78 | 238 1.78
AB:CompraSss-D-DET | 1.33 032 | 144 037 | 155 042 1.65 0.46
AB:GREEDY-A-DET 1.34 033 146 038 1.57 0.43 | 1.68 047

AB:CoMPASS-U 355 3.05| 373 330 3.68 329 3.61 3.07
AB:GREEDY-U 3.64 3.16 | 3.82 347 | 3.71 3.28 | 3.61 3.12
AB:COMPASS-D 297 248 315 270 311 2601 3.09 244
AB:GREEDY-D 3.01 249 3.16 274 | 3.13 268 3.09 239
AB:COMPASS-A 2.19 1.83 ) 224 199|220 177|221 1.57
AB:GREEDY-A 2,18 177 ) 223 1.88 | 221 179 | 220 148
INSECTOR:AB-U 220 177|236 201|235 184 | 234 1.56
INSECTOR:AB-A 222 178 | 235 206| 236 187 2.38 1.77
INSECTOR:AB-D 221 181|232 195} 236 194 | 241 178

Table B.7: Average stretch factor and standard deviation in Gabriel graph, for transmission
radius » = 18m.
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n=75 n =100 n=125 n=150

Algorithms Aver. o | Aver. c | Aver. o | Aver. o
GREEDY 1.14 0.18 | 1.21 0.22 | 1.28 0.25 | 1.35 0.28
COMPASS 1.17 021 | 1.26 0251 133 028 | 1.41 0.32
BEST2COMPASS-U 1.92 137|176 102 1.70 0.76 | 1.70 0.59
BEST2GREEDY-U 190 134 | 1.73 097 | 1.68 0.72 | 1.68 0.61
FARINSECTOR 216 205202 1801194 1.75]| 1.87 134

GREEDYINSECTOR 223 205 2.10 204|197 169 | 1.87 1.33
RANDOMINSECTOR 227 21014 2.16 206 | 2.02 1.71] 1.93 137
WEIGHTEDINSECTOR | 2.29  2.18  2.12 190} 2.03 1.79 | 1.92 1.24
WEIGHTEDSECTOR 1.83 1.52{ 176 136 1.70 1.17 | 1.68 1.02
AB:Compass-D-DEeT | 1.15 0.19 | 1.22 0221 1.29 026 1.36 0.29
AB:GREEDY-A-DET 1.17 020 1.25 0.24 | 1.32 0.28 | 1.40 0.31

AB:Compass-U 255 220 230 205|202 151 1.8 1.07
AB:GREEDY-U 259 233229 201|204 158 1.89 1.09
AB:CoMPASs-D 215 181|197 152 181 112 1.75 0.80
AB:GREEDY-D 213 1757 196 153 181 125 1.75 0.87
AB:CoMPASS-A 1.70  1.32 | 1.59 1.11| 1.54 090 | 1.54 0.55
AB:GREEDY-A 1.67 1.28 | 1.58 1.15| 1.54 091 | 1.55 0.78
INSECTOR:AB-U 1.86 155 1.78 144 1.71 122 | 1.68 0.93
INSECTOR:AB-A 1.85 1.57 | 1.74 1.37 | 1.69 1.16 | 1.69 0.99
INSECTOR:AB-D 1.86 159 177 140 1.70 1.11 | L.70 0.94

Table B.8: Average stretch factor and standard deviation in PLDel graph, for transmission
radius r = 18m.
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Appendix C

Dynamic Maintenance of Fixed o in
FARINSECTOR

In FARINSECTOR we always ensure that o is fixed, that is, the ratio of the area of the
Periphery(c,d,0,a) to the area of Sector(c,d,0) is always fixed, no matter how apart the
current node ¢ and the destination d are. In this section we present the calculation that we
use for this purpose.

Let the current node ¢, the destination d, the transmission radius r, and the angle 6 are
given. We want to maintain a fixed value of a. First, we consider some pre calculations to
find out the depending parameters of . After that we show that three different cases might
occur to keep the o fixed.

Let the coordinates of ¢ and d be (x1,y;) and (x2,y7), respectively. Also, A and B
be the intersection points between the disk(c, ) and disk(d, R), respectively. We consider

Figure C.1 for the initial calculation.

Figure C.1: The ratio of the area of Periphery(c,d,0,a) to the area of Sector(c,d,0) is
exactly a.
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The distance L between ¢ and d and the perpendicular bisector d of L are
v/ (x1 =y1)% + (x2 — y2)? and 2rsin6/2, respectively. The hight of the AAcBis h=rcos6/2.

Then, R can be expressed as follows.

R=\/rt+12~2LrcosB/2 (1

Also, the area of the Sector(c,d,0) and the AAcB are 0.5-20 and r?sin(6/2)cos (0/2),
respectively. Hence, the area of the half-lune (inside AAdB) ,denoted by Ay, is as follows.

Ap =0.5r%0 — r*sin(0/2)cos (8/2). 2)

Similarly, the area of the Sector(d,c,$) and the AAdB are 0.5R*¢ and rsin (0/2)(L —
rcos0/2), respectively; where ¢ can be expressed as 2 arcsin fdﬁ. The area of the half-lune
(inside AAcB), denoted by By, is as follows.

By = 0.5R*¢ — rsin (8/2)(L—rcos8/2). (3)

Thus the total area of the lune, denoted by Areayyp,, is Ap; + By

C.1 Thrée Cases of O

We calculate the ratio of Areqay,,, to the sector’s area with the given values, and check in
which of the following cases it fits.
Case 1: The ratio of the area of lune to Sector(c,d,0) is equal to a, which can be expressed
Areaype
88 05 —
We are in this case only when the calculated ratio is just same as o, and we can directly
use all the above mentioned parameters without any adjustment.
Case 2: The ratio of the area of lune to Sector(c,d,0) is greater than ¢, which can be
Areay,,
expressed as 5 530 > O
In this case the intersected area is greater than o.. To make the ratio fixed to o, we need

to redefine R, ¢, and 0. The Periphery and Core are defined later with the new value of R,

called R'. We will again consider Figure C.2 for further calculation.
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Figure C.2: The ratio of the area of Periphery(c,d,8,a) to the area of Sector(c,d,8) is
greater than oL.

From the above figure the area of the lune can be written as follows.
Areayme = (0.5%0' —0.5K'd") + (0.5R"¢ —0.5(L— K')d")

=0.5r%0' +0.5R"¢/ — Lrsin®'/2 @)

The ratio of Areay,,, to area of the sector should be equal to a, which gives us the following
equation.
0.5/%6' +0.5R"¢/ — Lrsin®' /2 = 0,(0.5:20) (5)

Again, R' = L2 4+ r? — 2Lrcos©’/2, which gives us new form equation 5 with a constant
Co = ar?6.
r’0' + (L® +r? — 2Lrcos®' /2)0' —2Lrsin®' /2—Co =0 (©6)

Also, tan¢’/2 = iil_%, where d’ and 4’ is 2rsin®’/2 and rcos®’/2, respectively. These

values give us equation of ¢’ as follows.

in®'/2
! = Darctan — 2 /<
¢ aren rcos®' /2 D

Now, by substituting the value of ¢ to equation 6, we will get the equation of ©'.

. Co— (L% +r*>—2Lrcos®'/2)(2arctan %) +2Lrsin®' /2

0 ; ®)

r

Also, we can rearrange it in the following form, and solve it using one-point iterative
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method.
6’ = f(6) 9)

C.2 Solution of One Variable Algebraic Equation

We will briefly discuss numerical methods of solving equations of the form f(x) =0, where
both x and f(x) are real. Real values of x for which f(x) = 0 holds are called roots of the

equation. Lets write f(x) = 0 in the equation form for further reference.
flx) =0 (10)

We need to evaluate f(x) at enough points so that we can sketch the curve y = f(x) with
sufficient accuracy to locate all the roots of equation 10. After locating the roots approx-
imately, we need to refining them. The refining methods should have the following prop-
erties. Beginning with an interval Iy which contains at least one root of equation 10, we
construct a sequence of intervals I, such that I, | C I, and each I, contains at least one root
of equation 10. This is called a bracketing method (a root is bracketed by the endpoints of
each interval I, ). Obviously, we would like the length of the interval I, to tend to zero as

n — oo so that in principle we may compute the root as accurately as we wish [PT96].

One-point Iterative Method

Most of the numerical methods generally use at least two values of x in order to predict a
better approximation to the root, at any stage. If a method use only one value of x at any
time, then it is called one-point method. To find a root o of f(x) = 0, we need to construct

a sequence(x,) which satisfies two criteria: 1. the sequence (x,) converges to O, 2. Xy41
depends directly only on its predecessor x,.

From 2, we need to find some function g so that the sequence x, may be computed from
Xrp1 = &(xr),r=0,1,......... (11)

given an initial value xo. If we happened to choose xo = ¢, we would also want 10 to
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give x| = o, and therefore g satisfies the property o, = g(c,). Thus, to obtain a one-
point method for finding a root o, of the equation 9, we rearrange the equation in a form
x = g(x), with o, = g(ay), so that equation 11 yields a sequence (x,) which converges to
o, [PT96].

It is clear from the above discussion that we can solve equation 9 using one-point
method with an initial value of the root. In equation 9 this initial value of the root as
0.5. After getting the value 6', we can easily calculate ¢’ and R'. Hence, we can define
Periphery and Core with these new values [PT96].

Case 3: The ratio of the area of lune to Sector(c,d, 8) is less than o, which can be expressed

Areay,,,.
0.5r26

In this case new R and ¢ will be more than the original values. We will consider Fig-

as < Q.

ure C.3 to show the adjustment. The area of the lune can be written as follows

Figure C.3: The ratio of the area of Periphery(c,d,0,a) to the area of Sector(c,d,0) is less
than o.

Areayme = 0.5r20 +0.5R” ¢ —0.5Ld’ (12)

The ratio of Areay,,,. to area of the sector should be equal to o, which gives us the following
equation.
0.5r%0+0.5R"¢/ — 0.5Ld’ = 01(0.5:%0) (13)

= 0.720+R"¢ — Ld' =0 (14)

We get the following equation after using the value of R” and @' as L2+ 7" — 2Lr cos /2
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and 27/ sin©/2, respectively. The two constants are C; = 0.7r20 and C, = 2Lsin6/2.

0.7720 + (L2 + 7" — 2Lr c0s©/2)¢ — (2Lsin0/2)r =0 (15)
= C1 + (L2 47" =207 c0s8/2)¢' — Cor' =0 (16)
r'sin®/2

Also, ¢’ = 2arctan [=7c0s072 and by substituting this value to equation 16, we will get the

equation of 7.
Cy+ (L2 + 7" —2L¢ cos0/2)2arctan(r' sin0/2/L— ' c0s8/2) —Cor' =0 (17)

Again we can express 17 as ¥ = f(r’), and can be solved it using one-point iterative
method.

After getting all the new values we can define our Periphery, Wing (in case 3 we get
wing outside the sector, this allows us to pick next node outside the sector.) and Core to get

next candidate nodes.
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