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ABSTRACT
A Climate-sensitive Analysis of Lodgepole Pine Site Index in Alberta

Xiao Jing Guo

Growth and yield models in forest management are derived from past observations,
assuming implicitly that future growth conditions will be similar. Local observations
of apparent changes in site index (SI: defined as the top height at 50 years breast
height age) of lodgepole pine in Alberta during the 20™ century raise serious
questions about validity of this assumption.

As part of a joint program on climate change in Alberta by Canadian Forest Service
and Laval University, this thesis aims at investigating the impacts from climate
change on the site index based on a process-based forest growth model, StandLEAP.
Data processing techniques, nonlinear regression and time series analysis aree
conducted to obtain the necessary models.

The research involves the calibration of a climate-sensitive site index model. This
model is then used to explain SI variability between 1901 and 2000 for each plot. A
significant SI increment of 4 mm/year appears on average. This change is significant
over 100 to 200 years, the time period used to check that the projected cut can be
sustained by the forest over the long term. Over this time period, stand SI will change
from .4 to .8 m, more than half of a site index class.

The results suggest that climate is an important factor affecting lodgepole pine

productivity in Alberta, and have implications for future forest management under a
warmer climate.
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Chapter 1

Introduction

1.1 Forest modelling

In 1889, the great forester Endres wrote, concerning the formulation of growth func-
tions: “This may be an interesting mathematical exercise, but such an attempt to
bring mathematics into the service of forestry science is not an enrichment of the
results of scientific research.” (Prodan 1968).

This opinion has been reversed in part by the development of detailed knowledge
and the accumulation of vast quantities of data. The evaluation of complicated phe-
‘nomena, and biological processes may be carried out by methods of mathematics or
statistics. The example of Malthus’ law shows, however, that an attempt to solve bi-
ological problems by methods of mathematics alone might lead to wrong conclusions.
Malthus (1766 - 1834) came to the conclusion that population increases geometrically
while increase in food production follows a much slower arithmetic growth. This fa-

mous “law” did not prove to be correct, although it suggested a certain trend. It



could not claim the general validity of a mathematical method, since the data on
which Malthus based his argument could not be represented by a mathematic rela-
tionship because of their complexity.

Growth and yield model is one of the oldest and broadest classes in forest mod-
elling, dated back to the first yield tables in 18" - 19** centuries. They are intended
to predict the expected yield of specific forest stands submitted to a given silvicultural
regime. Most yield models share a common philosophy: the site-specific prediction
of yield over time. Site index*! is the standard measure of productivity, a measure
used only by foresters (Johnsen et al. 2001). Growth and yield models are developed
from sample plot data.

A sample plot is usually a circular area about 1/50 to 1/10 ha (200 to 1000 m?)
in size, containing a small group of trees that are measured sometimes only once
(Temporary Sample Plots - TSP) or sometimes at specific time intervals (Permanent
Sample Plots - PSP), usually every 10 years in boreal and temperate forests. Informa-
tion collected includes a biophysical site description, tree biometrical measurements
(tree heights, diameters at breast height*), various form of stem defects and stand
regenerations. The information is used to make forest management and harvest de-
cisions. Permanent sample plots are used to monitor the rate of forest growth and

hence establish the level of harvest that the forest can sustain.

IThe terms with * are explained in Appendix A



1.2 Project: Investigating effects of climate on site

index

Intergovernmental Panel on Climate Change (IPCC) was established by the World
Meteorological Organization (WMO) and the United Nations Environment Programme
(UNEP), regarding the problem of a potential global climate change. Based on its
third assessment (Environmental Factsheet No. 11, December 2002)2, the global av-
erage surface temperature has risen by 0.6 (£0.2)°C over the last hundred years. And
it is very likely that 1990s was the warmest decade on record since 1861. As for future
trend, average global temperatures are expected to rise by 1.4 to 5.8 °C from 1990
to 2100. Such rapid changes in a relatively short period of time should affect forests
significantly, and especially the boreal forest (Stewart et. al. 1998), which accounts
for a large portion of forest in Canada.

In Alberta, a climate change program was setup in 2003 in an attempt to develop
a process-based model of lodgepole pine (Pinus contorta) growth that can be used to
produce climate-sensitive growth and yield models®.

Lodgepole pine is Alberta’s provincial tree. It is the most common tree species
in the Rocky Mountains and Foothills regions (Alberta Environmental Protection
1994). Although lodgepole pine comprises about 20% of the mature standing timber
in Alberta, it accounts for approximately 40% of the annual harvest in the province

(Huang et al., 2001).

2hitp : [/ /www.acidrain.org
3hitp : //www.fmf.ca/pa_cc.html



In temperate and boreal forests, site index is usually defined as the stand top
height* at 50 years of age (Huang et al. 2001). Logan T. and Price D. (2004)*
studied the plots recently established and older plots growing on similar conditions
in Alberta PSP, and found that the stand level site index has been increased. They
also carried out stem analysis. The preliminary results suggested that, on average,
trees from stands established more recently showed significantly faster mean height
increment than older trees measured in the same region. Furthermore, this increase
followed a gradual but consistent trend throughout the 20th Century.

Among a number of questions raised by these preliminary results, one possible fac-
tor could be that the observed regional climate warming in the past century has grad-
ually improved growing conditions and/or lengthened growing seasons. Time-series
of historical monthly climate data were interpolated (10 km resolution) to estimate
changes in temperature at PSP locations during the period 1901 - 2000 (McKenney
et al. 2000). Bernier P. (Canadian Forest Service, Laurentian Forestry Center) and
Raulier F. (Laval university) focused on the application of “StandLEAP”| a process-
based model for forest productivity, to simulate the effects of climate on stand level.
The purpose of this study is to detect if the effects of historical temperature and

precipitation patterns can be observed on lodgepole pine growth in western Alberta.

4hitp 1 //www.fmf.ca/CC/CC.Qnl.pdf Climate Change Program Quicknote: Investigating

Effects of Climate on Site index of Logdgepole Pine in Western Alberta.



1.3 Methods and tools

Project strategy

The project is part of the climate change program in Alberta, which aims at investi-
gating the inﬂuence of climate change on the forest in Alberta. Forest management
decisions are made according to the future forest yield. If forest yield is indeed sensi-
tive to climate changes, climate changes should be an element to be considered before
any forest decision can be made. Forest yield is sensitive to site fertility, an expression
that summarizes the effects of temperature, rain, cloudiness, site slope and exposition,
soil chemical fertility, texture and drainage. The introduction of a climate-sensitive
site index thus represents an interesting contribution to measure the effects of climate
changes on forest growth and yield and would help the forest industry to make ap-
propriate decisions in order to maintain the sustainability of its forest resources. As
top stand height at 50 years is used as a site index, it represents the cumulative effect
of site productivity on stand growth and yield.

Climate changes affect forest growth at a time scale different than that at which
forest management decisions are made. Forest management decisions are made over
100 to 200 years (once or twice the time a stand needs between the seed and harvest
stages) in order to make sure that the wood cut by the industry will not deplete the
natural resources available in a given territory (Davis et al. 2001). Climate changes
mostly affect forest photosynthesis and respiration as they are sensitive to radiation,
temperature, air dryness (expressed as water vapour pressure deficit) and available

soil water. These effects occur at the scale of an hour to a week. Consequently, a



process-based growth model has to be used in order to summarize, on the long term,
the effects of climate changes on stand growth and yield.

For this purpose, we used permanent sample plot data of Alberta to estimate a
climate-sensitive site index model for pure lodgepole pine plots. To achieve this, we
tried to reproduce the evolution of the mean annual increment (MAI) of forest stand-
ing aboveground biomass* with “StandLEAP” for 100 years with historical climate
data constructed from weather station records. A climate-sensitive site index model
was built based on the results. This model was then used to explain the average site
index variability between 1901 and 2000. We hope to find if there exists an increasing

trend of site index corresponding to what we have observed in the reality.

Statistical methods

To obtain a good model, we used a univariate analysis for preliminary analysis on main
variables. We used Nonlinear Least Squares (NLS) regression method to estimate a
climate-sensitive site index model and a univariate Box-Jenkins method to analyze
average site index time series. The results are shown in Chapter 4.

Statistical tests (for example t-test, F-test, AIC, BIC etc.) and numerical methods
(Newton, Marquart compromise, SUR etc.) were used for these estimation.

All the results were generated from the procedures of SAS®.



Chapter 2

Data and methodology

2.1 The data

The data which were used for this study include permanent sample plot data in

Alberta and monthly climate data in those PSP locations.

2.1.1 Permanent sample plot data

The Permanent Sample Plot (PSP) data, collected by Alberta Land and Forest Di-
vision over the past four decades, were used for this study. The data were measured
over 650 locations in western Alberta (Alberta land and forest division 2002).

Remeasurement of existing PSPs took place every 5 or 10 years depending on the
stands and ages. There was only one plot in 339 locations and a cluster of three
or four plots in each of the remaining locations. Altogether, there were 1751 plot
measurements with some plots remeasured up to 6 times.

Aspect, elevation, slope and soil conditions were measured at plot level. DBH

7



and health status were recorded for each tree every time. As height was not as
easy as DBH to measure, 221,241 over 1,079,877 trees were chosen for the height
measurements (per tree measurement).

Re-measured PSP data are correlated temporally. These correlations violate the
basic assumption of independent errors in least squares methods, which invalidates
the corresponding t-test, F-test and confidence intervals (Kozak, 1997).

However, Gertner (1987) and Borders et al. (1987) found that the temporal cor-
relation decreased as the measurement interval increased, and did not occur for non-
overlapping intervals. Huang (1997) concluded that for prediction purposes, whether

correlation was accounted for or not had little practical significance.

2.1.2 Climate data

Monthly climate data including maximum temperature, minimum temperature, and
precipitation from 1901-2000 for Alberta PSP locations was based on the studies of
McKenney et al. (2000). In their studies, they have re-mapped Canadian hardiness
zone™ through 1930 - 1990. The studies were based on the hardiness indices and zones
using the data from roughly 1930-1960, for the period of 1961-1990, a thin plate spline
interpolation method was used. A function with 3 variables (latitude, longitude, and
elevation) was shown to give the best performance among several trials. Digital
elevation models captured the spatial variation (such as elevation at any point, slope
and aspect) in climate more accurately, and enabled the mapping for the hardiness

formula at spatial resolutions of 1 km to 10 km. Standard errors of the temperature



variables were about 0.5°C or less and 5 to 28% for rainfall.

2.2 Process-based growth model

Forest process models are mathematical representations of biological systems that
incorporate our understanding of physiological and ecological mechanisms into pre-
dictive algorithms. Their use in research has developed rapidly in the past 20 years for
two main reasons: Firstly, the steady gain in our understanding of forest biology and
ecology has been coupled with great technological improvements in computers and
softwares. Secondly, and more importantly, there is a great need to address questions
posed at scales higher than those at which processes are being measured.
StandLEAP (Raulier et al. 2000) is a top-down radiation-use-efficiency (RUE)
model that computes net primary productivity (NPP) of a forest stand from the frac-
tion of absorbed photosynthetically active radiation (fPAR) (Figure 2.1). Derived
from the 3-PG model of Landsberg and Gower (1997), it uses many of the same mod-
ifiers to constrain NPP as a function of specific limiting environmental conditions
and stand properties including air temperature, soil water content and stand devel-
opmental stage. Transpiration is estimated via a water-use-efficiency (WUE) model
( Dewar 1997) and is also constrained by limiting environmental conditions in a sim-
ilar fashion as that for the RUE model. The time step is monthly and the results
are summarized on a yearly basis. In order to validate results against permanent
sample plots, StandLEAP also simulates stand dynamics through the computation of

self-thinning and accrual of standing biomass.



StandLEAP is defined to operate at the canopy level and on a monthly time
step. These spatial and temporal scales differ greatly from those at which direct and
diffuse light is absorbed by the canopy elements (leaves, shoots, branches and stems)
to drive photosynthesis. Hence, the process of scaling up from the leaf-level and hourly
timesteps to the canopy and monthly intervals involves prior use of a more detailed
process model (FineLEAP, Raulier et al. 2000, Bernier et al. 2001), parameterized
from field measurements of growth processes. The choice of tree-level processes to be
used in StandLEAP, the shapes of the functions representing them, and the values of
the parameters used in these functions are all derived from simulations carried out

with FineLEAP.

SeandLEAF sl iy FaR: ph hetically activa radiation, APAR, PAR
abaorbad by te sanopy, frgp AFAR Suction, v/ radiation usy affiviancy (RUE)Y, OPF: gose
primnay produstion, NPE: net prinasy prodosting,

Figure 2.1: StandLEAP: Description

As any process-based model, StandLEAP integrated a large number of sub-models,
and the correlations between different models can not always be identified. Even
though each model were carefully calibrated and shown with a good result, we were
not sure how the whole model might behave (as we discussed in Section 5.5, this

is more interesting in reality). So validating the overall performance of the process

10



model was especially important.
We have done the validation of StandLEAP for lodgepole pine using Permanent
Sampling Plots in Alberta, and the results was quite applausible as we can see from

Figure 2.2:

Chesorsd shtepsround bitveass
iohs
g

« 8 B

PoW w6 we  we M m W
Pt Bl sgran e TRt Do

Figure 2.2: StandLEAP: Validation

2.3 Methodology

Data examining and cleaning is quite important to assure a successful analysis. One
task is to recognize outliers, because we only need to work with data that contributes
to the analysis. In this project, we investigated the growth and yield of merchantable
lodgepole pines in pure stands. So all trees with DBH < 9.1 ¢cm were removed. All
plots in which basal area™* of lodgepole pine took less than 75% of total stand basal
area were removed also. Other criteria for cleaning data were to avoid plots where
trees were damaged by insects or other natural disturbances and plots that had been

commercially cut. By removing these anomalous plots, we can focus our study on

11



the natural growth of pure and undisturbed lodgepole pine stands. Of course, these
factors are also important to the forest ecosystem. But we are not interested in them
in this project. We will see the data cleaning in detail in Section 4.1. After we have

the cleaned data, the analysis can be proceeded in two steps:

1. Calibrate a climate-sensitive site index model;

2. Analyze the average site index time-series.

2.3.1 Calibration of a climate-sensitive site index model

Since we focus on the results from StandLEAP, we need to prepare the inputs for
StandLEAP. These include: density, biomass, soil, position and elevation, and cli-
mate. Except for biomass, the rest are directly measured or received from other
organizations.

Biomass is a function of DBH and height as we can see from Lambert et al.
(2005). All DBH were measured but heights were measured selectively. To keep the
completeness of the data at plot level, we need the height-DBH model to proceed.
The result of this model is shown in Section 4.2.

For the calibration of the climate-sensitive site index model, we run StandLEAP
on climate normals (this can be thought of as an average monthly climate data) for
150 years. StandLEAP cannot estimate site index but is good at biomass production
estimation. Since both site index and maximum annual increment in biomass are
indices of site quality (Rondeux 1993), our initial idea is to develop a site index model

with maximum annual increment. However, a large portion of plots in this study have

12



passed their ages at the maximum, we decide to model it in two steps: first, calibrate
the evolution of Mean Annual Increment (MAI) in aboveground biomass predicted by
StandLEAP as a function of mean stand age, and then calibrate a site index model
based on the parameters of the last models. Site index values are calculated from
GYPSY, a well-accepted model in Alberta (Huang S. 2001). The climate-sensitive

site index model is shown in Section 4.3.

2.3.2 Analysis on average site index series

We run StandLEAP to estimate biomass for 100 years with the climate data from
1901-2000 interpolated by McKenney et al. (2000) (this time we used 100 years
instead of 150 because the values after 100 year did not contribute much to the shape
of the curve, Figure 4.11.) Then we calibrate MAI-age model by plot, which means,
for each plot, we get a series of parameters under a particular climate year between
1901 and 2000. Using the parameters of climate-sensitive site index model from
Section 4.3, we have the climate-sensitive site index values for each plot and each
year. We then average the annual values of site index over all the plots to obtain an
average site index series over the years 1901-2000. We use the univariate Box-Jenkins

method to investigate the trend and other properties of the series.

13



Chapter 3

Statistical consideration

Data analysis procedures involve many practical considerations of statistical methods.

In this chapter, we will discuss some techniques from the view of model fitting.

3.1 Nonlinear Least Squares model

Linear regression is a powerful method for analyzing data described by models which
are linear in the variables. However, to obtain a more accurate relation between the
response and the regressor, a nonlinear model is often required. In such cases, linear
regression techniques must be extended, which introduces considerable complexity.

A nonlinear model can be written as:

Y=f(XlaXQa'--ana/Bla/B%"'aﬁp)+5 (31)

where f is a nonlinear function of the k£ independent variables X7, Xs,...Xy and the
p coeflicients S, ..., Bp, and assume that E(c) = 0, Var(e) = o?, observations are
independent of each other as linear regression. The criterion used for determining the

14



estimated values for the coefficients is the same as that used in the linear regression,

i.e., minimizing the sum of squared errors (SSE). For N observations, SSE can be

written as:
N N
SSE = " [Yi = f(Xuis o, Xay Br, s B = Y 5.
- i=1

If € follows N(0,02), the least squares estimate 3 is also the maximum likelihood

estimate of 8. This is because the likelihood function for this problem can be written
as
1(8,0%) = ﬂ _1__653/%2 _ (27mz)—n/2e—SSE(ﬁ)/2a2
’ i=1 V2ro
so that if 0% is known, maximizing [(3, 0?) with respect to 3 is equivalent to mini-

mizing SSE(B) with respect to .

3.1.1 Model specification

An important step in any nonlinear analysis is the specification of the model, which
includes specifying both the model function and the characteristics of the distur-

bances.

The model function

Theoretically, any ecological considerations will lead to a model function. The ana-
lyst’s job is then to find the simplest form of the model and the parameter estimates
which provide an adequate fit of the model to the data, subject to the assumptions

about the disturbance.
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The disturbance term

All nonlinear estimation programs are based on specific assumptions about the dis-
turbance term, usually that the disturbance is additive and normally distributed with

zero mean, constant variance, and independence between different observations.

3.1.2 Starting values

One of the best things one can do to ensure a successful nonlinear analysis is to obtain
good starting values for the parameters, values from which the convergence is quickly
obtained. Several simple but useful principles for determining starting values can be

used:

(1) Interpreting the model behavior :

e One of the advantages of nonlinear regression is that the parameters in the
model function are usually meaningful. This meaning can be very helpful

in determining starting values.

e Plotting a nonlinear model function using various values for the parameters
is an beneficial exercise. In this way one becomes familiar with the function

and how the parameters affect its behavior.

e Sometimes starting values can be obtained by considering the behavior

near the origin or at other special values (such as limits).

(2) Interpreting derivatives of the model function: Sometimes rates of change
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of the function at specified design values can be used to obtain parameter start-

ing estimates.

(3) Transforming the model function: Transformations of the model function
can often be used to obtain starting values. Log and reciprocal transform are

two commonly used ways.

(4) Reducing Dimensions: Peeling is an example of the general technique of re-
ducing dimensions. In this technique one estimates parameters successively,
each estimated parameter making it easier to estimate the remaining ones. Con-

sider the model
f(x) = B + Baexp(—Paz),

where (33 is positive. Then the limiting value of the response when z — oo is 84
and the value at z = 0 is 51 + J2. Depending on whether the data is increasing
or decreasing, we can use Ymaz OF Ymin tO get the starting value of (39, and then
use the difference f(0) — 39 to get 3. Once 8 and ) are determined, we could
substitute these values into the function and evaluate (1/z)In[(y — 89)/55] at

selected values of z to obtain 35.

3.1.3 Computing method

To find the least squares estimate of ,3 we need to differentiate Equation (3.1) with

~

respect to 3. This provides the p normal equations, which must be solved for 3.

3f(Xt75)] -0 i=1,2,..,p.

> Y- f(X, 8)] [_651_
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A closed form solution generally does not exist. Thus, PROC NLIN, a procedure
for fitting nonlinear model (SAS/STATS User’s Manual, 1999) uses an iterative pro-
cedure: a starting value for 3 is chosen and continually improved until the SSE is
minimized.

The iterative process begins at some point F;. Then X and Y are used to compute

a change in parameters A such that
SSE(By + kA) < SSE(G)

where k is for controlling the convergence precision. Four methods are implemented in

PROC NLIN and they differ in how A is computed to change the vector of parameters.

Steepest descent : A = X'e
Gauss-Newton : A = (X'X)"'X'e
Newton: A = (G)™'X'e

Marquardt : A = (X'X + Adiag(X'X)))"' X'e

where

G=(X'X)+>_ HiB)e,

i=1

and H;(0) is the Hessian matrix of e:

82€i
[Hi]jlc = [8ﬂ]8/6k:| i

The details can be found in SAS/STATS User’s Manual (1999).
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3.1.4 Obtaining convergence

Obtaining convergence is sometimes difficult. When we have troubles, we should
check the model function first with care. Then try different starting values to see if it

helps. Changing the calculation method sometimes can give a good result. Sometimes
convergence is not obtained because the model has too many parameters, PROC
NLIN can give out warnings when there is collinearity detected. In such case, we

should consider a simpler model instead.

3.1.5 Validating model

Once a model is fitted, an assessment of its validity using an independent data set is

needed to see if the quality of the fit reflects the quality of prediction.

Graphical validity

Graph is one of the most important parts in model validation. In practice, two curves

are most widely used:
1. Plots showing the observed vs. the fitted values;
2. Plots showing the predicted errors vs. predicted values.

When the model involves time factor, the trajectories of observed vs. predicted over
time and errors over time should be plotted. Such a plot can show whether the

prediction variance is changing across all the time range.
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Statistical tests

Several of the most frequently used prediction statistics are: mean prediction error
(€) and percentage error (€%), mean absolute difference (MAD), mean square error
of prediction (MSEP), relative error in prediction (RE%) and prediction coefficient

of determination (RZ):

> (yz yz € ~07 __ €;
g Z % e% = 100-x 5,

MAD = Zlyz yz

k kg2
Ui — )2 : SEP
= - E% = A ilogniall
MSEP ; ; ) RE% = 100
R = 1-— Zf_ (yi — Q)Q
P k _
S (v —9)?

where k is the number of samples, and 7 is the average of the observed y values.
The validation statistics shown above provide “averaged” measures with respect
to the overall model performance. Sometimes, the prediction performance may be

needed at some critical ranges.

In fact, validation is a big topic in forest modelling, more options were discussed

in Section 5.5.

3.1.6 Comparing models

In some situations there may be more than one function which could be used as a

model, one model may give a superior fit to the data.
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Nested models

To decide which is the simplest nested model to fit a data set adequately, Draper
and Smith (1998) suggest an assessment of the extra sum of squares due to the extra
parameters involved in going from the partial to the full model.

Letting S denote the sum of squares, v denote the degree of freedom, and P
denote the number of parameters, with subbscripts f and p for the full and partial
models and a subscript e for extra, the calculations can be summarized as in Table
3.1. To complete the analysis, we compare the ratio 52/5% to F(v,, vy; «) and accept
the partial model if the calculated mean square ratio is lower than the corresponding

critical value. Otherwise, we retain the extra terms and use the full model.

Sum of Degree of  Mean Squares F ratio

Source Squares Freedom

Extra parameters Se=S5,-S5f ve=Pr—F, $2 = Se/Ve 33/5;

Full model Sy vi=N — P sfc = S¢/vy

Partial model Sp N - P,

Table 3.1: Data processing: Extra of squares analysis

Non-nested models

When trying to decide which of the several non-nested models is best, the first ap-
proach should be referred to scientific reasons, because the primary aim of data analy-
sis is to explain or account for the behavior of the data, not simply to get the best

fit.
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The statistical analysis follows if the first approach does not work. The most
important statistical analysis is the analysis of the residuals. Generally the model
with the smallest mean square and the most random-looking residuals should be

chosen.

3.2 Univariate time series analysis

In traditional regression analysis, it is assumed that various observations within a
single data series are statistically independent, and this is the standard assumption
about the error terms. But with a time-series data, like the tree height, our forecasts
of tree height for next year are based on the height of the current year. We will start
with the idea that the observations in a time series may be statistically related to

other observations in the same series.

3.2.1 Univariate Box-Jenkins model

The time series modelling and forecasting was first developed in the late 60’s, using
lags and shifts in the historical data to uncover patterns and predict the future. It
became quite popular following the publication of the book “Time Series Analysis:
Forecasting and Control” by George Box and Gwilym Jenkins in 1976. In this book,
they used the symbol ARIMA(p,d, ¢) to represent a large class of models which could
describe the behavior of many observed time series. The acronym ARIMA stands for

“Auto-Regressive Integrated Moving Average.” “p” is the number of autoregressive

terms, if lags of the variable appearing in the equation; and “¢” is the number of
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lagged forecast errors in the prediction equation, which is called “moving average”
terms. “d” is the number of times the series to be differenced before arriving at a
stationary series.

The general autoregressive-moving average process of order p and ¢ is denoted by

ARMA(p, q), and defined by

Ye = P1Ys—1 + DoYe—2 + ... + GpU—p + € — 01601 — ba6s0 — ... — 04544

It can be re-written with a back-shift operator B, such that Biy; = y;;,

(1=¢B—...— ¢,B)y, = (1 = ;B — ... — ,BYz;.

where ¢; is zero-mean white noise.
If all §; = 0, it is an auto-regressive model AR(p). The characteristic equation for
an AR(p) process is:

1—¢B—..—¢,B? =0. (3.2)

The stationarity of the process requires that all roots of the characteristic equation
(3.2) must have absolutely value strictly greater than 1.

If all ¢; = 0, it is a moving average model MA(q). The characteristic equation for
an MA(q) process is:

1-6,B—..—6,B4=0. (3.3)

The MA(g) model is called invertible if the absolute values of the roots of the charac-
teristic equation (3.3) are all strictly greater than 1. For an ARMA(p, ¢) model, the
requirement for stationarity is the same as that for the AR(p) and the requirement
for invertibility is the same as that for the MA(g).
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The Procedure of Unvariate Box-Jenkins method

Box and Jenkins (1976) proposed a practical three-stage procedure for finding a good

model.

Stage 1: Identification. At the identification stage, we tentatively select one or
more ARIMA models by looking at two graphs derived from the available data.
These graphs are called the estimated autocorrelation function (ACF) and the

estimated partial autocorrelation function (PACF). We choose the models whose
associated theoretical ACF and PACF look like the estimated ACF and PACF

calculated from the data.

Stage 2: Estimation At this stage we tentatively select one or more models that
seem likely to provide parsimonious and statistically adequate representations

of the available data.

Stage 3: Diagnostic We perform tests to see if the estimated model is statisti-
cally adequate. If it is not satisfactory we return to the identification stage to

tentatively select another model.

End of Box-Jenkins method — Random walk

The random walk is regarded as the simplest random process. y; is determined by

Yt = Y1 T &,
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with E(e;) = 0, Var(e;) = 0% and E(gse,) = 0 for t # s. The forecast of one period
ahead is given by

Ur+1 = E(yraalyr, ..., n).

But er4 is independent of yr, ..., . Thus, the forecast of one period ahead is

simply

9r+1 = E(yr +ers1lyr, .., 1)
= yr+ E(ers1lyr, . y1)

The forecast of two periods ahead is

Jre2 = E(yrsalyr, ... y1)
= E(yr +ery1 +erpalyr, -, 11)
= yr+ E(ers1 + erselyr, -, 41)
= Yr.

Similarly, the forecast k period ahead is also yy. But the variance of k& period

ahead is

Var(yrsx) = Var(yr + erse + €rik-1 + .. + €r1lyr, - 1)

k
= Var(yr) + Z Var(erti)

i=1
= Var(yr) + ko’
If a time series can be recognized as a random walk, there is nothing to do with
the forecasting, then our analysis can be stopped.
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3.2.2 Stationarity, transformation and unit root test

Univariate Box-Jenkins method can only deal with stationary time series. We define

stationarity by classical probability theory.

Stationarity

A stochastic process is said to be strictly stationary if its properties are unaffected
by a change of time origin. That is, if the joint probability distribution associated
with n observations y;..., y, made at any time is the same as that associated with n
observations Y14, ... Yn+k. A weak stationarity of order f, is that the moments up to
some order f depend only on time difference. For example, mean stationarity means

that the expected value of the process is constant over time:

Similarly, variance stationarity means that the variance is temporally stable:

Var(y) = E[(Y: — p)*] = of, Vi,

and covariance stationarity is:

Cov(ys, Ye—s) = E(yr — 1) (Ye—s — )] = s, Vs,

which means that the autocovariance of two observations y; and y;—s depends only
on the lag s, not on “where” they fall in the series.

In general, people are only interested in weak stationarity, and that is also what
we will consider in here.
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Homogeneous non-stationarity and differencing

Probably very few time series one encouters in practice are stationary, even in the
weak sense. So their characteristics of the underlying stochastic process change over
time. Fortunately, there is a big family of the non-stationary process which can be
changed into stationary process by transformation. One commonly used transfor-
mation is differencing. We say that y; is homogeneous nonstationary of order d if

wy = A%y, is a stationary series. Here A denotes differencing, i.e.,

Ay = Yy — Y1,

Azyt = Ay — Ay,1.

Unit root tests for stationary

Suppose we have a variable Y;, which has been observed growing over time. Then it

can be described by the following equation:
Yi=a+ 1t + pYi_1 + €.

One possibility is that Y; has been growing because it has a positive trend (7 > 0 and
p =0), ie.

Y=o+ T1t+ ¢, (34)

or it follows a random walk with positive drift (o > 0, 7 =0 and p = 1). i.e,,

Y;g =a+ }/t_l + & (35)
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In both cases, the series are non-stationary, and they can be made stationary by

differencing. For Equation (3.4),

A, =Y, Y1 = at+rt+e—|la+7(t—1)+ &)
== Tt‘|‘€t—7'(t"'1)—€t_1

= & — & 11T,

which is stationary. For Equation (3.5), differencing yields:

AV, =Y, -Y1 = a+Yi+e—Yi

= Q-+ &,

which is also stationary.

Dickey Fuller unit root tests

The problem with these two models is that differencing by itself cannot distinguish
between (3.4) and (3.5). Obviously we can estimate Y; of (3.4) by ordinary least
square regression. But for (3.5), if p is indeed 1, the use of OLS in this manner
can lead to incorrectly reject the random walk hypothesis, because the distribution
of p is nonstandard under the null hypothesis of p = 1. The distribution it follows
is known as the “Dickey Fuller” (D-F) distribution, which was first derived in 1979.
The D-F distribution is right-skewed (so the t-statistics will tend to be larger and
negative), which means that we will tend to over-reject the null hypothesis if we use

the standard t-distribution. Thus the “Dickey-Fuller” test for a unit root amounts
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to estimating p and doing a standard-looking t-test for Hy : p = 1, but using a
non-standard set of critical values. If “¢” is less than the critical values, this is the
evidence of nonstationary. Otherwise, it indicates a stationary series. Note that the

D-F test requires that the ’s are white noise.

Augmented Dickey Fuller test
Suppose we have a series which is a stationary AR(p) process after the first difference.

p
AY; = Z"/)jAYt—j + &4,

J=1

if we estimate a standard D.F. test:
Y:f = ﬁy;ﬁ—l + &1,

the term 3 *_, 1);AY;_; gets lumped into the error ¢;. This induces an AR(p) structure
in the €’s, and the standard D.F. test statistics will be wrong, We need to change the
model a little bit to deal with the case, which is called augmented Dickey Fuller Test

(ADF). It is based on estimating the test:

p
Yo =pY1+ ) $AY +e, (3.6)

=1

The null hypothesis for this test is p = 1, which means, a unit root exists, hence
nonstationary. We usually use I(1) to represent this hypothesis.

Let 7 = p — 1, Equation (3.6) can be re-written as:

14
AY; = Yo+ Y AY + e, (3.7)

=1

The null hypothesis for Equation (3.7) is still I(1), which implies 7 = 0. This
testing equation is more practical because it is the usual t-statistic reported for testing
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the significance of the coefficient for Y;_;. The ADF t-statistic (column 7 as appeared
in the output of PROC ARIMA, a procedure for fitting ARIMA models, see SAS/ETS
User’s Manual 1999, Dickey 2005) and normalized bias statistic (column p as appeared
in the output of PROC ARIMA) are based on least squares estimates of Equation

(3.7) and are defined by

P
ADF, SE(r)’
and
ADF, = Nt
1=t —...— 1y

An important practical issue for the ADF test is the specification of the lag length
p. If p is too small, the remaining serial correlation in the errors will make the test
bias; while large p value will reduce the power of the test statistic.

Ng and Perron (1995) suggest a data dependent lag length selection procedure:
Start with an upper bound P, and test‘whether the coefficients of the last lags
are significant. If they are, set p = pmaz and perform the unit root test. Otherwise,
reduce the lag length by one and repeat the procedure.

Schwert (1989) suggests a useful rule for determining ppqq:

N 1/4
Pmaz = {12 (m) ] 3

where N is the number of data in the series.
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Phillips-Perron test

The Phillips-Perron Test (1988) for a unit root adopts a strategy which is a little
different. Rather than changing the model estimated, the PP test sticks with the
model:

AY, = 7Y,_1 + &,
where £; may be heteroscedastic. By directly modifying the test statistics t;—¢ and
T#, the PP test corrects any serial correlation and heteroscedasticity in the error of
the test regression, where T is the number of data in the series. These modification

statistics, denoted by Z; and Z,, are given by

PR 1(X~6%\ (T SE;
t ?'fr:o’“‘j 5\2 52 3

~ ].TZ‘SEfr ’\2 ~2
Z,,r = T’/T—'—Q‘T(/\ —O'),

The terms A% and &2 are consistent estimates of the variance parameters:

T
o = limT_,ooT_le[ef],

t=1

and

T
X = limpo » BTS2,
t=1

where Sp = 37 €2,
Under the null hypothesis that # = 0, the PP Z, and Z, statistics have the same

asymptotic distributions as the ADF t-test statistics and normalized bias statistics.
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3.2.3 Identification

Identification is clearly a critical stage in Box-Jenkins methods. The specific aim
here is to obtain some idea of the values of p, d and ¢ needed in the general ARIMA
model and to obtain initial estimates for the parameters. The tentative model so
obtained provides a starting point for the application of the more formal and efficient
estimation methods. The basic tools are the sample autocorrelation function and the

partial autocorrelation function.

ACF

Since it is usually impossible to obtain a complete description of a stochastic process,
the autocorrelation function is extremely useful because it provides a partial descrip-
tion of the process for modeling purposes. We define the autocorrelation with lag &

as:

— El(ye — 1) Wk — tiy)] - Cov(ys; Ye+x)
\/E[(yt - ,“y)z]E[(ytHc - My)z] " Oy Oy

For a stationary process the variance is a constant, say -, then

Pk

=

Pk
Yo

The ACF above is theoretical, in practice, we need to calculate the estimated sample

autocorrelation function:

_ Z:{:—f (Ve — ) Yerr — 9) .

Pk -
231:1 (yt - y)2
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PACF

One problem in constructing autoregressive models is identifying the order of the
underlying process. For moving average models this is less of a problem, since if the
process is of order ¢ the sample autocorrelations should all be close to zero for lags
greater than q. (Bartlett’s formula provides approximate standard errors for the au-
tocorrelations, so that the order of a moving average process can be determined from
significance tests on the sample autocorrelations.) Although some information about
the order of an autoregressive process can be obtained from the oscillatory behavior
of the sample autocorrelation function, much more information can be obtained from
the partial autocorrelation function.

For an AR(p) process, the covariance with lag k is determined from

Yo = Elys—r(19e—1 + days—2 + ... + GpYe—p + €¢)]. (3.8)

Dividing both sides of (3.8) by 7o, we obtain the following Yule-Walker equations:

pro= $1+P2p1+ o+ Pppp-1,

p2 = ¢1p1+ P2+ ... + dpppoa,

Pp = P1Pp-1+ P2pp2+ ..+ ¢p.

If p1, po, ...pp are known, the equations can be solved for ¢1, ¢a,...¢p. Unfortunately,
solution of the Yule-Walker equations requires knowledge of p, the order of autore-
gressive process, which we are looking for. Therefore, we solve the equations for
successive values of p.
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We start from p = 1, which leads to §; = QAﬁl. Thus, if the calculated value q§1 is
significantly different from zero or not, we know that the autoregressive process is at
least order 1. we denote this (/31 as aj.

When p = 2, solve the Yule-Walker equations, we get a new set of ¢, and ¢§2. If
(;32 is approximately zero, we can conclude that p = 1. While if (Z’SQ is significantly
different from zero we can conclude that the process is at least order 2. we denote

the value of qu as as.

Repeat this process for successive values of p. Thus, we obtain a series of a4, ag, ...,
we call this series the partial autocorrelation function and note that if the order of
the autoregressive process is p, we should observe that a; ~ 0 for j > p.

To test whether a particular a; is zero, we can use the fact that the PACF series is
approximately normally distributed, with mean zero and variance 1/T. Hence we can
check whether it is statistically significant at, say, the 5 percent level by determining
whether it exceeds 2/v/T in magnitude.

Table 3.2 summarizes some of the behaviors regarding autocorrelation and partial

autocorrelation, stationarity and invertibility for ARMA model:

3.2.4 Estimation and diagnostic

Goodness-of-fit statistics

The Akaike Information Criterion (AIC) (Akaike 1974) and Schwarz’s Bayesian Cri-

terion (SBC) (Schwarz 1978) are general tests for model specification. They can be
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ARIMA  AR(p) MA(q) ARMA(p, q)

ACF #0in general at lagk Ofor k > ¢ # 0 in general for all k

PACF Ofork>p # 0 in general for all k # 0 in general for all k
Stationarity restrictions for ¢’s Stationary if ¢ < 0o restrictions for ¢’s
Invertibility invertible if p < oo restrictions for ’s restrictions for 8’s

Table 3.2: ARMA models comparation

applied across a range of different areas, and are like F-tests in that they allow for the
testing of the relative power of nested models. Each, however, does so by penalizing

models which are over-parameterized. The AIC statistic is:
AIC(p) = —2In(L) + 2k,

where L is the likelihood function and k is the number of free parameters in the

model; similarly, the SBC statistic is calculated as:
SBC(p) = —2In(L) + 2In(n)k,

where n is the number of residuals that can be computed from the time series.

The idea is to calculate these statistics for a range of different values of p, and then
choose the model in which the statistic is the lowest. Note that the SBC statistic
imposes a greater ‘penalty’ for larger numbers of parameters, this means that the
model selected using the SBC statistic will always be at least as parsimonious as that

chosen using AIC.
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Check for White Noise residuals

Suppose that a time series Y; is generated by the stationary ARMA(p, ¢) process
(1—¢1B—...—$B")Y,=(1— 6B — ... — 6,B%¢, (3.9)

where BYY, = Y;_; and ¢, is zero-mean white noise. An integral part of the methodol-
ogy of Box and Jenkins (1976) for fitting models (3.9) involves “diagnostic checks” on
the adequacy of representation of an initially identified model to a series of n obser-
vations. One such check, developed by Box and Pierce (1970), contemplates general
alternatives within the autoregressive-moving average class of models. Denote the

residuals from the fitted model by &,, with autocorrelations

T ~ o~
N Zt:k—}-l Et&i—k k
= —<w o

D1

Box and Pierce showed that, under the hypothesis of correct model specification,

=1,2,..

provided that m is moderately large, the statistic

is asymptotically distributed as x? with (m — p — ¢) degrees of freedom. Tests of
 model adequacy based on this statistic are generally called portmanteau tests.

It has been shown by Davies, Triggs and Newbold (1977) that, for sample sizes
commonly found in practice, the actual significance levels of Q can be considerably
lower than those predicted by asymptotic theory. However, a simple modification,

studied in detail by Ljung and Box (1978),
Q' =n(n+2) i i
N cn—k’
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appears to have a distribution very much closer to the asymptotic x2. It would seem
preferable, then, to base tests of model adequacy on Ljung-Box statistics.

The final step of Box-Jenkins method is forecasting based on the valid estimation
equations. The forecasts are generated using forecasting equations consistent with
the method used to estimate the model parameters. Usually, the confidence interval

will be given together with the forecasting.
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Chapter 4

Results

Data should be cleaned before any analysis based on the purpose of the project.

Biomass is required by StandLEAP, which is the function of height and DBH, so
a height-DBH model should be calibrated first.

Climate-sensitive site index model is the key model in this study developed from
the results of StandLEAP.

Average site index series is analyzed using univariate Box-Jenkins method to de-

tect any changes of the site index over the last century.

4.1 Data cleaning

Diameter at Breast height (DBH) is the most frequent measurement made by a
forester. This has traditionally been the “sweet spot” on a tree where measure-
ments are taken. Many calculations are made to determine growth, volume, yields

etc. based on DBH.
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We first take a look at the basic statistics of DBH (unit: cm), Figure 4.1.

finalysis Variable : DBH
H Hean Std Dev M in i mum Hae imum

717025 19.7911938 8.7582353 9.1000000 662.7000000

Figure 4.1: Basic statistics of DBH

We find extreme values - for instance, trees with DBH of 6m is out of imagination.
Since we are working with permanent sampling plots, we can find the DBH of the
same tree at another measurement, so we are quite sure that it is a transcription
mistake.

Figure 4.2 shows the data set after cleaning: Figure 4.1 and Figure 4.2 are gener-

Analysis Variabie @ DBEH

] Hean Std Dev M in bmum en i mum

274181 16.9505108 6.0523741 9.1000000 67.7000000

Figure 4.2: Basic statistics of DBH after cleaning

ated from PROC MEANS (SAS/STATS User’s Manual 1999). PROC UNIVARIATE
is another univariate procedure which gives more details. Parts of its output are listed
in Figure 4.3 and Figure 4.4.

From Quantiles (Figure 4.3) and histogram (Figure 4.4), we can see that, the
distribution of DBH is not normal. There are some big trees forming the tail starting
around 37.5cm. It is natural for a forest. But since the 99 quantile is 34.6cm from
Figure 4.3, we can be assured that the bigger trees would not have much influence

in our analysis. Another point we should notice is that the data is left censored at
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Quantile Estimate
100% Max B7.7
99% 34.6
95% 28.7
90% 25.5
75% N3 20.5
50X Median 15.6
25% Q1 12.2
10% 10.3
% 9.7
1% 9.1
0% Min 9.1

Figure 4.3: Graphs of DBH: Quantiles
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Figure 4.4: Graphs of DBH: Histogram

9.1cm, the minimum DBH for a merchantable tree.
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4.2 Height-DBH model

The relation between height and diameter at breast height(DBH) is important and
is quite often modelled, since height is costly to measure in the field. In practice,
DBH is measured for all the trees in a plot and people only carefully subsample a
few trees for the height measurement which are supposed to represent the whole plot.
Consequently, we need to estimate a height-DBH relation for individual trees. Here
we introduce two models which have been widely used in the literature and compare
the behaviors of the models.

The data for height-DBH curve are shown in Figure 4.5.
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Figure 4.5: H-D: Height-DBH curve

Model (a) (equation (4.1)) was studied by Bégin and Raulier (1995) in Quebec, a

41



nonlinear equation considering average height (H) and DBH (D):

D
H=13+—; — (4.1)
72+ B % (D - D)

where D and H represent the average DBH and the average height at plot level.

Equation (4.1) can be rewritten as:

D D
H-13 H-

5 =6+(D-D), (42)

Since DBH is the diameter at 1.3-meter height of a tree, the inverse of the ratio

72— is called “form factor” in forest management. Equation (4.2) shows that we can
use the difference from the mean in DBH on the RHS to explain the ratio difference
from a “mean tree” appearing on LHS. We use the nonlinear fitting procedure PROC
NLIN (SAS/STATS User’s Manual 1999) to fit the model and the results are shown

in Figure 4.6 and Figure 4.7:

HOTE: An intercept was not specified for this nodel.

Sum of Mean fipper oK
Souroe OF Souares Saguare F Value Pr > F
Model 1 17597210 17597210 8500236 <.0001
Error 52686 109071 2.0702
Uncorrected Total 52687 17706280

Figure 4.6: H-D(a): ANOVA

fpprox
Parameter Estimate Std Error fipproximate 958 Confidence Linits

beta2 0.0293 0.000097 0.0231 0.0295

Figure 4.7: H-D(a): Parameters Estimates

42



Model (b) was studied by Huang S. (1994) in Alberta, an exponential equation

with three parameters (a, b, c):
H=134+ax(1—e D)

We use the same procedure to fit the model and the results are shown in Figure

4.8 and Figure 4.9,

NOTE: An intercept was not specified for this model.

Sum of Heon Approx
Bource DF Bauares Bauare F Yalue Pr > F
Model 3 17329556 5776519 807833 <.0001
Error 52684 376724 7.1506
Uncorrected Total 52687 17706280

Figure 4.8: H-D(b): ANOVA

The NLIMN Procedure

Apprax
Par ame Lo Eat inate Std Error fipproximate 958 Confidence Limits
a 29.7605 0.2854 29.2012 30.3199
b 0.0503 0.00137 0.0476 0.0530
c 1.1578 0.0184 1.12186 1.1933

fipproximate Correlation Matrix
] 4] ™

a 1.0000000 =0.9813477 -0.9233978
b ~0.9813477 1.0000000 0.9784506
c -0.9233978 0.9784506 1.0000000

Figure 4.9: H-D(b): Parameters Estimates

The fitting procedure is relatively easy due to the large amount of data. We will
see which one is more appropriate to our data. Two methods are presented here to
compare the estimates: graphing techniques and statistics test.

Figure 4.10 shows the graphs for both models: observed height vs predicted height
and residuals vs. predicted height. It is obvious that both models are unbiased, while
model (a) has less variability than model (b);
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Figure 4.10: H-D: Validate models

Statistics tests: the mean square error for model (a) is 2.0702 as shown in Figure
4.6 and for model (b) is 7.1506 in Figure 4.8.

Model (a) being superior to model (b) for PSP data indicates that trees with same
DBH may have different height due to the plots they were located. Trees with a given
DBH in the bigger average DBH ( hence higher average height) plots will be higher

than those with the same DBH value but in smaller average DBH plots.
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4.3 Climate-sensitive site index model

Forest site productivity is sensitive to local climate. We try to find some parameters
to represent this sensitivity through the use of a process-based model, StandLEAP,
which provides stand biomass accrual as an output with climate input. Since climate
is plot-specific, these parameters were calibrated at the plot level. Maximum annual
increment in biomass is a good indicator of site index, but since about 2/3 of the
plots in studies have passed their age with maximum increment, we used the curve
of the Mean Annual Increment (MAI) as a function of mean stand age instead. MAI
is defined as aboveground merchantable biomass/mean stand age. We simulate the
evolution of aboveground biomass for a certain number of years (here we tried 150),
as we can see from Figure 4.11, the shape of the curve is quite regular. For this effect,
we use a power equation

MAI = a  age® * c*9°

to model MAI and the results show that over 345 plots in studies, 294 plots converge
with a pretty good fit (R? are 86% or higher). The good fit quality at this step is
quite important. Otherwise, we would need to find other equations. After that, we

use the parameters we got before (a, b, ¢ at plot level) for calibrating a site index
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model.
The site index (SI) model is defined as a function of the parameters and the stand

density factor (SDF*)

SI =pg+ P, xlog(a) + Po % b+ Ps * SDF + P,y x (SDF x log(a))

We removed parameter c, because b and ¢ were strongly correlated (-0.93).

From Figure 4.13, Figure 4.14 and Figure 4.15, we can see the site index model
is unbiased, with good fitness for the statistics and the residuals are homogeneous,
around 75% of the variance is explained by the model. We accept the model for the

following analysis.
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Figure 4.11: SI: Fit of MAI models by plot
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Hond inear SUR Paraneter Estinates

Approx Approx
Paraneter Estimate Std Err t Value Pr » it} Label
PO 14.62558 0.3510 41.66 <.0001 PO
pa 4.27248 0.1810 23.60 <.0001 pa
Pb 15.71256 0.7041 22.3 <.0001 Pb
Ps -0.00114 0.000100 -11.40 <.0001 Ps
Psa =0.00009 9.644E-6 -9.72 €.0001 Psa
Figure 4.12: SI: Parameter Estimates
Hond ingar SUR Sumnary of Besidual Ervors
DF DF adj
Equat ion Hodel Ervror 88k MBE H~Square R~8g
si_bh 5 289 571.0 1.9758 0.7482 0.7447
Figure 4.13: SI: Goodness of fit
1
2 P
.
5 LR v
B o .
g5t BEPRY
A o y=x
O i - R =0.7482
]
54
1 t t 4 + +
[ & 14 13 P & ki
Pradicted 8l
Figure 4.14: SI: Observed vs. Predicted
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Figure 4.15: SI: Residuals vs. Predicted

49




4.4 Average site index series

We simulate aboveground biomass for 100 years with StandLEAP under each of the
climate year (1901 - 2000). In the following step, we estimate parameters a, b, ¢ in
the model MAI = a * age® x ¢®° for each plot and year. We then use the climate-
sensitive site index model built in Section 4.3 to calculate, plot by plot, the evolution
of site index as a function of climate. After averaging site index over all the plots,
we get a series of average site index per climate year. This series gives a rough idea
of the character of the area (Figure 4.16). The curve of average site index-standard
deviation is also given in the figure to show the variability of the data. The linear

trend is obtained from a linear regression.

average i {

145 g v T v d
1808 1929 1348 1984 1850 20090

Year

Figure 4.16: Average site index series
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All figures given below are generated by PROC ARIMA, a procedure developed
directly from the Box-Jenkins methods for fitting ARIMA models (SAS/ETS User’s

Manual 1999).

4.4.1 Identification

First, we can have a general idea of the data we are going to work with and the basic

statistics in Figure 4.17.

The ARIMA Procedure
Hame of Variable = si_avg
Mean of Horking Series 16.60842

Standard Deviation 0.253348
Humber of Observations 100

Figure 4.17: Identification: Descriptive Statistics

We start by examining the estimated ACF and PACF for the undifferenced data
in Figure 4.18 and Figure 4.19.

Estimated ACF falls to zero slowly (Figure 4.18), indicating that the mean of the
data is nonstationary.

We then use augmented Dickey-Fuller test and Phillips-Perron test to detect sta-
tionarity.

We use the single mean type in Figure 4.20 because we are testing the mean
stationarity. And we failed to reject the nonstationary hypothesis at 5% level by
T — test. This is consistent to what the ACF showed. But Phillips-Perron test gave

different results (Figure 4.21).
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Figure 4.18: Identification: Autocorrelation Function

However, by considering all the tests, it is hard to accept that the site index series
is stationary.

We use a Ljung-box test to see if the series can be associated to a white noise.
The null hypothesis is that none of the series up to a given lag is significantly different
from 0. If it is true, then the series is a white noise and no ARIMA model is needed
for the series.

P-value up to lag 24 of the autocorrelation is significant at a .0001 level (Figure
4.22). So the null hypothesis is rejected very strongly, as expected.

Differencing is applied afterwards to check if it can change the series into station-
ary.

We can see that after the differencing, the ACF falls to zero very quickly, a good
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Partial Autocorrelations

Lo Correlation -1 9876543210123 45B7891
1 0.34486 . LELE L]
2 0.18557 . LL LS
3 0.30354 . Rk ok
4 0.19080 . LELL
5 0.01828 . .

6 0.10696 . L LI
7 0.05077 . *
8 0.04756 . ®

9 0.00433 . .
10 0.07741 | . L LN
11 0.04052 . ¥
12 =-0.13730 RLL

13 -0.06850 . *

14 0.01104 .

15 ~0.03014 . #

16 -0.03104 . % .
17 0.04390 . ¥,
18 0.12808 . LLLIN
19 =-0.06376 P .
20 -0.01724 .

21 0.04773 . *
22 -0.,08429 LE

23 -0.04383 *

24 -0.04695 *

Figure 4.19: Identification: Partial Autocorrelation Function

Augmented Dickey-Fuller Unit Boot Tests

Type Lags Bho Pr ¢ Bho Taus Pr < Tau F Pr > F
Zero Hean 3 0.0271 0.6870 0.56 0.8363
4 0.0213 0.6857 0.47 0.8155
5 0.0182 0.6849 0.46 0.8129
Single Mean 3 =-11.8970 6.0765 -2.29 0.1766 2.4 0.3641
4 -10.3824 6.1131 =2.02 0.2791 2.16 0.5261
5 -7.8098 0.2168 -1.71 0.4236 1.58 0.6721
Trend 3 =47.3949 0.0003 =-3.684 0.0185 7.39 0.0264
4 -64.3488 0.0003 ~3.85 0.0179 7.43 0.0254
5 =71.4586 0.0003 -3.6% 0.0306 6.70 0.0446

Figure 4.20: Identification: Augmented Dickey-Fuller Test

sign for a stationary series (Figure 4.23).

Notice that the PACF (Figure 4.24) after lag 3 falls within the two standard
deviation region. So we can guess the value of p is 3, if it is a AR(p) model.

Figure 4.25 and Figure 4.26 show that both augmented Dickey-Fuller test and
Phillips-Perron test indicate a stationary series after the first differencing.

Figure 4.27 indicates that the white noise hypothesis is still rejected. In case of

a white noise (p-value > 0.05), we could have concluded that the first-differenciated
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Phillips~Perron Unit RBoot Tests

Type Lags Bho Pr < Bho Tau Pr « Tau
Zero Mean 3 0.0069 0.6825 ¢.08 0.7071
4 0.0070 0.6825 0.09 0.7080
5 0.0078 0.6827 0.11 0.7153
Single Hean 3 =-68.2858 0.0009 -6.499 <.0001
4 =75.6316 0.0009 =7.20 <.0001
5 -81.1897 0.0009 =-7.37 <.0001
Trend 3 ~97.9023 0.0003 =-9.61 <.0001
4 =101.626 0.0001 =-9.63 <.0001
5 =-102.581 0.0001 -9.64 <.0001
Figure 4.21: Identification: Phillips-Perron Test
The GRIMA Procedurs
futocorrelation Check for Hbhite Hoise
To Chi= Pr %
Lan Sauare jug ChiSq fatocoreeliations
6 69.21 1 <.0001 0.345 0.282 0.402 0.371 4,247 0.312
12 110.32 12 <.0001 0.297 0.260 0.230 0.285 0.254 0.110
18 126.31 18 <.0001 0.133 0.191 0.108 0.074 0.150 0.196
24 130.68 24 <.0001 0.049 0.078 0.152 0.018 =0.007 0.045

Figure 4.22: Identification: White Noise Test

site index time series followed a random walk process. No ARIMA model would then

have been necessary for estimating it.

4.4.2 Estimation and diagnostic check

After getting an stationary series, we use the Box-Jenkins method to determinine the
value of p and ¢ in an ARIMA(p, d, g), here d = 1 as we discovered before.
The basic idea to find tentative models using Box-Jenkins method is to try a series
of p and ¢ values. If the set of (p,q) can pass the statistical tests, we accept it as
a tentative model. Then we analyze the tentative models in detail and compare the
statistics to select the best model. We implement four methods to tentative determine
the values of p and ¢ of an ARMA models — ESACF, SCAN, ODQ and CORNER.
The Extended Sample Autocorrelation Function (ESACF) and The Smallest CANon-
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Figure 4.23: Identification(1st difference): Autocorrelation Function

ical (SCAN) methods were proposed by Tsay and Tiao (1984, 1985). The procedures
were built in PROC ARIMA.
The Order Determination Quantity (ODQ) was proposed by Zhang H.M and Wang
P. in 1994. It discussed the case separately for ODQ > 0 and OD@Q < 0 instead
of minimizing. The corner method was proposed by Beguin et al. in 1980. The
procedures of ODQ and corner methods were implemented by Dominique Ladiray?!.
- By checking convergence and residuals, two models pass the tests: ARIMA(1,1,1)
and ARIMA(3,1,0). Table 4.1 Compares the statistics. ARIMA(1,1,1) wins for
smaller variance, AIC and SBC.

The estimation of an ARIMA(1,1,1) is given in Figure 4.28. the parameter es-

Yhttp : [ /www.unige.ch/ses/sococ/edasas/MacrosSAS.pdf Dominique LADIRAY : Diverses

Macros SAS: Analyse Exploratoire des Donnees, Analyse des Series Temporelles .
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Partial futocorrelations

f.ag Correlation «} 87654321 012345678891

1 -0.45725 LEEEE L L]

2 =0.,44044 LEEE LS

3 -0.27663 LELLLL

4 =-0.07810 . kR
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B ~0.10131 L .

7 =0,09834 . KK .

8 -0.06172 . X .
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10 -0.09363 L .
11 0.09724 . *%
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13 =-0.04433 .

14 0.00590 .
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Figure 4.24: Identification(1st difference): Partial Autocorrelation Function

fiugnented Dickey-Fuliler Unit Ropt Tesis

Type Lags fho Pr < Rho Tau Pr < Yo ¥ Pr > F
Zero Mean 3 450.9296 0.9999 -7.56 <.0001
4 183.1439 0.9999 -6.73 <.0001
s 111.7496 0.9999 ~-6.06 <.0001
Single Mean 3 434 .7644 0.5999 =7.55 <.0001 28.50 0.0010
4 179.5716 $.9999 -6.72 <. 0001 22.59 0.0010
S 108.6366 0.9999 -6.08 <.0001 18.51 0.0010
Trend 3 434.7866 0.9999 -7.50 <.0001 28.16 0.0010
4 179.9844 0.9999 ~6.68 <. 0001 22.34 0.0010
S 108.6309 0.9933 -6.05 <. 0001 18.30 0.0010

Figure 4.25: Identification(1st difference): Augmented Dickey-Fuller Test

timated for MA1 is almost 1. This can be dangerous, since PROC ARIMA tends
to converge on the invertibility boundary if the data are differenced and a moving
average model is fit (SAS/ETS User’s Manual 1999). Recall that the condition for a
MA(1) to be invertible is }%} > 1, we should be very careful with a coefficient value
around 1. We try other computational methods, unconditional least squares (ULS)
and maximum likelihood (ML). But the results do not improve. We cannot even get
convergence with ULS. We estimate the ARIMA(3,1,0) model with three methods.

The results show that there is very little differences in parameter estimates among
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Phillips-Perron Unit Boot Tests

Type Lags Bho Pr { Bho Tau Py { Tau
Zero Mean 3 -118.142 0.0001 -22.25 <.0001
4 -117.523 0.0001 -22.64 <.0001
5 -115.021 0.0001 =24 .59 <.0001
Single Mean 3 -118.088 0.0001 -22.16 <.0001
4 -117.458 0.0001 -22.56 <.0001
5 ~-114.942 0.0001 -24.52 <. 0001
Trend 3 -118.128 0.0001 -22.03 <.0001
4 -117.503 0.0001 =-22.42 <.0001
5 -114.984 0.0001 -24 .37 <.0001

Figure 4.26: Identification(1st difference): Phillips-Perron Test

Autocorrelation Check for White Moiss

T Lhi- Pro»
Lag Suare BF RIS o se i m ono o e on Autocorrelat ions
6 27.88 6 <.0001 -0.457 -0.139 0.117 0.076 =0.145 0.051
12 31.72 12 0.0015 0.020 -0.006 -0.063 0.9061 0,093 -0.130
18 3v.22 18 0.0049 -0.027 0.113 -0.045 -0.087 0.030 0.147
24 45.05 24 0.0057 =0.141 -0.033 0.163 -0.083 -0.060 0.059

Figure 4.27: Identification(1st difference): White Noise Test

the methods, and the residuals from each method are white noises. So it is safer to
take ARIMA(3,1,0) model.

Figure 4.29 to Figure 4.31 show the results of estimation for ARIMA(3,1,0) model.
Figure 4.29 gives the parameters and test statistics of the estimation for ARIMA(3,1,0)
model using the conditional method. Figure 4.30 shows the residuals check using
Ljung-box statistic and the white noise hypothesis cannot be rejected. Figure 4.31

gives the form of the model and the estimated mean is 0.004323 m.

4.4.3 Forecasting

Finally, the 50-year ahead forecasting is given by Figure 4.32 together with a 95%
confidence interval. The increasing trend is obvious and will continue for a certain

period of time.
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Conditional Least Sguares Estination

Seandard
Paraneter Esxtinate Error
M 0.00387228 O 00089773
HAl,1 4. 9484949 ¢. 084860
AR 1 006087 0. 10566

Constant Estinate
Var iance Estinate
ggg Ervor Estisate

SBC
Number of HResiduais

% Yalue

42.89
0.58

0. 0084386
0. 846508
V. 215648
«14.0814

~1 2,066

Appreox
Proy it

0.0002
<.0001
0.5668

49
AL and 8B do not include log deterainant.

Figure 4.28: Estimation: ARIMA(1,1,1) Parameter Estimates

Conditional Least Sguares Estimation

Standard

Paraneter Estimate Error
MU 0.0043229 0.0081644
AR, 1 -0,80932 0.09874
fAR1,2 -0.67462 0.11252
nR1,3 -0.30446 0.10141

Constant Estimate
Variance Estimate
§td Error Estimate
AlC

8BC

Number of Hesiduals

t Value

0.53
-8.20
-6.00
=-3.00

0.012054
0.050433
0.224574
-10.8565
-0.47602

93

Pr

Bpprox
> it

0.5977
<. 0001
<.0001
0.0034

¥ AIC and SBC do not include log determinant.
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WN =D

Figure 4.29: Estimation: ARIMA(3,1,0) Goodness of fit
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ARIMA Variance STD AIC SBC

(3,1,0) 0.050433 0.224574 -10.8565 -0.47602

(1,1,1) 0.046503 0.215646 -19.8514 -12.066

Table 4.1: Estimation: models comparation

Autocorrelation Check of Aesiduals

Ta Chi- Pr >
Lay Douare DF CHISH v o e o o e on oo Autocorre lak jons
6 4.84 3 0.1842 -0.022 -0.070 -0.109 =-0.142 -0.087 =-0.035
12 8.23 9 0.5111 -0.049 0.026 0.042 0.081 0.079 =-9.111
18 11.91 15 0.6860 -0.083 =-0.005 -0.066 -0.052 0.018 0.126
24 15.52 21 0.7962 =-0.040 ¢.027 0.100 -0.069 =0.101 =-0.025

Figure 4.30: Estimation: ARIMA(3,1,0) Residuals check

Model for variable si_avg
Estimated Mean 0.004323
Period(s) of Differencing 1

futoregress ive Factors

Factor 1: 1 + 0.80932 B**(1) + 0.67462 B¥*(2) + 0.30446 B**(3)

Figure 4.31: Estimation: ARIMA(3,1,0) Models for average site index
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Figure 4.32: Forecasting: ARIMA(3,1,0) Models for average site index
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Chapter 5

Discussions and future work

5.1 Height-DBH model

The height-DBH model studied by Bégin and Raulier (1995) gives a reasonable expla-
nation in forest science. and it has passed the main statistical tests. By graphing, it
looks unbiased, and has less variability than model (b). It seems to be a good model.

However, if we carefully look at the model (Equation (4.1)),

H=13+ 5 D =7
m+ﬂ2*(D"D)

we can find that the average height appearing on RHS as a regressor is a function
of the response, height. This violates the assumption that the regressor should be
observed independently of the response.

In fact, if we add one more parameter () to replace the problematic item,

D

=13+ o (D= D)
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it also gives a pretty good estimate (Figure 5.1). Though it has greater mean squared

error than Equation (4.1), it is more statistically acceptable.

Sum of Hean fperox
Bowrce DF Buueres Sauare F Value Pr 3 F
Mode1 2 17355521 8677760 1303423 <.0001
Error 52685 350759 6.6577
Uncorracted Total L2687 17706280
fpprox

Paraneber Estimate Std Ervor fipproxinate 958 Confidence Limits

betal 1.1471 0.000771 1.1455 1.1486

beta? 0.0292 0.000163 0.0289 0.0295

Figure 5.1: H-D(revised): Estimated parameters

Another minor problem with H-D model is, that the observations within a plot
are not independent, but this problem can be negligible due to two facts: Only a few
trees were selected for the height measurements in each plot. Compared to the large
amount of data in the whole data set, the within plot dependence among trees is
small; We could have kept only one tree in a plot to remove the intrinsic dependence.
But the sampling itself could also have brought a bias to the model.

However, despite of all these practical issues, Bégin and Raulier (1995) have shown
that, the one-parameter model ((Equation (4.1)) is better than the two-parameter

model (Equation (5.1)) through jack-knife procedure.

5.2 Climate-sensitive site index model

Let us review the climate-sensitive site index model developed in section 4.3. Figure
4.14 is put here for convenience.

Site index values vary from 8 m to 22 m in our model. This variability is compa-
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Figure 5.2: SI: Observed vs. Predicted

rable to the values appearing in Huang et al. (2001)’s yield tables for lodgepole pine
~ stands in Alberta. In Huang’s tables, fifteen site index classes are given (6 m - 25 m),
the difference between the site index classes is by 1 meter from 10 m to 20 m. This
is to say that the data used for calibrating our climate-sensitive site index model has
covered most of the observed range for the pure logdepole pine plots in Alberta PSP,
hence insuring some reliability. The wide range of values assure us to have included
sufficient information in the model.

The range problem may happen if for any reasons the data was missing for a
period of value range. This is possible due to lack of measurement of age or other
\}ariables for StandLEAP. An extreme case could have happened if we only have data

at the two ends and we could not have drawn right conclusion on such a narrow range.
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5.3 Some problems with unit root tests

The ADF and PP tests are asymtotically equivalent but may differ substantially in
finite samples due to the different ways they correct for serial correlation for high order
ARMA models. Schwert (1989) found out that if Ay, has an ARMA representation
with a large and negative MA component, the ADF and PP tests are severely size
distorted (reject I(1) null much too often when it is true) and that the PP tests
are more size distorted than the ADF tests. Perron and Ng (1996) suggested useful
modifications to the PP tests to reduce this size distortion.

In general, the ADF and PP tests have very low power against I(0) alternatives
that are close to being I(1). That is, unit root tests cannot distinguish highly persis-

tent stationary processes from nonstationary processes very well.

5.4 Time series analysis methods

5.4.1 Box-Jenkins method

The univariate Box-Jenkins approach is not the only way to analyze time series. We
choose it as the principle method because it has three advantages over many other

traditional methods (Pankratz 1983):

1. The concepts associated with univariate Box-Jenkins models are derived from

a solid foundation of classical probability theory and mathematical statistics.

2. Box and Jenkins have developed a strategy that guides the analyst in choosing
one or more appropriate models out of the large family of ARIMA models.
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3. It can be shown that an appropriate ARIMA model produces optimal univariate
forecasts. That is to say that no other standard single-series model can give

forecasts with a smaller mean-squared forecast error.

However, the univariate Box-Jenkins method has its own restrictions, like any other

statistical methods, even though it has been more widely used than the others:

Short-term forecasting This is because most ARIMA models place heavy empha-

sis on the recent past rather than the distant past;

Data type The univariate Box-Jenkins method only applies to stationary data spaced
at a discrete equally time interval. and the observation in the series are assumed

to be sequentially related.

Sample size Building an ARIMA model requires an adequate sample size, Box-

Jenkins method requires at least about 50 observations.

And also, as we have known before, if the time series is not correlated, no ARIMA

model can fit the series.

5.4.2 Spectral analysis

In spectral analysis, a data series can be expressed by the finite Fourier transform.

The Fourier transform decomposition of the series y; can be written as:

q
_ % + Z [axcos(2mwyt) + brsin(2mwyt)]
2 =
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where

N is the number of observations in the series;
g  is the number of frequencies in the Fourier decomposition:
q = [N/2], where [.] denotes the integer part;
ag is the mean term: ay = 27;
a,  is the cosine coefficient;

br  is the sine coeflicient;

wy  is the Fourier frequencies: wy = _Jl_\c[_
The amplitude periodogram Ji is defined as:
N
Jip = E(ai + %) k=1,2,..q. (6.1)

If we allow the frequency w to vary continuously in the range 0 to 0.5 cycle, the

definition of periodogram in (5.1) is referred as sample spectrum (5.2).

I{w) = %r—(af, +b2). 0<w< -;— (5.2)

The autocovariance and sample spectrum are in fact transformable, as shown in Box

and Jenkins (1994).

N-1
1

Iw) =29 +2)_ Akcos(2mwk)| 0<w< =
k=1 2

where 4y is the variance of the series and 4; is the autocovariance at lag &k defined in
Section 3.2.3.
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Another application of the spectral analysis is to identify periodicities in the time
series using periodograms Ji. This can be done by PROC SPECTRA, one of the
procedures used for spectral analysis. More details can be found in SAS/ETS User’s
Manual (1999).

A preliminary result showed that there is a 3.4-year cycle existing in the increment
of average site index series (Figure 5.3). To explain how and why this cycle is formed

may involve more exploration in the climate-related studies.

Figure 5.3: Spectra: Periodogram vs. Period

Other empirical methods like spline or interpolation have applications in some
area of time series analysis. But compared to Box-Jenkins method, they are derived

in more of an ad hoc or intuitive way.

5.5 Two general issues in forest modelling

Due to the increasing applications of models in decision making, model credibility

is becoming increasingly important in forest management. Model validation and
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usefulness are two general questions which have called more and more attentions to

both model builders and model users.

5.5.1 Model validation

Model validation is one of the most effective ways to enhance model credibility.
Basically, the goals of model validation is to ensure that model predictions reflect
the most likely outcome in reality and gain sufficient confidence about a model. The
idea behind a model validation seems simple, while it is in fact one of the most complex
topics associated with model building. Huang et al. (2003) studied in detail model
validation in growth and yield models and suggested a “comprehensive” approach. It

involves

1. independent validation data;

2. graphical validation;

3. calculation of validation statistics;

4. examination of the biological and theoretical validity;

5. environmental factor;

6. consideration on the practicality and operability of a model;

7. a third party validation.

The “comprehensive” method may seem applausible, but it cannot always be

carried out completely due to practical reasons. Usually, graphical validation and
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statistical tests are the two most commonly used methods. Other options are also
used from time to time by modelers.

“Cross-validation” , a method that reserves a certain portion of data for validation,
seems to be a reasonable method. It mostly validates the sample scheme. But it is
not recommended for model fitting (Kozak et al 2003).

Checking the assumptions of the statistical tests before applying them is impor-
tant. Otherwise, we may get conflicting answers from different statistical tests with
the same goal. But it is not always easy to decide which test to take because of
the limitation of our knowledge on the data. A “smart” way could be to selectively
choose the tests that best suit our purposes. This can increase the confusion during

validating,.

5.5.2 Utilizing models: What kind of models are really ex-
pected?

More and more foresters recognize that forest models play a crucial role in forest
management decision making. However, some models can only be used for research
even though they have been well validated. Many models emphasize modelling for
prediction instead of modelling for understanding, which results in a large gap between
models in theory and models in practice.

What kind of models are really expected in reality? According to Aramo (2003):
modelers are called on to develop models that address more of the operational con-

cerns, and to build models that can solve real world problems. Simple and practical
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models are more appreciated than complex and idealistic models. The ideal mod-
els should be relatively easy to use, have reasonable statistical testing values, and
are fairly consistent and robust under the wide range of conditions that one may
encounter in practice.

Decision makers care more about the overall performance of a model. Good in-
dividual models do not necessarily result in good overall performance, partial due to

an incomplete understanding of the interactions among the model components.
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Chapter 6

Conclusion

Most of growth and yield models currently in use assume that past growth conditions,
soils, climate and disturbance regimes, stay relatively stable in the foreseeable future.
This seems unlikely, however, for lodgepole pine in the Permanent Sample Plots in
Alberta, either by observations or the analysis we made in this study. The climate
warming could be partially responsible for the average site index increase. As a result,
traditional models might provide unreliable results in forecasting future yields.

The increasing trend we observed in Section 4.4 is important, though the annual
increment of 4.323 mm may seem small comparing to a height of 16 meters. To gain
1 meter of increment will take over 200 years (1 meter is the difference of site index
class of the growth and yield tables in Huang S. (2001)). But if we consider the
time scale, 100 to 200 years, on which a forest management plan is made, or that an
average lodgepole pine can live up to 400 to 600 years, the influence is significant.

The period for the accumulation of the increase can most probably be shorten

considering that the climate data we used for the analysis were interpolated from 1930
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to 1990, and the temperature could increase more rapidly in the following century
based on IPCC assessment report. So it is logical to expect that the influence from
climate changes in reality will be stronger than what was predicted by our analysis.

The present study is an important attempt to discover the regional climate influ-
ence on the forest productivity. We believe that with the ongoing developments in
climate data interpolation techniques, more detailed processed-based models will be

developed to capture future growth trend under a warmer climate.
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Appendix A

Glossary of terms

A few terms definition in forest management we have used in this text.

Basal Area

Biomass
Breast height
Breast height age

DBH
Stand density factor
Top height

Site index
Hardiness zone

the area of the cross-section of tree stems.

The value for a tree is m x (DBH/2).

the dry weight of all organic matter in a tree.

the standard height, 1.3 m above ground level.

total age less the year that a tree takes to attain

the height of 1.3 meters.

the stem diameter of a tree measured at breast

height, 1.3 meters above the ground.

the stand density at a reference breast height

age of 50 years.

the average height of the 100 largest diameter trees per hecta.
the top height at 50 years breast height age.

The Plant Hardiness Zones map outlines the different zones in
Canada where various types of trees, shrubs and flowers will
most likely survive. It is based on the average climatic
conditions of each area.
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