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ABSTRACT

Multistage Linear Multiuser Receivers: Large-System

Design and Analysis

Mohsen Ghotbi, Ph. D.
Concordia University, 2005

This thesis introduces an analytical method for large-system design and anal-
ysis of multistage linear multiuser (MLMU) receivers for direct-sequence (DS-) code
division multiple access (CDMA) systems. The figure of merit to evaluate perfor-
mance is the signal to interference plus noise ratio (SINR) that is calculatéd for a
case where the number of active users and the processing gain tend towards infinity,
while their ratio remains finite. The large-system performance will be a function of
the number of the interference cancellation stages, the moments of the eigenvalues
of the covariance matrix, the system load and the SNR. Compared to other recently-
proposed methods, our proposed method offers a more efficient approach to finding
the large-system performance by introducing a new expression for the covariance
matrix of the interference term. A simplified multistage scheme to estimate the
multipath channel gains is also introduced. It will be shown that by applying this
new method method for data detection and channel estimation, the performance

of the MLMU receiver will converge to that of the minimum mean-squared error

(MMSE) receiver.
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Chaptér 1
Introduction

1.1 Multiple Access Schemes

The main goal of using multiple access schemes is to share a limited network resource
among different users as efficiently as possible. There are three major multiple access

techniques, each of which will be explained as follows.

The first type of multiple access technique is Frequency Division Multiple
Access (FDMA). In this method, the available frequency band is divided among
the users and they are supposed to transmit their data simultaneously. Hence, the
whole bandwidth consists of non-overlapping slots of frequency and each slot is

assigned to one user (Figure 1.1).

The second type of multiple access technique is Time Division Multiple Access
(I'DMA). In this approach, users are aligned in time slots rather than frequency
slots. These time slots are non-overlapping to each other to provide no interference

from one user to another. Figure 1.1 shows a simple picture of this scheme as well.
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Figure 1.1: FDMA and TDMA techniques.

The main drawback of both FDMA and TDMA is that they are hard-capacity
limited. This means thafc after filling up the available frequency bands or time slots,
adding new users is not possible since all the available frequency bands or time slots
have already been allocated to the existing users. In order to overcome this issue,
Code DiviSién Multiple Access (CDMA) as a candidate for providing soft capac-
ity limit has emerged (see [1] and references therein). This technique has become
popular in the telecommunications industry due to its exceptional properties such
as multipath diversity, narrowband interference rejection and low probability of in-
terception. These properties make CDMA a promising air interface for satellite and
wireless communications since all users share the available bandwidth simultane-
ously. In CDMA, a unique signature sequence or waveform is assigned to each user.
‘Such signature sequences have a bandwidth well beyond that of information data.
Coding the data with these signature sequences results in spread spectrum commu-
nication. The number of signature sequence pulses (chips) in one bit duration is

called the processing gain.
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Figure 1.2: A DS-CDMA technique, a) pure CDMA, b) CTDMA (CDMA &
TDMA).

Among spread-spectrum techniques, the most popular one is the Direct-Sequence
(DS-) CDMA, where each active user’s data is modulated (multiplied) by a unique
signature sequence. Figure 1.2 shows such a scheme where a hybrid technique as a
combination of CDMA and TDMA is also introduced as an evolutionary technique
since present-day satellite communications are mostly based on the TDMA tech-
nique. When the signature sequences in CDMA are not orthogonal, each user will

suffer from Multiple Access Interference (MAI) originating from other users.



1.2 Multiuser Detection

In order to cancel or mitigate the effect of the MAI, Multiuser Detection (MUD)
is proposed where the information of other users is employed in order to recover a
more accurate version of users’ data to be detected or fed to a soft error-control
decoder. Several multiuser receivers have been proposed in the literature. In [2],
Verdu devised an optimal Maximum Likelihood (ML) receiver. The complexity of
the ML multiuser receiver grows exponentially with the number of users. This type
of receiver becomes too complicated to be implemented, e{}en when the number of
active users is low. Therefore, the goal of suppressing or mitigating the MAI has
been compromised in order to find schemes that sacrifice optimality for the sake of
implementation feasibility. As a result of such endeavors, some suboptimal multiuser
receivers have been introduced. /

Among suboptimal multiuser receivers, linear multiuser receivers are of special
interest since they offer a simple circuitry by applying a linear transformation on the
receivedvsignal in order to estimate the transmitted data. The most popular linear
receivers are decorrelator and Minimum Mean-Squared Error (MMSE) receivers.
In these receivers, the calculation of the inverse of the covariance matrix of the
signature sequences is needed. This calculation becomes more chplicated when a
large number of users attempts to share the available channel. Therefore, an approx-
imation of the inverse of the covariance matrix by admitting a small degradation in

performance merits special attention.

1.3 Large CDMA System

Recently, the analytical studies about linear multiuser receivers such as single-user
matched-filter (SUMF), minimum mean-squared error (MMSE) and partial parallel

interference cancellation (PPIC) receivers have attracted a lot of attention. These



studies are usually done for a case where the number of active users and the process-
‘ing gain tend towards infinity while their ratio remains finite. The reason for the
attention paid to the large-system scenario is that in this case, the performance has a
closed-form expression. Therefore, large-system assumption makes the performance
easier to track analytically. The figure of merit to evaluate the performance is the
Signal-to-Interference-plus-Noise Ratio (SINR). For more details on large CDMA

system one can refer to [3]-[27].

1.4 Objective

The objective of this thesis is large-system design and analysis of an efficient multi-

stage linear multiuser receiver (MLMU) for different channel conditions.

1.5 Contributions

The contributions to this thesis are as follows:

e We present an explicit formula for the PCF that is a function of the moments
of the eigenvalues of the covariance matrix of the signature sequences. By
employing the presented method, there is no need to know the number of
interference cancellation stages a priori. Moreover, the calculated PCFs are
applied as they are without any need for ordering. Finally, since the PCFs are
explicit functions of moments of the eigenvalues of the covariance matrix, the

circuitry will be even simpler.

e We find an explicit expression for the SINR of a CDMA system with a PPIC
receiver when the users arrive at the receiver with different power levels by

applying a constant PCF.



e We introduce a multistage linear PPIC receiver whose performance will con-
verge to that of the MMSE receiver by applying a variable PCF. We analyze
the large-system performance of our proposed scheme and compare it with that
of the existing schemes. It will be shown that the large-system performance is

a function of the moments of the eigenvalues of the covariance matrix.

o We introduce a new tool for large-system design and analysis of the MLMU
receiver for a multipath fading channel by taking a simpler and more efficient

approach.

e We evaluate the performance of the multistage PPIC receiver for an asyn-
chronous user CDMA system through numerical simulations of the random
covariance matrix of the signature sequences. The investigating receiver is
suitable for a satellite system with CDMA or a combination of CDMA and
TDMA, which is referred to as slotted CDMA in [28].

1.6 Organization

This thesis continues as follows:

Chapter 2 gives an overview of multistage linear multiuser (MLMU) receivers.

Chapter 3 introduces an easy-to-compute expression for finding the optimum
partial cancellation factors (PCF) for the multistage linear partial parallel interfer-
ence cancellation (PPIC) receiver. These factors are found in a DS-CDMA system
over additive white Gaussian noise (AWGN) and frequency-flat fading channels for
a large-system case. It will be shown that the expression for the PCF is a function of
the moments of the eigenvalues of the covariance matrix, the number of interference
cancellation stages, the system load (users per chip) and the signal to noise ratio
(SNR).

Chapter 4 introduces an analytical tool for finding the large-system perfor-

mance of a multistage linear PPIC receiver using the moments of the eigenvalues

6



of the covariance matrix of the spreading sequences for a CDMA system over a
frequency-flat fading channel by applying a constant PCF. The figure of merit to
evaluate the performance is the signal-to-interference-plus-noise ratio (SINR) that
is calculated under a large-system condition. It is shown that the large-system per-
formance is a function of the system load, the partial cancellation factor (PCF), the
number of interference cancellation stages, the SNR and the received powers of the
interfering users. Furthermore, for practical applications, the physical meaning of
the large system will be described by numerical simulations.

Chapter 5 introduces a multistage linear PPIC receiver with a variable PCF
whose performance converges to that of the minimum mean-squared errér (MMSE)
receiver. It is shown that the large- system performance is a function of the num-
bef of the interference cancellation stages, the moments of the eigenvalues of the
covariance matrix and the SNR.

Chapter 6 introduces a simple method for large-system design and analysis of
a multistage linear multiuser (MLMU) receiver for a DS-CDMA system over a mul-
tipath fading channel. Compared to recently-proposed methods, our method offers
a more efficient approach to analyzing the large-system performance by introducing
a new expression for the covariance matrix of the interference. In addition, a simple
multistage scheme to estimate the multipath channel gains is introduced.

Chapter 7 introduces a low-complexity multistage linear PPIC receiver for
an asynchronous DS-CDMA system. This receiver is suitable for satellite systems
using either CDMA or a combination of time division multiple access (TDMA)
and CDMA. The optimum performance of the investigating receiver will be es-
tablished by adjusting different system parameters such as the partial cancellation
factor (PCF), the number of interference cancellation stages, the system load and
the SNR.

Finally, Chapter 8 concludes this thesis and gives some directions for further

research.



Chapter 2

Multistage Linear Multiuser

Receivers: An Overview

In order to avoid the covariance matrix inversion, one of the alternatives is the
multistage linear Parallel Interference Cancellation (PIC) receiver. This type of
receiver is a suitable scheme for mitigating the MAI, taking into consideration the
performance, the complexity and the processing delay [29]. In this scheme the MAI
affecting each user is removed by taking a parallel approach. However, in most cases,
this receiver suffers from a drawback in that a complete cancellation of the MAI,
results in a poor performance [30]. This is due to the fact that the information at the
early stages is not reliable enough to be used to calculate the M AL In order to address
this problem, an improved version of the PIC receiver, called the Partial Parallel
Interference Cancellation (PPIC) receiver, is proposed. In this scheme, a fraction
of the MAI is cancelled ifl each stage by introducing a Partial Cancellation Factor
(PCF). It has been shown ([31]—[36]) that the PPIC receiver performs considerably
better than the PIC receiver.



2.1 Computing PCFs for Multistage PPIC Re-
ceiver

The value of the PCF has a crucial impact on the performance of the PPIC receiver
such that a wrong selection of this factor results in a performance inferior even
to thaf'of the Single-User Matched Filter (SUMF'). Nevertheless, by choosing an
appropriate value for PCF, the multistage PPIC receiver can be directed to provide
a performance converging to that of the decorrelator ([37]-[39]) or the minimum
mean-squared error (MMSE) receiver [40].

In [41], [42] and [43], interesting methods for finding the optimum PCFs were
proposed. It was shown that the empirical and theoretical results are almost the
same. However, there is a problem in that two stages of interference cancellation
are not sufficient, especially for the cases where the system load (ﬁéers per chip) is
high. In [44] an expression for the PCF when the number of interference cancellation
stages is known a priori was derived. The criterion to find the expression for the
optimum PCF was to minimize the Mean Square Error (MSE) between the mth
stage output and the transmitted data. Therefore, in this case, the PCFs for all
stages would be ready simultaneously. This approach has some problems. First of
all, the number of cancellation stages should be known a priori. Secondly, there WiH
be a performance fluctuation in the middle stages and, in order to have a monotonic
improvement in pérformance, the PCFs should be ordered. This is another issue
which will make the circuitry more complex. Finally, PCFs are found by using some

matrix inversion. This results in even more complexity.

2.1.1 Syétem Model

A K-user synchronous CDMA system with a binary antipodal modulation is con-
sidered. All vectors and matrices are shown in boldface throughout this thesis. The

processing gain is denoted by N. The baseband received signal sampled at chip rate



is shown as

r=Ab+n (2.1)

where r is an N x1 received vector defined ast = [ry,79,...,7n|%, A = [a151, a8y, - - -,
akgSk] is an N X K matrix including the amplitude ax and the signature sequence
sy, for any user k with sy = 1/vV/N[sg1, Ska, . - -, sen]® and b = [by, by, ..., bg|¥ is the
K x 1 transmitted data vector. The N x 1 noise vector is additive white Gaussian
noise (AWGN) defined as n = [n;,ng, . ..,ny|? with zero mean and variance of 0%
and [.]¥ denotes the Hermitian transposition. The multistage linear PPIC receiver
(Figure 2.1) applies a linear transformation on the received signal such that the

output at the mth stage is b(™ = CH r where CH is a K x N filter defined as [40)

CHl=|1- ﬁ (I-mR+0T) | R+0T)TAY (2.2)

where Iis a K x K identity matrix and y; is the PCF at stage 7. The K x K matrix

R = AZA is called the covariance matrix. It can be shown that
R = UAU¥ | (2.3)

with UUH = 1 and A = diag[\;, \y,..., Ax] where ); are the eigenvalues of the
covariance matrix for £ = 1,2,..., K. If R is full rank, which corresponds to the
case where the signature sequences from all K users are linearly independent, then

R has only positive eigenvalues.

2.1.2 Derivation of PCFs

It is found in [44] that the Mean Square Error (MSE) is

T (i, @) = Jamesw + IG5 (s, @) (2.4)
where
K 0_2
J = 2.5
MMSE kEZI o2 (2.5)

10
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Figure 2.1: An m-stage PPIC receiver.

and

A g2
T (1, 0) = Z ;9”’“ - H (1- m)
k=1 k i=

with ¢ = M\, + 02 and v, = A\ + o. The optimization criterion is to minimize the

(2.6)

MSE. If we assume that o = 02 (MMSE receiver), then

2
m A
J( )(:uz: ) — Z : H(1 - ﬂi@k) (27)
1 Pk
if the coeflicients are identical
Ko
TE (i, 0%) =D 25 (1 = pepr)) ™™ (2.8)
o1 Pk
differentiating with respect to p yields
8IE (1, 0 = m—
0Jez (wa) _ —2m Yy Ae(1 = pe)™™ (2.9)
8# k=1
the second derivative is
82J(m)( K .
—5/;2——) = Z(Qm) (2m — 1))\kg0k(1 — ugok)z 250 (210)

k=1
where it shows that the found u always gives the minimum. Equating (2.9) to zero,

we can find that

11



which gives
1

— 2.12
o (2.12)

o=

For the case with a variable PCF, assume that for m stage we have py =

(p1, pi2, -« - fim). Denote -

zi= (-1 Y]] (2.13)
=1 i

where Y| T], means the sum of the i-ary product of y; for i = 1,2,...,m. This

means that

1 = (-1)(m +M2+-;-Mm)

2o = (=1)* (papa + paps + - - 4 Ban1/tm)

(2.14)
Tm = (_1)m (N1#2 s ﬂm—l,ufm)
It can be shown that :
m (m) ‘
[T =) =1+ meh (2.15)
Jj=1 . i=1 .
Define
_ i-1 (i-1) ‘ (-1 '
8 =10 wow) =1+ 3 and =1+ 3 ¢ (216)
7=1 7j=1 j=1
Differentiating 2.6 with respect to p; yields
B (1, @) = M [02 — Q) @ |
—a =) |t — (1= ) ‘t ] (2.17)
ou ; Yk ¢r " k
equating this equation to zero gives the optimum p; as
K 0|2 ok
gt 5 [qﬁk. ‘t’(“)l — (0* - a). |tV
i = E — (2.18)
D k=1 AP [Ty

Therefore, in order to calculate the weights for an m-stage PPIC receiver, the 2m

moments of the eigenvalues of covariance matrix are needed.

12



2.2 Computing SINR for Multistage PPIC Re-
ceivers

In the previous section, it is not possible to have a closed-form expression for the
SINR. In order to do so, the received signal can be decomposed to the desired user,
the MAI and the background noise. In [45], a multistage linear PPIC receiver with
a constant PCF was introduced, whose performaﬁce converges to that of the MMSE
receiver when synchronous users arrive at the receiver with the same power level.
However, as is seen in [46], it is not clear how to calculate the optimum PCF
analytically when the users undergo fading. In addition, given that the optimum
PCF >is available, a large number of interference cancellation stages is needed in
order to force the performance to converge to that of the MMSE receiver. In [4]
and [5], a polynomial multiuser receiver using the Gram-Schmidt orthogonalization

algorithm was proposed.

2.2.1 System Model

The baseband-sampled received signal is given by

K
r = Ab151 + Z Abksk +n (219)

k=2
where the first, the second, and the third terms in (2.19) are the useful signal, the
multiple access interference (MAI), and the background noise, respectively. Fur-
thermore, E[Ab;] = 0 and E[Ab;] = P where P is the transmitted power of each
user. A linear multiuser receiver for user 1 (as the one of interest) applies a linear
transformation on the received signal, 1.e., 51 = cH.r where 51 is the soft decision
on first user’s data and ¢; € IRY. The signal-to-interference-plus-noise ratio (SINR)

in general is defined as the ratio of the useful signal to the MAI plus noise at the

13



receiver end. Therefore, SINR for user 1 becomes

E[(Abicf 51)?
B[(Ch, Abkeflsi)?] + E[(cl n)?]
_ _ P.(c{.51) (2.20)
S oieo P(cfs5)? + 0%(cf.cq)

SINR, =

or in matrix format

P.(cf.5;)?
c(PS;S¥ + 02I)c,
where S; is an N x (K — 1) matrix of the spreading sequences of the (K — 1)

SIR, = (2.21)

synchronous interferers, i.e.,
S1 = [SQ,Sg, ...,SK] . (222)

and I is an N x N identity matrix. For SUMF and MMSE receivers, perfor{nance
analysis has been established in [47], [48] and [49] for different channel situations.

2.2.2 MMSE-Based Multistage Linear PPIC Receiver with
a constant PCF

In this case, the performance of the multistage linear PPIC receiver tends to con-
verge to that of the MMSE receiver by applying a constant PCF to all interference
cancellation stages. The m—\stage receiver is defined as [45]
m o2 N i

oFPIC — ) (; {I — <S1Sf1 + ?I)} ) 81 (2.23)
where the subscripts in cf, PIC denote the user of interest and the number of in-
terference cancellation stages, respectively. The constant p is called the partial
cancellation factor (PCF). The N x N matrix R = S;S¥ is the covariance matrix.
Finally, P/o? is defined to be the signal to noise ratio (SNR). The SINR for this

receiver using [45] becomes

2
SINRPEIC = (1m)” (2.24)

Vm

14



where

=0 j=0

' m m i+j 9 itj—1 . . 9
it o 1 1+ o
VU = E Z(_’u) +J § (F — ;) <Ml+1 + FM;) (226)

i=0 j=0 1=0 !
with
M; = s{'(S1S%7)’s;. o (2.27)
As will be seen in Section 5.2, this receiver suffers from the following drawbacks.
First of all, the calculation of the optimljm PCF for different channel situations is
not an easy task [46]. Secondly, given that the optimum PCF is available, a large
number of interference cancellation stages is needed in order to force the performance

of this receiver to converge to that of the MMSE receiver.

2.2.3 Decorrelator-Based Multistage Linear PPIC Receiver
with a Variable PCF

In [50], a simple polynomial multiuser receiver was proposed whose performance
converges to that of the decorrelator receiver. The advantage of this receiver is
that the performance of the decorrelator receiver is achieved With fewer stages of
interference cancellation. However, this receiver suffers from a drawback in the
sense that since it eventually provides the performance of a decorrelator receiver,
its performance degrades very fast when a large number of active users attempts
to share the available channel simultaneously. The performance of this receiver will
converge to that of the decorrelator receiver by applying a variable PCF to different
interference cancellation stages. The optimum PCF and the SINR of this receiver

were found in [50] as

0 _ R'M
P @ZMIR-IM + 1

(2.28)

15



and

SINR = M7 R™'M (2.29)

“where

0 =100,61,-..,0m] (2.30)
with

b = (=1) (Ho + pi1 + - pim)

0 = (=1)*(pop + topa + - - - + fim—1fm)

(2.31)
On = (=1)™ (pop1 - prm—1/tm) -
The (m + 1) x 1 matrix M is defined as
- L _
M = A_ll (2.32)
| Mo |

where M; is defined according to (2.27) and the matrix R is an (m + 1) x (m + 1)

Hankel matrix with the first column as

o2 o2 o2 u )
[M1 + —P—Mg, M, + FMI’ cey Mm+1 -+ FMm] (2.33)
and the last row as
o2 o2 02
(M1 + —P;Mrm Myyo + FMm—i-lu ooy Moy + FM.‘Zm] (2.34)

As will be seen in Section 5.2, the performance of this receiver degrades very fast

when the system is highly loaded.
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2.3 Multiuser Detection and Channel Estimation
over Multipath Fading Channels

As was mentioned earlier, due to its multipath diversity, the CDMA technique is
a promising air interface for wireless communications since real wireless channels
deliver a multitude of replicas of the transmitted signal to the receiver end. In [50]
and [51], the Multistage Linear Multi-User (MLMU) receiver was proposed for a
multipath fading channel.

2.3.1 System Model

The system model is formulated for K synchronous users where each user undergoes
L distinct paths and the processing gain is N. The discrete-time baseband received
vector at time p can be written as

K

1(p) = Y belp) Y VPan(p)su() + n(p) @3

k=1
where r(p) is an N x 1 received vector, bg(p) is the information data of user & at
time p, P is the transmitted power that is assumed to be the same for all users and
all paths, ay; is the channel gain of user k for path [, si; is the signature sequence
of user k for path /; and finally, n(p) is an N x 1 additive white Gaussian noise
(AWGN) vector. It is assumed that E[b,(p)] = 0, E[be(p)bi(p)] = 1, E[n(p)] = 0,
E[n(p)nf(p)] = 0?1 where 0 is an N x 1 zero vector and I is an N x N identity
matrix. The signature sequence sg(p) is an N-dimensional vector of independent
and identically distributed (i.i.d.) random variables with zero mean and variance
of 1/N. We may drop the index p by considering a one-bit observation window.

Therefore, the received signal would be

K L
r= Z by, Z \/I—Daklskl +n (2.36)

k=1 =1
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or in matrix format,

r=vVPSAY’b+n (2.37)
where v = [r 7@ rMH: S = [s),85,...,8K]; Sk = [Sk1,Ska,-:-,SkL]; Sk =
(s, 2 $UDH, A2 = diaglay, ay, ..., ak] with ap = [ax1, ara, . .., ax]? for

k=1,2...,Kandl=1,2,...,L. Finally,b = [b,by,...,bx]" and n = [n{}) n®

M where (.)¥ denotes the Hermitian transposition.

2.3.2 Data Estimation

The MMSE demodulator for the first user that is assumed to be the one of interest

with a small modification is {48]
o2\
C1 = (SlAls{I + —P":[) S;a;. (238)

where S; = [sg,...,8k]; A; = diag(E[asall],..., Flakal]); and the signal to noise
ratio is defined as SNR = P/ a? per user per path. By separating the contribution

of the first user, the received signal can be written as

r= b1s1a1 -+ SlA}/2b1 +n (239)
where b; is the information bit of user 1, Al/ 2 = diag[ag,...,ak], and by =
[b2, ..., bk]. The decision statistic for user 1 is

~ o2 \ 7!
by =clr =allsl! <s A ST 4 PI).I‘. (2.40)

2.3.3 Channel Estimafion

Similar to [48] and [51], we only consider estimation of the channel gains and the
intersymbol interference is neglected. When estimating channel parameters, the
training symbols and the distribution of the channel gains are assumed to be known

to the estimator. An estimation window of T symbols is considered. The received

18



signal can be shown as ([48] and [51])

f=7"?Sa+m (2.41)
where
r= (1), c7(2),..., 07 ()" (2.42)
S =r128H(1),87(2),...,SH(r)]H (2.43)
a= [an,alg,...,alL,.‘..,aKl,aKg,...,aKL]H (2.44) -

a = [nf(1),n(2),...,n"(7)]" (2.45)
r(p) = [r(p), T (p), ..., s M @)}" (2.46)
S(p) = [b1(P)s11(p); - - -, br1(D)s12(P); - - -, bk (P)SEA (D), - - -, b (D)SKz(D)]  (2:47)
n(p) = ¢V (), 7 (p), ..., n™ ()" (2.48)

with p=1,2,...,7. The estimated channel gain is
a=clry (2.49j

where c is the estimator vector. The covariance matrix of the MSE between the

estimated and the original channel gains is
MSE = E[(c? T — a)(c?.T — a)] (2.50)
Minimizing the MSE with respect to ¢ with a small modification yields [48]
I 1 o2 -1
c=r"12 (SAS' + —FI> SA (2.51)
T

where A = E[aa’] is the channel covariance matrix. The expression of the normal-

ized MSE for ay; (which is the (1,1) element of the MSE) is [48]

1
MSEy; = —— 2.52
N (25)
where
_la =H 102 _1__
I'= 811 SllAHSll + ;FI S11 (253)



and

§11 = [§127--‘1§1L7---7§K17---:§KL] (254)
All = E[auaﬁ] (255)
ay; = [alz, ey A1, 021y -+, A2L, AK1y -« CLKL}H (256)
with . _
S =7 Y2 (1)sH(1), ..., be(T)sE ()] H. (2.57)

2.4 Asynchronous CDMA Systems

Concerning the asynchronous CDMA system, in [45], an expression for the SINR
of a multistage linear PPIC receiver with a user-synchronous CDMA system over
an Additive White Gaussian Noise (AWGN) channel was derived. In that paper,
the linear multistage receiver is based on the first-order stationary linear iterative
method that has only one PCF. Generalization of the proposed receiver in [45] to
an asynchronous case is possible along the lines of [49], [52] and [53]. In [49], the
performance of the MMSE receiver for a symbol-asynchronous but chip-synchronous
CDMA system over an AWGN channel was found. A symbol-asynchronous but chip-
synchronous CDMA system is a system where the relative delays are assumed to be
multiples of chip duration. The main idea in [49] is that the (K — 1) asynchronous
users interfering with any given user are transformed into 2(K — 1) synchronous
interferers in order to make the asynchronous system more easy-to-track. This was
done by extending the random covariance matrix of signature sequences in the SINR

expression for the MMSE receiver.
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2.4.1 System Model

A K-user asynchronous CDMA system under perfect power control is assumed. A bi-
nary antipodal modulation is applied and the processing gain is N. The continuous-

‘time received signal for a (2M + 1) bit sequence can be shown as

r)=> 3" \/Fbk[z'}sk(t — T — 13) + n(?) (2.58)

k=1i=—M
where bi[i] is the transmitted symbol of user k at time T <t < (z+1)T and P is
the transmitted power that is assumed to be the same for all users. The s is the

unit-energy spreading sequence of user k defined as

1 H
Sk = ——=|Sk1, Sk2,-- -, 8 2.59
k \/—]\7[161 k2 kN] ( )

where the independent and identically distributed (i.i.d) random variables si; take
values £1 for k¥ = 1,2,...,K and 7 = 1,2,..., N, and 73 is the relative delay of
user k. Figure 2.2 shows the timing diagram where in this figure it is assumed that
71 < T < ... < Tg < T. In the special case of synchronous, we have 7, = 7, =

. = 7¢ = 0. The noise n(t) is an additive white Gaussian noise (AWGN) with

zero mean and variance of 2.

b,fi) b,fi+1]
| |

[
'
|
1
'
'
i
T
|

{
1Ty b,li] b,Li+1]

|
T T 1

.12

b,[i] b,[i+1]

b il b fi+1]

Figure 2.2: Asynchronous CDMA timing diagram.
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The discrete-time model used for the asynchronously received signal is based
on what was proposed in [49]. Figure 2.3 shows the effect of any general interferer
k on user 1. Assume that the first user is the one of interest and the observation

window is one-symbol duration (N chips). The sampled received signal is givén by
K K

r= \/ﬁblsl + Z \/I_Jxkuk + Z\/ﬁykvk +n (260)
k=2 k=2

where z; and y; are two consecutive symbols of user k that overlap with user 1
in the observation window and ug, vy are the spreading sequences of x, and g,
respectively. Denote by dj the random variable representing the relative delay, in
chips for the kth user with respect to user 1. The first d; elements of u; are the last
dy, elements of s; and the rest are zero. Likewise, the first dy elements of v are zero
and the last N — dj, elements are the first N — di elements of s;. Such a system is

called symbol-asynchronous, chip-synchronous system.

. Observation window
P | o1
P 1 !
l ! :
| ]
| i Xl !
| — - | userl
]
| i !
- : L _______ lo-- ] werk
Xk : : yk:
1 t !
cod o |

Figure 2.3: The effect of interferer k on user 1 in an asynchronous CDMA.

As a result, by separating each interfering user’s signature sy into two signa-
tures uy and vy, the problem is translated into the case with 2( K — 1) synchronous
interferers. A linear multiuser receiver for user 1 (as the one of interest) applies
a linear transformation on the received signal, i.e., by = cf.r where by is the soft

decision on first user’s data and ¢; € RY.
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The SINR for the first user is

E[(VPbhicf's1)’]
E[(Y ks VPzrcl )% + El(C4, VPyecfvi)? + Ef(cfn)?]
P.(cH.5;)?

SINR, =

= K ' (2.61)
D ko Pl(cff up)? + (e vi)?] + 02(cf .c1)
or in matrix format
P.(cEs)?
SINR, = — L 2.62
' CH(PS, ST + o)c, (2.62)

where S; is an N x 2(K — 1) matrix of the spreading sequences of the (K — 1)

asynchronous interferers or 2(K — 1) equivalent synchronous interferers, i.e.,
S1 = [ug,u3,..., Uk, V2, Vs,..., VK] (2.63)

and Iis an N x N identity matrix. For the synchronous case we have

P.(cHs)? ~

2.64
PS5 F (lise)? + o7 (clier) (2:64)

SINR, =

2.5 Large CDMA System

For a large-system scenario, as K and N tend towards infinity but their ratio (sys-
tem load) remains finite (i.e., K, N— 0o, = K/N < o), the moments of the
eigenvalues of the covariance matrix will have closed-form expression. The asymp-
totic Probability Density Function (p.d.f) for eigenvalues of the covariance matrix

(AWGN channel) becomes [20]

FO) = 2;[3 ,

\/(/\ - /\mzn)(/\maz - /\) Amin < A < Amaz (265)

where Amin = (1 —v/B)? and Apaz = (1 + +/B)% The rth moment is shown to be a

polynomial in N and K that can be expressed as

M:Z]—% ’f) T",l)w)f (2.66)



Having changed the situation from an equal-power to a fading case, the definition
of the covariance matrix will change. In this case, unlike the case introduced in [45],
the covariance matrix is a function of the received powers of the interferers as well.
For a fading case, the moments of the eigenvalues of the covariance matrix were
found in [54] that will be explained in more details in this section. In order to do

so, it can be shown that [45]
M; ~ trace(ATA) = E[)]. (2.67)

where E[)] is the ith moment of the eigenvalues of the covariance matrix defined

as

EN]=Y "6 3 clm,...,m)EA™].. . E[A™] (2.68)

j=1 mi+..4+mj=m

where A is a nonnegative random variable whose distribution is the limit distribution

of A, and

m!
clm,ma,...,m;) = (m —j+ D! f(mq, ma,...,m;)
(2.69)
where f(mq,my, ..., m;) is defined below:
Take a vector of j integers (mq,my, ..., m;). Partition the indices 1,2,...,7 into {
sets of Sy, 55,...,S; where each set consists of those indices having a given value

vq. Denote the cardinality of set S; by f; for ¢ = 1,2,...,l. Then the function

f(mi,my, ..., m;) is defined as:

flmi,mg,...,my) = filfal. .. fil (2.70)

As an example, for a vector of 5 integers (5,2, 3,2, 7) the related sets and functions

are defined, respectively as S; = {1}, i =1, Sa = {2,4}, fo =2, S3={3}, fa=1,
Sy={5}, fu=1.

Table 2.1 shows the required coefficients to calculate the moments for ¢ =

1,2,3,4, and 5.
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Table 2.1: Coefficients of Equations (2.68) and (2.69) for i = 1,2,3,4, and 5.

7 j my Mo M3z M4 Mpy f(ml, ma,..., mj)
111 0 0 0 0 1!
212 0 0 0 O 1!
21211 1 0 0 O 2!
313 0 0 0 0 1!
31211 2 0 0 © 1!
313,11 1 1 0 0 3!
41114 0 0 0 O 1!
41201 3 0 0 0 11!
41212 2 0 0 O 2!
41311 1 2 0 0 211!
414 1 1 1 1 0 4!
5(1{5 0 0 0 O 1!
5121 4 0 -0 O 1!
522 3 0 0 O Y
531 1 3 0 0 211!
5311 2 2 0 0 112!
514 1 1 1 2 0 311!
516] 1 1 1 1 1 5!
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Chapter 3

A Simple Method for Computing
PCFs for Multistage PPIC

Receiver

This chapter introduces a simple expression for finding the optimum partial cancella-
tion factors (PCF) for the multistage linear partial parallel interference cancellation
(PPIC) receiver. These factors are found in a direct-sequence code division mul-
tiple access (DS-CDMA) system over additive white Gaussian noise (AWGN) and
frequency-flat fading channels for a large-system case according to [55] and [21]. In
this case, the number of active users and the processing gain tend towards infinity
while their ratio is finite. In this chapter, the performance is bit error rate (BER)
that is measured by numerical simulations.It will be shown that the expression for
the PCF is a function of the moments of the eigenvalues of the covariance matrix,
the number of interference cancellation stages, the system load (users per chip) and
the signal to noise ratio (SNR). In addition, by choosing these PCF's, the perfor-
mance of the PPIC receiver will converge to that of the minimum mean-squared
error (MMSE) receiver. Compared to recently-proposed methods, our method has
the following advantages: a) It is less complex because the calculated PCFs are

explicit functions of the moments of the eigenvalues of the covariance matrix; b)
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there is no need to order the PCFs; and c¢) it is not necessary to know the number
of interference cancellation stages a priori.

This chapter continues as follows. The closed-form expression of the optimal
PCF is calculated in Section 3.1. Some numerical results are shown in Section 3.2;

and Section 3.3 concludes this chapter.

3.1 Derivation of PCF

Suppose that the PCF for an m-stage PPIC receiver is u, 2, . . ., ftm- By assuming
that the multistage linear. PPIC receiver will converge to the MMSE receiver, the
optimum PCF expression introduced in [44] and (2.18) is simplified to

2
[Zkl tl(c } E[Il{ kl)‘k ]
- = . (3.1)
E [Zk:l AkPk- ltkl ’ } [K Zk 1 Ak Pk 1tk } }
where tfj) is defined as [44] |
(@ ey 4 ijgok, (3.2)

with
m
def
2= (<)Y 1w (3.3)
=1 i
where 27:1 [T, #; denotes the sum of the i-ary product of u; for j = 1,2,...,m and
or & N + 0 (3.4)

From (3.2), we get

~1 2 i—1 2i—2
t,(;) = (1 + Zx]gpi) =142 ijcpi + Zzggofc (3.5)
—1 =1 =2
with
j-1
Th= ) Tim. (3.6)



The numerator of (3.1) becomes

k=1 g=1 =2
K i-1 2i—2 4
= E{%Z)\ 1+22x1 )\k—}—a +Zm}(Ak+02)J }
k=1 J=1 ' j=
= E S 2 ) g | L 3 A
e U ol I EH R ot
j=1  1=0 k=1

K
g %Z)\L“] . (3.7)
k=1

By defining the rth moment of the eigenvalues of the covariance matrix as
1 X
MT:E{EZ)\Z} (3.8)
k=1
and
J j .
M = Z o20 DM, (3.9)

J
=0 !

the numerator of (3.1) eventually becomes
40

K 9 i—1 2i—-2
B |t } =M +2) z;Mj+ > ziM; (3.10)
k=1 7=1 j=2

by doing the same manipulation in the denominator of (3.1) the equation for the

PCF at ith stage is found as

= (3.11)
Yy
where
~1 2—2
= M, +2Zx]M'+Zz M, (3.12)
=1 7=2
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and

i—1 2i—2

v, = My+02M;+2 ij (M]” + aQM]{) + Zx; (M]" + O’QMJI-) (3.13)
j=1 j=2
with
J j '
M=) 20O My, (3.14)

=0 \ !
In summary, once the system load, the SNR and the moments of the eigenvalues of
the covariance matrix are known, one can easily calculate the optimum PCF. The

PCF of each stage depends on the PCF of the previous stages as well.

3.2 Numerical Results

-

3.2.1 Equal-Power Case

In all simulations, purely random signature sequences are assumed. Simulations are
run for 1000000 bit sequences. In order to find out the physical meaning of a large
system, in Figure 3.1, the analytical p.d.f. of the eigenvalues of the covariance matrix
is compared with the simulation results for K = 16, N = 32 (i.e., 8 = K/N = 0.5).
From this figure it is seen that the difference between analytical and simulation
results is negligible. Therefore, for the case of N > 32, the system can be considered

as a large system. This point was discussed in [3] by introducing a different approach.

Figure 3.2 compares the performance improvement of the method proposed
in [40] without ordering (hereafter, being called the first method) with the method
that was calculated in this chaptef (hereafter, being called the second method). The
SNR is defined as P/o? where for the sake of simplicity, it is assumed that P = 1. As
is seen from this figure, there is no fluctuation in performance for the second method.
Moreover, by defining a proper stopping criterion, e.g., the difference between two

consecutive PCFs, we can proceed to any stage of interference cancellation. In
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Figure 3.1: The p.d.f of the eigenvalues of the covariance matrix for the two cases of
analytical i.i.d and simulation i.i.d. entries with K = 16, N = 32 and f = K/N =
0.5.

the first method, a matrix inversion is applied for the calculation of the PCFs. In
addition, the PCF's need to be ordered for obtaining a monotonically improving
performance in the middle stages of interference cancellation. Since the second
method needs none of the above mentioned tasks, it turns out to have much less

complexity.
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Figure 3.2: Comparison of performance improvement of the PPIC receiver by ap-
plying two methods of PCF optimization for K = 15, N = 31 and SNR = 10dB.

Figure 3.3 shows the convergence of performance of the PPIC receiver to that
of the MMSE receiver using two methods . In the first method, in order to pro-
duce the same smooth convergence as that of the second method, the ordering has
a complexity of O(m?®) where m is the number of interference cancellation stages.
It should be noted that the difference between the performances of the two meth-
ods at the final stage of interference cancellation is due to the simulation result
that was obtained for N = 31, which results in a negligible error to model a large
system since we have used large-system expression for the moments, as Figure 3.1

proves. Therefore, using larger processing gains (e.g., N > 64) will overcome the
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Figurre 3.3: Convergence of the performance of the PPIC receiver to that of the
MMSE receiver using two methods of PCF optimization for K = 15, N = 31 and

SNR =T7dB.

issue. However, considering the simulation time length, the choice of N = 32 is an
acceptable solution.

Figure 3.4 compares the performance of the multistage linear PPIC receiver
with optimum PCF using the method proposed in this chapter with that of MMSE
and SUMF receivers. As is seen, the performance of the multistage linear PPIC re-
ceiver becomes almost the same as that of the MMSE receiver for a different number
of active users. Moreover, this performance is improved monotonically as the num-
ber of interference cancellation stages increases. It is noted that more interference

cancellation stages are needed if the multistage PPIC receiver is to provide the same
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Figure 3.4: Comparison of the performance of the multistage linear PPIC receiver
with optimum PCF using proposed method for m = 14 with that of the MMSE and
SUMEF receivers versus the number of active users, N = 32 and SNRE = 8.0dB.

performance as that of the MMSE receiver for higher number of active users.
Figure 3.5 compares the performance of the multistage linear PPIC receiver
with optimum PCF using the method proposed in this chapter with that of MMSE
and SUMF receivers for different SNR levels. This figure once more shows that
MMSE and multistage linear PPIC receivers provide almost the same performance.
As-mentioned before, for higher SNR levels, more interference cancellation stages

are needed to direct the multistage PPIC receiver to converge to the MMSE receiver. |
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Figure 3.5: Comparison of the performance of the multistage linear PPIC receiver
with optimum PCF using proposed method for m = 14 with that of the MMSE and
SUMF receivers versus SNR, 8 = 0.5.
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3.2.2 Unequal-Power Case

For this case, it is assumed that the channel is a frequency-flat Rayleigh fading with
E[a2] = 1 where ay, is the fading coefficient for user k. Signature sequences are i.i.d.
random variables. The simulations are run for 100000 bit sequences. Figure 3.6
shows the performance improvement of the PPIC receiver with optimum PCF for
the CDMA system over a frequency-flat Rayleigh fading channel versus the number
of interference cancellation stages. In this figure, 8 = 0.5 and SNR = 12dB. It
is seen that the performance of the PPIC receiver converges to that of the MMSE
receiver. However, by choosing arbitrary PCFs, the performance could be worse
than that of the SUMF.

Figure 3.7 compares the bit error rate (BER) versus SNR of a ten-stage PPIC
receiver with that of the MMSE and SUMF multiuser receivers for a CDMA system
over a frequency-flat Rayleigh fading channel. It is seen that at low SNR levels, there
is a slight difference between the performances of the MMSE and PPIC receivers.
However, this difference become noticeable for higher SNR levels. The reason is
two-fold. Firstly, the MMSE receiver always attempts to find the optimum signal-
to-interference-plus-noise ratio (SINR) according to [47]. Secondly, when we deal
with a fading channel, the received data are less reliable. Therefore, a smaller PCF
is applied in order to cancel the MAIL This makes the performance of the PPIC
receiver converge to that of the MMSE receiver with a slower rate compared fo the
equal-power case. Regarding the complexity issue, the PPIC receiver still offers an

acceptable performance.
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Figure 3.6: Large-system performance of the PPIC receiver for CDMA system over
a Rayleigh-fading channel versus number of interference cancellation stages (8 = 0.5

and SNR = 12dB).
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Figure 3.7: Comparison of the large-system performance of the PPIC receiver with
MMSE and SUMF receivers for a CDMA system over a frequency-flat Rayleigh
fading channel versus SNR (8 = 0.5 and m = 10).
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3.3 Summary

A simple approach for calculating the optimum partial cancellation factors (PCF)
for the partial parallel interference cancellation (PPIC) receiver in a synchronous
CDMA system over AWGN and frequency-flat fading channels was introduced in
this chapter. These factors were found for a case where the number of active users
and the processing gain tend towards infinity while their ratio is finite. The found
PCF is a function of the number of interference cancellation stages, the moments
of the eigenvalues of the covariance matrix, the system load and the signal-to-noise
ratio (SNR). Simulation results showed that by using the proposed method, the
performance of the PPIC receiver converges to that of the minimum mean-squared
error (MMSE) receiver. When comparing the propbsed method with the previously
proposed methods, one "can point out some advantages. Firstly, it is less complex
due to the fact that the calculated PCFs are explicit functions of the moments of the
eigenvalues of the covariance matrix. Secbndly, there is no need to know the number
of interference cancellation stages a priori. Finally, there is no need for the PCF's to
be ordered. This last advantage results in even more simplicity in circuitry. As was
seen in this chapter, it is not cleér how to find the performance of the PPIC receiver
analytically. In the next chapter, we will find an analytical tool to calculate the

SINR of the multistage PPIC receiver with a constant PCF over a fading channel.
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Chapter 4

Large-System Design and Analysis'
of Multistage PPIC Receiver with
a Constant PCF

This chapter introduces an analytical tool for finding the large-system performance
of a multistage linear partial parallel interference cancellation (PPIC) receiver using
the moments of the eigenvalues of the covariance matrix for a code division multiple
access (CDMA) system over a frequency-flat fading channel. The figure of merit to
evaluate the performance is the signal-to-interference-plus-noise ratio (SINR) that is
calculated under a large-system condition. In this case, the number of active users
and the processing gain tend towards infinity while their ratio is a fixed value. Our
contribution is to consider a frequency-flat féaing channel instead of an additive
white Gaussian noise (AWGN) channel introduced in [45]. In this condition, the
expression found in [45] for performance analysis, cannot be applied anymore. This
is due to the fact that the received powers of users play a key role in analyzing the
performance for fading conditions. The performance is a function of the moments of
the eigenvalues of the covariance matrix. The expression for these moments changes

by introducing the fading condition. This expression cannot be taken from [45] and,
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therefore, another tool should be sought. This issue is addressed by using the method
introduced in [54] to find the final closed-form expression for the performance. It
is shown that the large-system performance is a function of the system load, the
partial cancellation factor (PCF), the number of interference cancellation stages,
the signal-to-noise ratio (SNR), and the received powers of the interfering users.
Furthermore, for practical applications, the physical meaning of the large system
will be described by numerical simulations.

This chapter continues by presenting the system model for a frequency-flat
fading case in Section 4.1. The performance of the PPIC receiver in fading condition
is found in Section 4.2. Some numerical results are presented in Section 4.3; and

finally, Section 4.4 concludes this chapter.

4.1 System Model

The system model for a synchronous CDMA system over a frequency-flat fad-
ing channel is formulated for K active users and the processing gain of N. The
continuous-time synchronous received signal over a frequency-flat fading channel for
a (2M + 1) bit sequence is written as

K M

r) =" Y Alilbililsk(t — iT) +n(2) (4.1)

k=1 i=-M
where Ag[i] and bgfé] are the amplitude and transmitted symbol of user k£ at time
iT <t < (:+1)T, respectively. The spreading sequence of user k is denoted by the
unit-energy vector sy,
Sk = [S1ks S2ky - - - sne)” (4.2)
where [.]¥ denotes the Hermitian transposition and the i.i.d random variables s

take values :f:l/\/]v with an equal probability forp = 1,2,...,Nand £k =1,2,..., K.

The noise n(t) is AWGN with zero mean and a power spectral density of o2, The
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sampled received signal, considering the first user as the one of interest, is given by,

K
r= \/Flblsl + Z \/]—J;bksk +n (43)
k=2

where P, = A? is the transmitted power of user k£ for k = 1,2, ..., K. The first, the
second, and the third terms of (4.3) are the useful signal, the MAI, and the noise,
respectiifely. For an equal-power case we have A; = Ay = ... = Ax = A. A linear
multiuser receiver for user 1 applies a linear transformation to the received signal,
such that 31 = c{{ .r where ¢; € IRY. The SINR is defined as the ratio of the useful
signal to the MAI plus the thermal noise. Therefore,
E[(A1bicE 51)?
B((Chms Arbrcf 51)2) + E[(cl n)?]

_ Py(cls))? (4.4)

Zfﬂ Pi(cl.s)? + 02.(cll.cy)

SINR, =

or in matrix format :
P1 (C{{.Sl)2
cl(S,P;ST + 02I)c,

where S; is an N x (K — 1) matrix of the spreading sequences of the (K — 1)

SINR; = (4.5)

interferers defined as

S; =[s2,83,...,Sk] (4.6)
and P; is the diagonal matrix of the received powers of interferers defined as
’ Plzdiag[PQ,Pg,...,PK] i (47)

and finally, I is an N x [V identity matrix.

4.2 Performance of Multistage PPIC Receiver

The multiuser receiver that is presented in this chapter is the multistage first-order
linear PPIC receiver. Such a multiuser receiver has m stages but only one partial

cancellation factor (PCF) for all stages denoted by p. This receiver is applied to a
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CDMA system over a frequency—ﬂat fading channel. For an m-stage PPIC receiver,
the demodulator ¢; ié defined as
m .

cPPIC — (ZO: [1 - % (S,P;S¥ + 021)]1> 51 (4.8)
where the subscripts of ¢ denote the user of interest and the number of interference
cancellation stages and; Sy, Py, and s; are defined in (4.6), (4.7), and (4.2), respec-
tively. The demodulator ¢fF7¢ defined by (4.8) is the generalization of the receiver
proposed in [45] to a situation where the users arrive at the receiver with different
power levels. This receiver depends onb the received powers of the interferers. For
the equal-power case, P is defined as

P1 -——diag[P,P,...,P]:PIK_1 (49)

where Ix_; denotes a (K — 1) x (K — 1) identity matrix. Substituting the ¢fFI¢

from (4.8) into (4.4) and doing some manipulations, the SINR. of the PPIC receiver

for jche first user becomes

2 2
SINRIEIC = F [ﬁ%”ﬂ)—} O (4.10)

and

2
x (Ml+1 n U—Ml) (4.12)

with M; = s7(S;A,8)’s; and A; = P, /P = diag[a?, ..., a%] is the diagonal matrix
of fading coefficients of the interfering users. The ratio § = K/N is called the system
load and SNR = P/o? where P is the transmitted power that is assumed to be the
same for all users. The matrix R = SlAls{{ denotes the covariance matrix of

signature sequences and amplitudes of the interfering users for a fading case. When
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we deal with small K and N, for randomly-chosen spreading sequences, the SINR
becomes a random variable. This is because the SIN R is a function of the covariance
matrix which is random in this case. However, when K and N tend towards infinity
while the system load is a fixed value, the ST N R will have a closed-form expression.
In such a situation, the CDMA system is considered as a large system. From [45],

it can 'be written as
M; = sT(S;A,8)s; ~ trace(S;A;ST)". (4.13)

According to [54], trace(S;A;S¥)! = E[X] where E[)\]] is the ith moment of the
eigenvalues of the matrix SlAlst . In order to find moments, definitions and coef-

ficients are the same as in Chapter 2.

4.3 Numerical Results and Discussions

The performance of the PPIC receiver strongly depends on the value of the PCF.
This factor which is a function of the system load, the number of interference cancel-
lation stages, and the SNR should be chosen properly. Otherwise, a wrong selection
of this factor results in a poor performance. For all figures, it is assumed that
a? = 1. Figure 4.1 shows the large-system performance of the PPIC receiver versus
PCF when 8 =0.5, m = 8,and SNR = 12dB. As is seen, the optimum performance
is achieved when PCF is picked between 0.16 and 0.17. Therefore, by choosing an
appropriate PCF obtained in this figure, the optimum performance of the PPIC
receiver for the CDMA system over a fading channel is obtained to be shown in
Figure 4.2. '

Figure 4.2 compares the large-system performance of a CDMA system over a
Rayleigh frequency-flat fading channel with different linear multiuser receivers where
the expression for the performance of the PPIC receiver is according to (4.10) and
the expressions for the performance of the MMSE and SUMF receivers are taken

from [47]. By applying the tool introduced in this chapter, the SINR is found more
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Figure 4.1: Large-system performance of the PPIC receiver for CDMA system over
a Rayleigh-fading channel versus PCF (8 = 0.5, m = 8, and SNR = 12dB).

accurately compared to numerical simulation. Furthermore, this result is obtained
with major saving in the processing time compared to numerical simulations. This
is due to-the fact that simulation results need to be averaged for a large number
of samples as will be seen in Figure 4.6. Therefore, by knowing the system load,
the PCF, the number of interference cancellation stages, the SNR. and the type of
fading channel, the performance can be calculated easily‘ for different situations.
Figure 4.3 shows the performance of a synchronous CDMA system over an
AWGN channel with different linear multiuser receivers. It is worth noting that the

reason that the performance of the PPIC receiver for equal-power case is better than
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Figure 4.2: Comparison of the Large-system SINR of synchronous CDMA with
SUMF, MMSE, and PPIC (m = 1,3,5, 8) receivers over a Rayleigh-fading channel

for SNR = 12dB.
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Figure 4.3: Large-system SINR of synchronous CDMA with SUMF, MMSE, and
PPIC (m =1, 3, 5, 8) receivers over AWGN channel for SNR = 12dB.
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féding casé is because for synchronous, equal-power case a higher partial cancellation
factor () is applied. This is due to the fact that in equal-power case, the multiuser
system can estimate the MAI with more reliability. Therefore, more interference
cancellation is feasible. However, when the users arrive at the receiver with different
power levels and, furthermore, it is assumed that no power control is in place, the
multiuser system experiences more MAI with less reliability to be estimated. This
results in applying a smalle-r PCF. |

Figure 4.4 depicts the performance improvement of the multistage linear PPIC
receiver for a fixed system load when the number of interference cancellation stages
increases. This figure shows that in order to achieve the performance of the MMSE
receiver, many stages of interference cancellation are needed. This can be considered
aé a drawback for this receiver.

Figure 4.5 shows the bit error rate (BER) improvement of the PPIC receiver

versus the number of interference cancellation stages. The BER at the mth stage is

approximately defined as P, = Q(1/SINRPPIC) where

Q(z) = 1/(v/27) /00 exp(—t>/2)dt. - | (4.14)

It should be noted that since the MMSE receiver maximizes the SINR [47], it
offers a better performance in fading condition. This results in a larger gap between
the performances of these two receivers for a CDMA system over a fading channel.

Figure 4.6 shows the values of IV for which a CDMA system can be considered
large. Numerical simulations are run for 1000 samples. In this figure, simulation
results for different processing gains are compared with the analytical result obtained
according to (4.10). It is seen that as the processing gain becomes larger, the
simulated performance tends to the analytical result such that for N > 32 we
can assume that we deal with a large system. Therefore, it is possible to use the

analytical formula for practical applications while the error remains negligible.
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Figure 4.4: SINR improvement of the multistage PPIC receiver for a CDMA system
over a Rayleigh-fading channel versus the number of interference cancellation stages,

SNR =12.
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4.4 Summary

A closed-form expression for the large-system performance of the multistage lin-
ear partial parallel interference cancellation receiver for the CDMA system over a
frequency-flat fading channel was introduced in this thesis. It was shown that the
large-system performance has a closed-form expression that is a function of the
system load, the partial cancellation factor, the number of interference cancellation
stages, the SNR, and the received powers of interfering users. By using the proposed
tool, the performance of the PPIC can be calculated more precisely with a consid-
erable saving on the processing time compared to the numerical simulation. It was
also shown that practically, for the processing gain of 32 or more, we can assume
that the CDMA system is a large system. Delving into the receiver proposed in
this chapter, one may point out the following drawbacks. First of aIl, many stages
of interference cancellation are needed in order to provide the same performance as
that of the MMSE receiver. In addition, it is not clear that how to find the optimum
PCF analytically for different conditions in terms of the system load and the SNR.

Chapter 5, addresses these issues.
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Chapter 5

Large-System Design and Analysis
of Multistage Linear PPIC
Receiver with a Variable PCF

This chapter introduces a multistage linear partial parallel interference cancellation
~(PPIC) receiver whose performance converges to that of the minimum mean-squared
error (MMSE) receiver by applying a variable PCF. The figure of merit for evalu-
ating the performance is the signal to interference-plus-noise ratio (SINR) that is
calculated under a large system condition. It will be shown that the large- system
performance is a function of the number of the interference cancellation stages, the
moménts of the eigenvalues of the covariance matrix, and the signal to noise ra-
tio (SNR). Compared to the existing multistage linear PPIC receivers, our proposed
scheme has the following benefits: a) Its performance converges to that of the MMSE
receiver with a lower number of interference cancellation stages, b) it is more robust
when dealing with higher system loads and SNR levels, and c) the performance is
found directly without using any orthogonalization algorithm [60].

This chapter introduces the multistage linear multiuser receiversin Section 5.1.
Some numerical results are presented in Section 5.2; and conclusions are given in

Section 5.3.
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5.1 MMSE-Based Multistage Multiuser Receiver
with a variable PCF

The introducing multiuser receiver is an MMSE-based multistage linear PPIC re-
ceiver with a variable PCF for different interference cancellation stages. In this
receiver, we take the background noise into consideration when designing the de-
modulator. Compared to the receiver proposed in [45], the performance of our
proposed scheme converges to that of the MMSE receiver with fewer stages of in-
terference cancellation for the same channel condition. Compared to the receiver
proposed in [50], the performance of our scheme is superior for high system loads and
high Signal to Noise Ratio (SINR) levels. This means that our proposed scheme
employs a more efficient approach to reduce the MAI. Finally, compared to the
method proposed in [4] and [5], the SINR is calculated without using any orthog-
onalization algorithm. This results in less complexity. By generalizing what was

proposed in [45], the linear iterative method becomes
Xim = UmT + (I - .umel)Xl,m—l (5-1)

where Xy ; is an Nx1 spread signal at stage ¢ for : = 0,1,...,m, y; is the PCF at

stage %, and
o2

P

The matrix S;A ;ST is called the covariance matrix and the decision statistic for

B, = S;A;SF + (5.2)

the first user at the stage m is defined as
bim = @187 X1m = a1¢{,,.T (5.3)

It is assumed that x; g = por. Now, using a technique similar to what was proposed

in [44], we get

X1 — BT = pimr + (= g B1)X1 1 — B'r
= (I- pmB1)x1m-1 — (I — 4B1)B{'r
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= (I- pmB1)(X1m-1 — B{'r) (5.4)

It should be noted that there are some differences between (5.4) and what was
proposed in [44]. First of all, the decision statistic at stage m = 0 is a nonzero
value defined as b1 = a; ugs{{ . while by is assumed to be zero in [44]. Secondly,
in our definitions, the matrix B, is an NxN , while it is a K X K matrix in [44].

Continuing the recursion, we get

Scl,m -Bjlr = ﬁ(l — 1;B1) (%30 — B7'r)
i=1
= ﬁ(l — wB1) (o — By Y)r (5.5)
i=1
Eventually, (5.5) can be written as
Xy m = {I — . (I - wB1)| B'r (56)
i=0
Using (5.3), the m-stage demodulator is found as
Clm = [1 - ﬁ(l — B1)| Bls, (5.7)
i=0

The decision statistics of user 1 at the stage m becomes

,51': as {I - ﬁ(I — ;By) | B{'r = —a;s” i&iB’i . (5.8)
1=0 1=0
Define
b = —a;0.z (5.9)
where 0 is defined according to (2.30) and
- s -
z= alszl ro (5.10)
] a;sF B )
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We further define
A, =siBTs; (5.11)

Therefore, the (m + 1) X 1 vector z can be written as

Z = afblM + alN (512)
~ with ) }
Ao
A
M=| " (5.13)
A
and

i = - i 14
LN=> | <P) M, (5.14)

1=0 %

It is assumed that Aq = Mp. Finally, the (m + 1) x 1 matrix N is defined as

Slj(SlAlbl -+ Il)

Sl-Bl(SlAlbl +- n) (5 15)

i Sl-BT(SlAlbl 4+ Il) ]
The expressions for optimum PCF and SINR remain the same as (2.28) and (2.29)

except that the definition of M is according to (5.13) and the matrix R is an
(m+ 1) x (m + 1) Hankel matrix with the first column as

A1, Agy ooy Aa]® (5.16)

and the last row as
[Ams1; Ami2, - -+ Aom] (5.17)

As will be seen in Section 5.2, compared with the other receivers introduced
earlier, our proposed receiver has the following benefits. First of all, compared

to the MMSE-based multistage linear PPIC receiver with a constant PCF (which
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hereafter, is called the first scheme), the performance of our scheme converges to that
of the MMSE receiver with fewer stages of interference cancellation by introducing a
small complexity in order to recalculate the PCF (y;) from the vector 8. Moreover,
ih comparison with the decorrelator-based multistage linear PPIC receiver with
variable PCF (which hereafter, is called the second method), the performance of
our proposed method is superior, while the complexity is almost the same. The
second advantage becomes more significant for higher system loads and higher SNR

levels.

5.2 Numerical Résults and Discussion

For all numerical calculations, purely random spreading sequences are assumed.

5.2.1 Equal-Power Case

Figure 5.1 shows the SINR of the scheme presented in Section 2.2.2 (hereafter, it
is called the first scheme) for a large CDMA system over an AWGN channel versus
system load for a fixed SNR level. The expressions for SINR of the MMSE and
SUMF receivers are taken from [47] and the expression for calculating the optimum
PCF of the PPIC receiver is taken from [6]. It is seen from this figure that for about
15 stages of interference cancellation, the performance of the PPIC receiver becomes
almost the same as that of the MMSE receiver for a low to moderate system load.
However, there is a larger gap for moderate to high system load.

Figure 5.2 shows the SINR. of the first scheme for a large CDMA system over
an AWGN channel versus SNR for a fixed system load. It is seen from this figure
that the performance of the PPIC receiver becomes the same as that of the MMSE
receiver for low to moderate SNR levels. However, for a moderate to high SNR level,
there is a larger gap between the performances of PPIC and MMSE receivers. As
a result, in order to obtain the performance of the MMSE receiver for higher SNR
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Figure 5.1: SINR of the MMSE-based multistage linear PPIC receiver with constant
PCF for a large CDMA system over an AWGN channel versus system load, SNR=

12.0 dB.
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Figure 5.2: SINR of the MMSE-based multistage linear PPIC receiver with constant
PCF for a large CDMA system over an AWGN channel versus SNR, 8 = 0.75.
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Figure 5.3: BER of the MMSE-based multistage linear PPIC receiver with constant
PCF for a large CDMA system over an AWGN channel versus system load, SNR=
12.0 dB.

levels, more stages of interference cancellation are needed.

Figures 5.3 and 5.4 show the BER of the first method for a large CDMA system
over an AWGN channel for different system loads and SNR. levels, respectively. It
is noted that the bit error rate (BER) at the mth stage is approximately defined as
P, = Q(/SINREFIC) where Q(z) = 1/(v27) [ exp(—t2/2)dt. As is seen, these
two figures once more show the gaps between the performances of PPIC and MMSE
receivers for higher system loads and SNR levels.

By investigating Figures 5.1 to 5.4 one may conclude the following facts.

Firstly, in order to force the performance of the first scheme to converge to that
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Figure 5.4: BER of the MMSE-based multistage linear PPIC receiver with constant
PCF for a large CDMA system over an AWGN channel versus SNR, 8 = 0.75.
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of the MMSE receiver, a large number of interference cancellation stages is required.
Secondly, despite having a large number of interference cancellation stages, the per-
formance begins to deviate from that of the MMSE receiver for high system loads
and high SNR levels. In order to overcome these drawbacks, the second scheme was
proposed in [50] and also introduced in Section 2.2.3 whose performance converges
to that of the decorrelator receiver that is evaluated by Figures 5.5 to 5.8.

Figure 5.5 shows the SINR of the second scheme for a large CDMA system
over an AWGN channel versus system load for a fixed SNR. When comparing this
figure with Figure 5.1, the following benefits are attributed to this receiver. First
of all, the performance of tEhis receiver becomes exactly the same as that of the
decorrelator receiver with fewer stages of interference cancellation. Secondly, for a
moderate SNR level, this performance is achieved regardless of the system load.

Figure 5.6 shows the SINR of the second scheme for a large CDMA system
over an AWGN channel versus SNR for a fixed system load. This figure shows
that the second scheme is suitable for moderate to high SNR levels. This is due
to the fact that at low SNR levels, the decorrelator receiver is dominated by the
background noise rather than the MAI. However, for higher SNR levels, the MAI is
more dominating.

Figures 5.7 and 5.8 show the BER of the second method for a large CDMA
" system over an AWGN channel for different system loads and SNR. levels, respec-
tively. These two figures prove the same fact that the performance of the second
scheme becomes the same as that of the decorrelator receiver for fewer stages of
interference cancellation.

Investigating Figures 5.5 to 5.8 demonstrates the advantages of this scheme
over the previous one. HoweVer, comparing Figures 5.1/ to 5.4 with Figures 5.5
to 5.8, respectively, shows a large degradation in performance of the second scheme
when the system is highly loaded. In-order to resolve this problem, we propose an

MMSE-based multistage linear PPIC receiver whose performance becomes the same
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Figure 5.5: SINR of the decorrelator-based multistage linéar PPIC receiver with
different PCF for a large CDMA system over an AWGN channel versus system

load, SNR= 12.0 dB.
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Figure 5.6: SINR of the decorrelator-based multistage linear PPIC receiver with
variable PCF for a large CDMA system over an AWGN channel versus SNR, 8 =

0.75.
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variable PCF for a large CDMA system over an AWGN channel versus system load,
SNR= 12.0 dB. '
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Figure 5.8: BER of the decorrelator-based multistage linear PPIC receiver with
variable PCF for a large CDMA system over an AWGN channel versus SNR, 8 =
0.75. .

as that of the MMSE receiver for all system loads. The efficiency of our proposed
scheme is gauges through Figures 5.9 to 5.12.

Figure 5.9 shows the SINR, of our proposed scheme for a large CDMA system
over an AWGN channel versus system load for a fixed SNR level. Compared to the
first scheme, these benefits are noticeable. Firstly, the performance of our proposed
method tends to become the same as that of the MMSE receiver with a lower number
of interference cancellation stages. Secondly, this performance is achieved for all
system loads. Cofnpared to the second method, the performance of our proposed

method is always superior since in our proposed method, the background noise is
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Figure 5.9: SINR of the MMSE-based multistage linear PPIC receiver with variable
PCF for a large CDMA system over an AWGN channel versus system load, SNR=
12.0 dB. o

taken into :consideration when cancelling the MAIL

Figure 5.10 shows the SINR, of our proposed scheme for a large CDMA system
over an AWGN channel versus SNR for a fixed system load. As is seen, another
advantage of our proposed scheme is that its performance tends to become the same
as that of the MMSE receiver for almost all SNR levels.

Figures 5.11 and 5.12 show the BER of our proposed scheme for a large CDMA
system over an AWGN channel for different system loads and SNR levels, respec-

tively.
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Figure 5.10: SINR of the multistage linear PPIC receiver with variable PCF for a
large CDMA system over an AWGN channel versus SNR, 5 = 0.75.
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Figure 5.11: BER, of the MMSE-based multistage linear PPIC receiver with variable
PCF for a large CDMA system over an AWGN channel versus system load, SNR=
12.0 dB.

68



10 T T

107k
i 2
4ok 5
— SUMF NN
-6 PPIC,m=1 RSN
- PPIC,m=3 NN
- - PPIC,m=5 NN
-+ PPIC,m=7 e
— - MMSE N
10°F \
10 4 1 P
0 5 10 15
SNR,dB

Figure 5.12: BER of the MMSE-based multistage linear PPIC receiver with variable
PCF for a large CDMA system over an AWGN channel versus SNR, 8 = 0.75.
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5.2.2 Unequal-Power Case

When the channel is not AWGN, employing the first scheme becomes more difficult
since it is not clear how to calculate the optimum PCF. In Chapter 4, the optimum
PCF for a special case of SNR= 12.0 dB and 8 = 0.75 was found by numerical
calculation. By applying the same method, the optimum PCF is found to be about
0.165 for different system loads when SNR= 12.0 dB.

Figure 5.13 shows the SINR of the first scheme for a large CDMA system over
a Rayleigh frequency-flat fading channel versus system load for a fixed SNR level.
In all calculations, it is assumed that the channel gain for the first user is a7 = 1.

Figure 5.14 shows the SINR of our proposed method for a large CDMA sys-
tem over a Rayleigh frequency-flat fading channel versus system load for a fixed
SNR level. The expressions for the SINR of the MMSE and SUMF receivers for a
Rayleigh frequency-flat fading channel are according to [47], [7], and [8]. Compar-
ing Figure 5.14 with Figure 5.13 again shows that our proposed method is superior
for the following reasons. Compared to the first method, the calculation of the
optirhum PCF is possible according to (2.28). Compared to the second method, a
better performance is achieved for higher system loads since the background noise
is considered to cancel the MAIL For the sake of brevity, we do not include that
comparison.

Figure 5.15 shows the SINR. of our proposed scheme for a large CDMA system
over a Rayleigh frequency-flat fading channel versus SNR for a fixed system load.

Figures 5.16 and 5.17 show the BER of our proposed scheme for a large CDMA
system over a Rayleigh frequency-flat fading channel for different system loads and

SNR levels, respectively.
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Figure 5.14: SINR of the MMSE-based multistage linear PPIC receiver with variable
PCF for a large CDMA system over a Rayleigh frequency-flat fading channel versus
system load, SNR= 12.0 dB.

72



SINR,dB

R 10 15
SNR,dB

Figure 5.15: SINR of the MMSE-based multistage linear PPIC receiver with variable
PCF for a large CDMA system over a Rayleigh frequency-flat fading channel versus
SNR, 8 = 0.75.
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Figure 5.16: BER of the MMSE-based multistage linear PPIC receiver with variable
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system load, SNR= 12.0 dB.
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Figure 5.17: BER of the MMSE-based multistage linear PPIC receiver with variable
PCF for a large CDMA system over a Rayleigh frequency-flat fading channel versus
- SNR, 8 =0.75.
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5.3 Summary

We introduced a multistage linear partial parallel interferénce cancellation (PPIC)
receiver whose performance converges to that of the minimum mean-squared er-
ror (MMSE) receiver by applying a variable PCF. It was shown that the signal to
interference-plus-noise ratio (SINR) is a function of the number of interference can-
cellation stages, the moments of the eigenvalues of the covariance matrix, and the
signal to noise ratio (SNR). For a large CDMA system, the SINR has a closed-form
expression since the moments of the eigenvalues of the large covariance matrix have
closed-form expressions. Compared to the existing schemes for the multistage linear
PPIC receiver, our proposed scheme provides the following benefits. First of all,
with fewer stages of interference cancellation, its performance converges to that of
the MMSE receiver that provides the best performance among the linear multiuser
receivers. Secondly, our proposed receiver is more robust for high system loads and
high SNR levels; and finally, the expression for the performance is found directly
without using any orthogonalization algorithm. In the next chapter, we extend our

proposed multistage linear multiuser receiver to a multipath fading case.
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Chapter 6

Multistage Multiuser Detection
and Channel Estimation over

Multipath Fading Channels

This chapter introduces a simple method to design and analyze a multistage linear
multiuser (MLMU) receiver for a synchronous direct-sequence (DS-) code division
multiple access (CDMA) system over a multipath fading channel. The figure of merit
~ to evaluate the performance is the signal to noise-plus-interference ratio (SINR).
Finding a closed-form expression for the SINR in an asynchronous case is not pos-
sible. Therefore, we assume the system to be synchronous. Compared to other
recently-proposed methods, our proposed method offers a more efficient approach
to analyzing the large-system performance by introducing a new expression for the
covariance matrix of the interference. In addition, a simple multistage scheme o
estimate the multipath channel gains is introduced. Through numerical examples,
it will be shown that the performance of the MLMU receiver will converge to that of
the minimum mean-squared error (MMSE) receiver. The proposed data and chan-

nel estimation schemes with some numerical examples are presented in Sections 6.1

7



and 6.2, respectively. Finally, conclusions are drawn in section 6.3.

6.1 Data Estimation

In [50], when designing multiuser receiver, the same multipath fading channel gains
were assigned to different users. Moreover, the performance of the MLMU receiver
converges to that of the decorrelator receiver since the inverse matrix of the in-
terference (the MAI plus the background noise) term was approximated by only a
polynomial in the MAI. Compared to [50], we consider different and independent
multipath channel gains for different users. In addition, unlike [50], by applying our
proposed scheme, the performance of the MLMU receiver will tend to becomé the
same as that of the MMSE receiver. This is dué to the fact that in our method,
the inverse matrix of the interference term is approximated through the way that
the background noise is considered in the polynomial expansion. Finally, since we
consider the distribution of the channel gains, unlike [50], which deals with only
downlink communication, our proposed method can be applied to both downlink
and uplink communications. From Chapter 2, for the m-stage multistage linear

multiuser (MLMU) receiver, the decision statistic can be written as

= allsH (Z $1B1> : (6.1)

where z; is a scalar coefficient and B; = S; A ;S + (02/P)1. The following theorem
gives the expression for the large—éystem performance of the MLMU receiver for
a multipath fading channel. The proof is given in Appendix A. The expressions
for channel gains and covariance matrices for the interference (the MAI plus the
background noise) term are different compared to [50] and [51]. It is further assumed
that the average of the channel gain for the first user is E[afa;] = 1. Otherwise,

the performance will be multiplied by the given average.
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Theorem 6.1.1 The signal to noise-plus-interference ratio (SINR) of the MLMU
receiver in o multipath fading channel with L distinct paths for the first user at the
stage m becomes :

SINR;,, = A"RA (6.2)
where A is an (m + 1) x 1 vector defined as A = [Ag, A1,..., Ap)? with A; =
E;ZO( ‘ )(0?/P)~) M; and M; is the i-th moment of the eigenvalues of the matriz

‘7 N
S1ASE. Furthermore, the (m + 1) X (m + 1) matriz R is called the covariance

matriz of the interference term defined as

AL A o A |
R = E[NN¥] = A:Q Ao Ao (6.3)
| Amir Amiz oo Agm
Proof: See Appendix A. O

Having chosen the spreading sequences randomly, for small K and N, the
performance of any multiuser receiver will become a random value. However, by
letting K and N tend towards infinity while the system load 8 = K/N is held
constant, the performance will converge to a deterministig value. In such a condition,
the CDMA system is considéred a large system. For a large-system scenario, it can

be shown that [45]
Mi = S{I(SlAlst)isl ~ trace(SlAlsff)i = E[)\z] (64)

The following theorem gives the expression for the moments of the eigenvalues

of the covariance matrix for the MAI terrri.
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Theorem 6.1.2 For a multipath fading channel with L distinct paths, the ith mo-

ment of the eigenvalues of the mairiz S; A, Sfl becomes

M;=EN] =Y L7 > clmy,...,m;)E[A™]... E[A™] (6.5)

j=1 mi+..+mj=m
where B = K/N is the system load and A is a nonnegative random variable whose
distribution is the limit distribution of matriz A,. All other coefficients are found

accofding to Chapter 2.

Proof: The proof is the extension of the results found in Chapter 2 to a multipath
fading case as follows. The matrix A; = diag[a?,...,aX] isa (K — 1)L x (K — 1)
matrix that can be decomposed to L independent (K —1) x (K — 1) matrices. Since
the same distribution is assumed for the elements of all matrices, the moments of
the eigenvalues of the matrix S;A; S will become L times any (K —~ 1) x (K — 1)
matrix resulting from decomposition. O

In order to evaluate the performance of our proposed multiuser receiver, some
numerical examples are provided. The channel is assumed to bea multipath Rayleigh
fading channel with L independent paths for each user. Figure 6.1 shows the large-
system SINR improvement of the MLMU receiver in a multipath fading channel
versus system load for fixed SNR and number of resolvable paths. As is seen from
this figure, the performance of the MLMU receiver converges to that of the MMSE
receiver as the number of interference cancellation stages increases. Moreover, this
performance is achieved with much less complexity compared to the MMSE receiver.

Figure 6.2 shows the large-system SINR. of the MLMU receiver versus the SNR
when the system load and the number of resolvable paths are fixed. This figure
shows that the performance of the multistage linear multiuser receiver becomes
almost the same as that of the MMSE receiver after a few stages of interference
cancellation when the SNR level is from low to moderate. However, for moderate
to high SNR levels, there is a larger gap between the performances of MLMU and
MMSE receivers.
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Figure 6.1: Large-system SINR of the MMSE-based MLMU receiver in a multipath
fading channel versus system load for L = 2 and SNR = 12.0 dB.
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Figure 6.2: Large-system SINR. of the MMSE-based MLMU receiver in a multipath
fading channel versus SNR. for L = 3 and 5 = 0.5.
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Figure 6.3 shows the large-system performance of the MLMU receiver in a
multipath fading channel versus the number of resolvable paths when the SNR and
the system load are known. As is seen, the performance degrades very fast as the
number of paths increases.

Figure 6.4 shows the bit error rate (BER) improvement of the MLMU receiver
in a multipath .fading environment versus the system load. In this figure, it is
assumed that P, = Q(y/SINREFIC) where Q(z) = 1/(v/27) [° exp(—t?/2)dt. This
figure once more shows that the performance of the MLMU receiver converges to
that of the MMSE receiver. , .

Figures 6.5 and 6.6 show the BER of the MLMU receiver versus the SNR and

the number of resolvable paths, respectively.

6.2 Channel Estimation

Concerning the channel estimation problem, an iterative method for channel estima-
tion was proposed in [56]. However, it does not consider the large-system case. In [57]
and [58], a channel estimation method for the large-system case was introduced only
for a single path fading channel. Finally, in [51], a multistage channel estimation
for the large system case in a multipath fading channel was proposed. We introduce
a simple multistage channel estimation scheme. This is done by introducing a new
expression for the covariance matrix of the interference term, compared to [50] and
[61], which results in a simpler and more efficient approach to large-system analy-
sis. The moments of the covariance matrix of the signature sequences and channel
gains will be found as well. In this thesis, the SINR, the estimated channel gains
and the corresponding MSEs are expressed in terms of the SNR, which makes the
expressions functions of more familiar terms. In [.50] and [51], the expressions were

functions of the noise level. From Chapter 2, we approximate the estimate of the

83



1 T T T T T T T
8[” B
—%— MLMU m=1
6F —8— MLMU,m=3 |
7 —+— MLMU,m=5
it —6— MMSE ]
[o1]
ke]
) .
P4
[1)]
oF |
_2 L -
-4 g
_6 [l L I L 1 1 1
1 2 3 4 5 6 7 8 9

Figure 6.3: Large-system SINR of the MMSE-based MLMU receiver in a multipath
fading channel versus the number of resolvable paths for SNR = 12.0 dB and

B =0.5.
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Figure 6.4: Large-system BER of the MMSE-based MLMU receiver in a multipath
fading channel versus system load for L = 2 and SNR = 12.0 dB.
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Figure 6.5: Large-system BER of the MMSE-based MLMU receiver in a multipath
fading channel versus SNR for L = 3 and 8 = 0.5.
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channel gain for the first user and the first path as

@y =71 Y% (Z X,~B§> T (6.6)
=0

where X; is a scalar and

= i 1lo? '
Bl = SllAllsll + ;?I (67)

Theorem 6.2.1 The large-system multistage M SFEy; at the stage m is

MSED = (XA)(XA)? + XRXH +1 - 2XA (6.8)
where 1t 18 minimum when R'A
= mhoa T (6.9)
AR A +1

and the definitions of A and R are according to Theorem 6.1.1.

Proof: See Appendix B. a

The following theorem, gives the moments that are required to calculate A

and R.

Theorem 6.2.2 For a multipath fading channel with L distinct paths and T training
symbols, the large-system ith moment of the eigenvalues of the matriz §11A11§ﬁ
becomes
. i . BL ! m1 m;j
Mi_E[)\]:Z = D e(m, ..., my)E[A™]... E[A™] (6.10)
7j=1 mi+...+mj=m

Proof: The proof is the same as Theorem 6.1.2 except that in order to cancel
the effect of training symbols, the moments are divided by the number of training
symbols. All coefficients are defined according to Theorem 6.1.2. O

The multistage channel estimation scheme introduced in this section has the
following advantages compared to the scheme proposed in [51]. First of all, the
estimated channel gains and their corresponding MSEs are calculated in a simpler
fashion. This is due to the fact that we introduce a new expression for the covariance

matrix of the interference term. Moreover, the found estimates and their related
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MSEs are functions of the SNR instead of the background noise level only, which
makes the expressions as functions of more familiar terms.

In order to gauge the efficiency of our proposed estimation method, some
numerical examples follow. Figure 6.7 shows the large-system MSE of the proposed
multistage channel estimation versus system load for fixed SNR, number of training
symbols, and number of resolvable paths. As is seen from this figure, the multistage
MSE converges to that of the MMSE case. The reason that the multistage estimation
scheme does not provide the same performance as that of the MMSE case is because
the number of training sequences should be larger as Figure 6.8 proves this matter.

Figure 6.8 shows the large-system MSE of the proposed multistage channel
estimation versus the number of training symbols for known system load, SNR, and"
number of rresolvable paths.

Figure 6.9 shows the large-system MSE of the multistage channel estimation
versus the number of resolvable paths when the system load, the SNR, and the
number of training symbols are available. Finally, Figure 6.10 shows the large-
system MSE éf the multistage channel estimation versus the SNR for known system

load, number of training symbols, and number of resolvable paths.

6.3 Summary

In this chapter, we introduced a simple method to analyze the large-system perfor-
mance of the multistage linear multiuser (MLMU) receiver for a CDMA system over
a multipath fading channel. Unlike the previously proposed methods, we considered
different multipath fading coefficients for different users. Moreover, we gave a new
expression for the covariance matrix of the interference term which resulted in a
simpler and more efficient approach to find the performance. We also introduced a
simple multistage method to estimate the fading channel gains. Numerical examples
showed that the performance of the MLMU receiver converges to that of the MMSE

receiver with much more affordable complexity, compared to the MMSE case.
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Figure 6.7: Large-system multistage MSE versus system load. 7 = 10, L = 2, and
SNR =12.0 dB. "
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Chapter 7

Multistage PPIC Receiver for
Asynchronous CDMA Systems

This chapter introduces a low-complexity multistage linear par_tial parallel inter-
ference cancellation (PPIC) receiver for an asynéhronous DS-CDMA system. This
receiver is suitable for satellite systems using either CDMA or a combination of time
division multiple access (TDMA) and CDMA [59]. The figure of merit to evaluate
the performance is the signal—to-interference-plus-noise ratio (SINR) that will be
calculated by using the moments of the éigenvzﬂues of the covariance matrix. The
optimum performance of the investigating receiver will be established by adjust-
ing different system parameters such as the partial cancellation factor (PCF), the
number of interference cancellation stages, the system load, and the signal to noise
ratio (SNR). It will be seen that the SINR of the PPIC receiver converges to that
of the minimum mean-squared error (MMSE) receiver with much less complexity
compared to the MMSE receiver.

The proposed multistage linear PPIC receiver is presented in Section 7.1. The
behavior of the proposed scheme is investigated in Section 7.2 by tuning different
system parameters in order to find the region where the system achieves its optimurh

performance. Finally, conclusions are included in Section 7.3.
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7.1 Multistage Linear PPIC Receiver

For an m-stage partial parallel interference cancellation (PPIC) receiver with the
PCF of i, the demodulator ¢, is defined as
m 2 i
PPIC g, 9

= I— u(S:S —I 7.1
C1m M(Z;{ H(11+P))]>Sl (7.1)
where S; is defined according to (2.63). The definition in (7.1) is the extension
~ of the demodulator ¢; introduced in [45] to an asynchronous case. The SINR for

asynchronous PPIC receiver for the first user is defined as |

) ‘
singeric = {m) (7.2)
3 I/m

where by doing the same manipulation introduced in [45], we get

T = g{;(—u)" Z (9]; - %)H e (7.3)

j=0 J
and
i=0 j=0 1=0
with
M; = sf(S;S7)'s, (7.5)

Note that the extreme cases of our proposed receiver areisingle-user matched-filter
(SUMF) and minimum mean-squared error (MMSE) receivers (i.e., m = 0 and

m — 0o, respectively).

7.2 Performance Evaluation

The performance evaluation of the investigating receiver is done by tuning different

parameters of the multistage linear PPIC receiver in an asynchronous environment
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where it is assumed that all users arrive at the receiver with the same power level.
Extension of the system to an unequal-power case is possible through the lines of [46].
For all simulations, purely random signature sequences are considered, although it
is assumed that these signature sequences are known to the receiver. All simulations

are averaged over 1000 samples.

7.2.1 Performance Versus Number of Stages

In order to find out the optimum number of interference cancellation stages (m), the
performance improvement of the multistage linear PPIC receiver Vérsus the number
of the interference cancellation stages is investigated in Figure 7.1 by adjusting the
PCF (u) for fixed SNR and system load (8 = K/N). As this ﬁguré indicates,
the value of the PCF has a crucial impact on the performance of the multistage
linear PPIC receiver such that a wrong selection of this factor will result in a poor
performance. Therefore, the anomalities in the figure show the unstable regions due
to an improper selection of the PCF. This means that for a given SNR, system load
and number of interference cancellation stages, the PCF has to be selected from
stable regions in order to obtain the best performance. As is seen, by letting the
PCF be any value between 0.3 and 0.5, the optimum performance is achieved.
Figure 7.2 depicts the performance improvement of the multistage linear PPIC
receiver versus the number of interference cancellation stages when the SNR, the
system load, and the PCF are known. As is seen from this figure, the performance
of the multistage linear PPIC receiver converges to that of the MMSE receiver as
the number of interference cancellation stages increases. However, unlike the MMSE
case, this performance is achieved without any need to calculate the inverse of the
covariance matrix of signature sequences which results in a much less complexity.
In summary, by choosing a proper PCF, the performance of the MMSE receiver is

almost achieved when the number of interference cancellation stages is greater than

15.
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SINR,dB

Figure 7.1: SINR improvement of the multistage linear PPIC receiver for an asyn-
chronous CDMA system over an AWGN channel versus PCF (p) and the number of
the interference cancellation stages (m), SNR = 12.0dB, K = 16, N = 32 (system
load 8 = K/N =0.5).
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SINR,dB

Figure 7.2: SINR improvement of the multistage linear PPIC receiver for an asyn-
chronous CDMA system over an AWGN channel versus m, SNR = 12.0dB, K = 16,
N =32 (8=0.5), and pu = 0.4.
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SINR,dB

Figure 7.3: SINR of the multistage linear PPIC receiver for an asynchronous CDMA
system over an AWGN channel versus ¢ and 8, SNR = 12.0dB, N = 32, m = 15.

7.2.2 Performance Versus System Load

Figure 7.3 shows the performance of the multistage linear PPIC receiver vérsus PCF
and system load when the SNR and the number of interference cancellation stages
are known. According to this figure, in order to obtain the best performance, the
PCF should be picked up between 0.2 and 0.4, especially, when the system is highly
loaded (i.e., 8 — 1).

Figure 7.4 shows the performance of the multistage linear PPIC receiver versus
system load for fixed SNR, number of interference cancellation, and PCF. As is

perceived from this figure, the performance of the multistage linear PPIC receiver
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Figure 7.4: SINR of the multistage linear PPIC receiver for an asynchronous CDMA
system over an AWGN channel versus 8, SNR = 12.0dB, N = 32, m = 15, and
w=0.3.

converges to that of the MMSE receiver as the number of interference cancellation

stages increases.

7.2.3 Performance Versus SNR

Figure 7.5 shows the performance of the multistage linear PPIC receiver versus PCF
and SNR when the system load and the number of interference cancellation stages
are known. From this figure, the best performance is achieved when the PCF is

chosen between 0.3 and 0.5 for moderate to high SNR levels.
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Figure 7.5: SINR of the multistage linear PPIC receiver for an asynchronous CDMA
system over an AWGN channel versus ¢ and SNR, N = 32, K = 16, m = 15.
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Figure 7.6: SINR of the multistage linear PPIC receiver for an asynchronous CDMA
system over an AWGN channel versus g and SNR, N = 32, K = 16, m = 15,
w=0.5.
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Figure 7.6 shows the performance of the multistage linear PPIC receiver ver-
sus SNR for fixed system load, number of interference cancellation, and PCF. Once
again, it is seen that the performance of the multistage linear PPIC receiver con-
verges to that of the MMSE receiver for moderate to high SNR levels as the number
of interference cancellation stages increases.

It is noted that compared to the results obtained in [45] and [47], the perfor-
mances of PPIC and MMSE re,ceivers are significantly degraded due to asynchrony.

Regarding all sirhulation results, the best performance is achieved when the.
PCF is between 0.3 and 0.5; and the number of stages is greater than 15 for a
moderate to high SNR level. |

7.3 Summary

In this chapter, we introduced a multistage linear partial parallel interference can-
cellation (PPIC) receiver for an asynchronous CDMA system. Since the proposed’
receiver provides a good compfomise amoﬁg the performance, the complexity, and
the processing delay, it is suitable for satellite communication systems using either
CDMA or evolutionary CDMA (combination of CDMA and TDMA). The perfor-
mance of our proposed receiver was evaluated by using the moments of the eigen-
values of the covariance matrix. By investigating the behavior of the introduced
scheme, the appropriate regions to choose the partial cancellation factor and the
number of interference cancellation stages were determined. In this case, the per-
formance of the multistage PPIC receiver converges to that of the MMSE receiver

with less complexity compared to the MMSE receiver.
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Chapter 8

Conclusions and Suggestions for

Future Work

8.1 Conclusions

In this thesis, we introduced a simple approach for calculating the optimum partial
cancellation factors (PCF) for the partial parallel interference cancellation (PPIC)
receiver in a synchronous CDMA system over AWGN and frequency-flat fading
channels. These factors were found for a case where the number of active users
and the processing gain tend towards infinity while their ratio is finite. The found
PCF is a function of the nuinber of interference cancellation stages, the moments
of the eigenvalues of the covariance matrix, the system load, and the signal-to-
noise ratio (SNR). Simulation results showed that by using our proposed method,
the performance of the PPIC receiver converges to that of the minimum mean-
squared error (MMSE) receiver. When comparing our method with the previously
proposed methods, one can point out some advantages. Firstly, it is less complex
due to the fact that the calculated PCFs are explicit functions of the moments of
the eigenvalues of the covariance matrix. Secondly, there is no need to know the

number of interference cancellation stages a priori. Finally, there is no need for the
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PCFs to be ordered. This last advantage results in even more simplicity in circuitry.

We found a closed-form expression for the large-system performance of the
multistage linear partial parallel interference cancellation receiver for the CDMA
system over a frequency-flat fading channel. It was shown that the large-system
performance has a closed-fofm expression that is a function of the system load,
the partial cancellation factor, the number of interference cancellation stages, the
SNR, and the received powers of interfering users. Using the proposed tool, the
performance of the PPIC can be calculated more precisely with a considerable saving
on the processing time compared to the numerical simulations.

We also introduced a multistage linear PPIC receiver whose performance con-
verges to that of the MMSE receiver by applying a variéble PCF. It was shown
that the signal to interference-plus-noise ratio (SINR) is a function of the number
of interference cancellation stages, the moments of the eigenvalues of the covariance
matrix and the SNR. Compared to the existing schemes for thekmultistage linear
PPIC receiver, our proposed scheme provides the following benefits. First of all,
with fewer stages of interference cancellation, its performance converges to that of
the MMSE receiver that provides the best performance among the linear multiuser
receivers. Secondly, our proposed receiver is more robust for high system loads and
high' SNR levels; and finally, the expression for the performance is found directly
without using any orthogonalization algorithm.

We extended our proposed scheme to analyze the large-system performance
of the multistage linear multiuser (MLMU) receiver for a CDMA system over a
multipath fading channel. Unlike the previously proposed methods, we considered
different multipath fading coefficients for different users. Moreover, we proposed a
new expression for the covariance matrix of the interference term which resulted in
a more efficient and simpler approach to find the performance. We also introduced a
simple multistage method to estimate the fading channel gains. Numerical examples

show that by using our approach for data and channel estimation, the performance
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of the MLMU receiver will converge to that of the MMSE receiver with much more
affordable complexity, compared to the MMSE case.

Regarding asynchronous case, we introduced a multistage linear PPIC receiver
for an asynchronous CDMA system. Since the proposed receiver provides a good
compromise among the performance, the complexity and the processing delay, it
is suitable for satellite communication systems using either CDMA or evolution-
ary CDMA (combination of CDMA and TDMA). The performance of our proposed
receiver was evaluated by using the moments of the eigenvalues of the covariance
matrix. By investigating the behavior of the introduced scheme, the proper regions
to choose the partial cancellation factor and the number of interference cancella-
tion stages were determined. In this case, the performance of the multistage PPIC

receiver converges to that of the MMSE receiver with less complexity.

8.2 Directions for Further Research

The topics for further research are

e Large-system design and analysis of the MLMU receiver for asynchronous

CDMA systems.

e Large-system design and analysis of the MLMU receiver for coded CDMA

systems with different coding schemes.

e Multistage channel estimation of asynchronous CDMA system over multipath

fading channels.

e Multistage channel estimation of coded CDMA systems with different coding

schemes.
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Appendix A

Proof of Theorem 6.1.1

The decision statistic can be written as

with
X = [To, Z1, - - -, Trm) (A.2)
and ' _ -
allgHt
afsiB
Z=| ' | (A.3)

H. Hpm
| ay'sy BT |

Eventually, the vector z can be written as
Z=bHM+N (A4)

where the second term of (A.4) is the interference (the MAI plus the background

noise) term and

aflsfs|a

al’sfiB;s a

af's{B's1a; |’
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and

The MSE is defined as

where

MSE1 =

A=EM =

aPsf(S;A)”b; +n)
allgt B1(81A1/2b1 +n)

afls! Bm(SlAl ’by+n) |

Elfby ~ 0,"] = E[IxZ — b,["]
E[(xZ)(Zx)" + 1 - 2b;xZ]

xAATIXE + xRx® +1 - 2xA

alflsfis)a;

aflstBlslal

allsl'B7s;a,

- M,
M+ 2

Mo, M E[al 57 (S A SH) slal] and

£
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The (m+1) x (m+ 1) covariance matrix R of the MAI plus noise term is calculated

as _ -
) VY VY
As Ay ... An
R=ENN/=| "% °° e (A.10)
| Am-+-1 Am+2 e A2m—|—1 ]

Finding the derivative of (A.7) w.r.t. x and equating to zero yields

R'A
= —— A1l
T 1+ AFR-IA (A11)
The decision statistic by substituting (A.4) into (A.1) becomes
b = x.Z = x(b;M + N) = b;xM + xN (A.12)

where the first term in (A.12) is the useful signal and the second term is the MAI
plus the background noise. The SINR by substituting for x from (A.11) is calculated

E[(bixM)?]

By~ ATRTA (A.13)

SINR, =
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Appendix B

Proof of Theorem 6.2.1

The estimated channel gain for the first user and the first path can be written as

611 - XZ ’ (Bl)
with
X = [Xo, X1, .., Xm] / (B.2)
and L -
S11
=sH
7= | BB (B.3)
| SHBT
Eventually,
Z =apnM + 772N (B.4)
where ) _
sfsn
s1B;s
M=| 0 (B.5)
| 5{iB7'Su |
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and

N =
The MSE is defined as
MSEH -
where
A=EM] =

5{{ (71/2§11311 + ﬁ)

§ﬁB1~(T1/2§11311 + —ﬁ)

_‘ §ﬁBT(Tl/2§11a11 -+ —ﬁ)

|

E[|ay — aul*] = E[|XZ — an1|?]

E[(XZ)(XZ)? + 1 — 2a;1XZ]

(XA)(XA)? + XRXT +
§88n
5 52 Bs1;

—H m=

1-2XA

(B.6)

(B.7)



The (m+1) X (m+1) covariance matrix R of the MAI plus noise term is calculated

as _ .
Al A2 Lo Am_|_1
As As ... Am
R=ENN"=| ° ’ 2 (B.10)
| Am—|—1 Am+2 v A2m+1 ]

Finding the derivative of (B.7) w.r.t. X and equating to zero yields

R1A

- B.11
1+ ATR-1A (B11)
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