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ABSTRACT

Theoretical Studies of Solvation and Catalysis:
Clusters as Chemical Nano-reactors

Tao-Nhéan Nguyen, Ph. D.
Concordia University, 2005

In this work, computational studies of clusters were performed to understand
solvent effects on chemical reactivity (Part A), and assess their potential use as micro-
reactors to catalyze reactions not usually possible (Part B).

In Part A, a comparative investigation of the structural and energetic properties of
ions and ion pairs in polar solvent clusters of acetonitrile, ammonia and water is
undertaken by means of Monte Carlo simulations with custom-built model potentials.
Quantum chemistry calculations demonstrate the presence of nonlinear hydrogen-bonded
I'(CH3CN); 1somers, which leads to a reinterpretation of previous experimental work. In
addition, our work has some implications for the strong solvent selectivity observed
experimentally for the Nal photoionization in polar clusters. Equilibrium constant
calculations of the Nal ion pair in clusters suggest that the lack of large ionized product
fragments observed experimentally in acetonitrile is not due to solvent-induced charge
separation (as suggested previously in analogy with water clusters), but could be
attributed either to differential solvation effects or to solvent evaporation on the ionized
state. On the other hand, the lack of large product signal in Nal(NH3), multi-photon

ionization experiments might be connected to the low evaporation temperature of
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ammonia, which may prevent production of large parent ground-state Nal(NH3;), clusters,
and result in massive solvent evaporation on the excited states.

In Part B, the dynamics of energy transfer in (Oy), cluster-surface scattering is
characterized by means of classical molecular dynamics simulations, providing insights
for several experiments, such as the cluster-catalyzed oxidation of a silicon surface.
Simulations of the cluster scattering process reveals that the oxidation mechanism cannot
occur through molecular dissociation nor by direct molecular reaction. Molecular
dynamics simulations of (O;), cluster-surface scattering, along with high-level quantum
chemistry calculations of the (O,), cluster model, suggested a novel "ladder climbing"
mechanism, involving curve-crossing and spin orbit coupling, for the efficient
mechanically-induced formation of highly reactive singlet O, molecules. Such a process
may also be responsible for the presence of a "dark channel” in the enhanced vibrational re-
laxation of highly excited O, molecules, and shows that the Born-Oppenheimer

approximation breaks down in the “chemistry with a hammer”.
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GENERAL INTRODUCTION

Clusters are defined as an aggregated state of matter, in which the individual
constituents are held together by forces that are typically weak compared to those
involved in chemical bonding.! Often, they can be viewed as finite-size “pieces” of
condensed-phase matter. Nowadays, many types of clusters can be synthesized and
research has focused on several classes of such systems. For instance, extensive effort has
been devoted to carbon clusters, metal and semiconductor systems, rare-gas and van der
Waals systems, as well as clusters composed of hydrogen-bonded molecules.”

The area of cluster research originates from the mid-nineteenth century when the
first studies of colloids, aerosols, and nucleation phenomena were reported.” While
cluster research underwent a slow development in the early part of the twentyth century,’
a resurgence of interest occured several decades ago, when well-defined clusters
generated by supersonic expansions could be investigated using mass spectrometry.’
From that point on, combinations of beams for cluster generation and mass spectrometry
for detection and selection prompted a plethora of studies.® By the early 1970s, cluster
science started to be considered as a field of research of its own, as new methods were
developed for synthesizing clusters of variable size’ and various laser spectroscopic
techniques® could be employed for probing cluster properties.

Nowadays, neutral clusters are usually formed by supersonic expansion
techniques, which facilitates cooling processes and concomitant association steps related
to their growth.® The expansion cools the gas well below its condensation temperature,
and pressure control allows interruption of the condensation process at any point,

generating clusters of different size.” Clusters can be generated in conditions well suited



for high-resolution spectroscopy, and numerous methods have been developed for this
purpose.'’ Ionic clusters have been successfuﬂy synthesized using electrospray
techniques,'" although related thermal vaporization methods have also been employed to
produce clusters of neutral species from liquids.'? In the case of metal and semiconductor
clusters, laser vaporization and use of condensation sources have been especially valuable
as methods for cluster production.'

In the last two decades, progress in experimental techniques was accompanied by
a steady increase in computational power, which made possible a direct comparison of
the results of molecular modeling and experimental studies. Both approaches can provide
structural, thermodynamic and spectroscopic properties, and even dynamic properties of
small clusters in the gas phase. From both experimental and theoretical points of views,
the limited number of degrees of freedom is of great advantage, such that high-resolution
experiments and accurate theoretical calculations are possible. Furthermore, theoretical
studies proved to be essential for the interpretation of increasingly complex experimental
results, and such interplay between theory and experiment induced an explosive growth
of the research field.®

In terms of fundamental knowledge, cluster studies provide a molecular-level
characterization of molecular interactions and chemical reaction dynamics. These small
aggregates typically display a behavior that significantly differs from those of the solid,
liquid, or gas phases, and as such, clusters are often considered as a new state of matter.
In particular, their small size implies that not only a large fraction of their constituents lie
on the surface, but also quantum effects imposed by size-dependent constraints can be

determining.'* For instance, studies of clusters were employed to investigate nucleation



phenomena, including the formation of highly dispersed media having a large surface-to-
volume ratio, e.g., aerocolloids, ultrafine particles, and nanoscale materials. !>

The ability to vary the number of atoms or molecules in a cluster allows us to
monitor how its various structural and dynamical properties evolve with size, and
comparative investigations of properties of gaseous and related condensed-phase systems
has been part of an overriding theme of many studies.”!’ Although considerable progress
has been made in many different areas of the field, the point where cluster properties can
be directly connected to that of the corresponding bulk limit has not been reached yet,
and much work remains to be accomplished. For instance, some elementary questions
related to the nature of clusters as an intermediate form of matter remain unanswered,
such as whether or not they can be characterized as liquids or solids, and if so, what is the
nature of the associated phase transitions.”®!®

In addition to providing insights on the nature of microscopic molecular
interactions, cluster studies can provide information on basic mechanisms of reactions
within clusters. As such, the unique properties of the cluster state can be exploited for the

. . . . .2
investigation of a multitude of fundamental processes, such as solvation™*?

and
photochemistry.'*? Two broad classes of cluster studies have been designed. The first
group involves chemical reactions within the cluster environment, which allow, for
instance, the study of solvation effects on reactivity. Indeed, investigations' of intracluster
interactions can provide insights on the structure and bonding of complexes in solution,
and on solvent effects on reactivity. In addition, it is also possible to control chemical

reactions by selective solvation of reactants, as the solvent affects the properties of the

solvated species. This leads to the concept of solvation control of reactivity, a topic which



we will purse in the first part of the thesis. In the second group of studies, one typically
seeks to induce new reactions by clustering reactants together. For instance, impacting or
colliding clusters at high velocities can lead to extreme conditions of internal pressure
and temperature that result in efficient cluster catalysis. This leads to the concept of the
“chemistry with a hammer”, which employs molecular clusters as a new class of

reactants.



PART A

CLUSTERS IN SOLVATION STUDIES



CHAPTER Al
Introduction to Cluster Solvation Control of Reactivity

The fact that chemical reactions may differ in the gas, bulk and cluster phase has
long been a challenging problem in the field of chemical physics.'**** One typical
application is the study of the ubiquitous solvation effects on the physical and chemical
properties of systems, along with that on their reactivity.>*'*** For instance, hydration of
biomolecules was found to affect strongly their chemical properties.”” Furthermore,
solvent effects on some chemical reactions have been shown to depend strongly on the
solvent.®'®!72® More generally, solvent effects may be classified as (i) altering the nature
of the reaction sites, (ii) affecting the reaction thermodynamics (exothermicity or
exoergicity) , (iii) affecting the reaction kinetic properties (energy of activation), and (iv)
effects due to caging by the cluster molecules.®

In cluster solvation studies, comparative investigations at various degrees of
cluster aggregation reveal the evolution of the system properties and reactivity as a
function of the degree of solvation, possibly providing insight into the differences
observed in the gaseous and condensed phases. The course of a chemical reaction
depends on the mechanisms of energy transfer and dissipation from the reaction site,
which neighboring solvent molecules were shown to perturb.>!” For instance, transient
configurations reached by the solvent can induce low energy barrier situations, making
possible reactions that would not occur in gas phase. Further perturbations may be
induced through caging effects which keep dissociating molecules in relatively close
proximity for long periods of time. A mathematical formulation of the solvent

reorganization free energy during a reaction has been provided by Marcus, which allowed



calculation of activation barriers and reaction free energy changes in solvated
environments.”” This theory first provided an explanation for the varying rate constants
measured for electron transfer reactions, and was then proven invaluable in the
interpretation of many chemical processes.2 ® Marcus was awarded the Nobel prize in
Chemistry (1992) in part for this seminal work on electron transfer reactions.”
Electron-transfer reactions are among the most ubiquitous and elementary of all
chemical processes, with a wide range of implications for many areas of chemistry,
physics and biology.”® As electron-transfer processes in natural environments are quite
complex, cluster science allows investigation of elementary aspects of this process in
simplified model systems, free from the complicating or competing processes found in
natural environments. In particular, photoinduced electron-transfer reactions provide
detailed information on the structure of neutral and ionic clusters, as well as on energy
transfer processes, photodepletion and photodissociation dynamics, which fueled a
continued interest in determining the molecular-scale details of the initial electron-
transfer step. Early studies on photodissociation and photoexcitation studies focused on

! and then attention moved onto

simple systems, such as rare-gas dimers and trimers,’
larger rare-gas cluster ion systems.*? A wide variety of other small cluster ions have also
been investigated, many of which are likely to be relevant for atmospheric chemistry. 3
From the recent advances in generating laser pulses of subpicosecond duration
arose the field of femtochemistry, pioneered by the Zewail group.>* Many breakthroughs
in this emerging field have been reported over the past decade,”” and Zewail was awarded

the Nobel Price in Chemistry in part for his innovative work in 1999.°° Real-time

observation of chemical reactions became possible via femtosecond pump-probe



techniques, and the evolution of the system could be monitored along the reaction path,
from reactants to transition states, and then products. In typical photodissociation
experiments, an electron-transfer process is initiated by a femtosecond pulse and the
reaction progress is followed with a femtosecond probe pulse.’’?® Experimental results
indicate that the electron transfer process and the subsequent reaction dynamics are
strongly correlated to the structural properties of the complex, and in particular to its
degree of solvation.”” Thus, the time resolution and coherence provided by femtosecond
laser pulses also allows for the observation of the evolution of cluster properties going
from the gas to the liquid phase, providing important insights on solvation processes.

In this work, we investigate the solubility of salts in solvents at the microscopic
level, by focusing on the properties of the prototype Nal embedded in solvent clusters. A
salt of iodine was selected because iodine is an ideal electron-acceptor molecule for
studying electron-transfer processes.”” In addition, the photodissociation dynamics of Nal
has been well characterized.** Our theoretical studies aim at understanding the differing
experimental results reported for the multi-photon ionization of Nal in clusters of water,
acetonitrile, and ammonia.?® Because Nal(H,0), clusters have already been studied,*"*?
we focus here on the properties of Nal in clusters of acetonitrile and ammonia, which will
allow a comparison of various solvent effects on cluster properties. We employ standard
methods of statistical mechanics to generate representative ensembles of ion-(solvent),
and ion pair-(solvent), clusters, which require the development of classical model
potentials to describe molecular interactions within the cluster.

As the first part of this work (Chapter A2), we present an early model potential

for acetonitrile clusters, geared towards a proper description of the CH;CN-CH;3CN, Na'-



CH;CN and I'-CH;CN interactions, based on ab initio calculations for small clusters and
available experimental data. We focus on the properties of Na'(CH;CN), and I'(CH;CN),
clusters, but also investigate those of Cs'(CH3;CN), clusters, in order to gain some insight
into the influence of ionic size and charge on cluster properties. Finally, comparison with
analogous water clusters is made to clarify solvent effects on clusters properties.

The second part of this work (Chapter A3) deals with the investigation of hydrogen
bonding in acetonitrile clusters. Acetonitrile is not known as a hydrogen-bonding solvent,
yet in the course of the investigation of small acetonitrile clusters with first-principle
methods, we discovered the possible existence of low-energy hydrogen-bonded I
(CH;3CN), complexes. We thus report an in-depth investigation of hydrogen-bonding in I
(CH3CN); as a prototype for I'(CH3CN), clusters and show how a combination of theory
and experiment may help provide insight into cluster structure and energetics. 43-46

In the third part of this work (Chapter A4), we develop an improved model potential
for Nal(CH3;CN), clusters, as our earlier model potential based on ion-solvent properties
(cf. Chaptér A?2) failed to properly reproduce some subtle features of the Nal(CH3CN),
complexes. Particular attention was paid to the modeling of I'(CH3;CN), hydrogen-
bonding interactions, and the Nal-(CH3;CN) interaction. Following a brief study of ion-
(acetonitrile), clusters, we turn our attention towards Nal(CH3;CN), structural and
thermodynamic properties, along with possible implications for Nal multi-photon
ionization in clusters.?®

In the fourth part of this work (Chapter AS), in order to complete our investigation of
the solvent-sele.ctive behavior of Nal multi-photon ionization in clusters, we turn our

attention to the analogous ion-(ammonia), and ion pair-(ammonia), clusters. Again, we



found it necessary to develop a new model potential for both ion-solvent and solvent-
solvent interactions, based on properties of small ammonia clusters obtained from ab initio
calculations and experiment. Particular interest was paid to the influence of cluster
temperature, and the possible implications for Nal multi-photon ionization in clusters.
Finally, a comparison of the structural and thermodynamic properties of Nal ion pairs in
ammonia, acetonitrile and water clusters is made to provide further insight into the role of

solvation in preparing specific reactants and ultimately controlling chemical reactions.
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CHAPTER A2
Microsolvation of Alkali and Halide Ions in Acetonitrile Clusters

A2.I INTRODUCTION

Since a large fraction of chemical reactions occurs in solution, considerable
attention has been paid to the influence of solvent on the physical and chemical properties
of species.”” By that token, experimental and theoretical studies of clusters — an
intermediate state of matter between the condensed and gas phases - are very valuable for
gaining insight into such fundamental processes such as the role of microsolvation in
chemical reactions.”® Over the past decade, an increasing number of cluster types have
been investigated,'” due to the development of experimental techniques for generating
such species and observing their properties.”’ For example, studies of simple ionic
clusters have provided detailed information about the cluster structures, thermodynamics
and spectroscopic properties.’’® Of particular interest is the investigation of the
properties of clusters of increasing size in order to determine at which point cluster
properties would converge to bulk phase values.’”® A number of experimental and
theoretical studies have been reported about the solvation of ion pairs in clusters.2"#>>"
%% Salt ion pairs such as Nal in polar solvent clusters are of particular interest to us. The
Nal system has been a prototype system for the study of photodissociation dynamics
involving curve crossing of covalent and ionic states.*® Briefly, Nal photoexcitation
results in transient trapping in an excited state well that arises from the avoided crossing
between ionic and covalent states, together with a decay of the excited state population
into atomic products via nonadiabatic transitions.’”®® In typical femtosecond pump-probe

experiments, the excited state population can be time-resolved by ionization of the

11



trapped excited Nal to a probe state and collection of the dissociation products with a
mass spectrometer.’*®® Our early theoretical work on Nal(H,0) clusters® showed how
the presence of solvent affects the nonadiabatic dynamics of the photodissociation
process, and prompted experimental multi-photon ionization studies of Nal ion pairs in
polar solvent clusters of water, acetonitrile and ammonia.’*®"%? In these experiments, a
very clear solvent-selective behavior was observed in the distribution of the detected
Na*(solvent), product ions.?® For instance, clusters of size up to n~50 have been observed
experimentally with water, but no clusters larger than size 10 and 7 have been observed
with ammonia and acetonitrile, respectively.

In previous theoretical work, we also investigated the structure and
thermodynamics of Nal ion pairs in aqueous clusters.”"*> We found that Nal ion pairs are
actually stable with respect to complete ground-state dissociation, even in very large
water clusters, but that solvent-separated ion pairs become rapidly predominant over
contact ion pairs with increasing cluster size. Model electronic structure calculations
showed that solvent-separated ion pairs have a much reduced oscillator strength and may
not possess optically accessible excited states akin to that of gas-phase Nal** Our
findings are consistent with the fact that products of Nal(H,O), cluster multi-photon
ionization of size n>50 were not observed experimentally, as the larger solvent-separated-
1on-pair parent clusters may just not be photochemically active. Interestingly enough, we
also found that the structure of ion pairs in water clusters could be relatively simply
related to that of the individual ions in water clusters.*' Of particular importance in this

case is the now well-known ‘“hydrophobic” character of the iodide ion in aqueous
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clusters,””"” which may explain why Nal ion pairs are “dragged” to the surface of small

water clusters.*!

We are now turning our attention to acetonitrile and ammonia clusters in order to
understand the experimental differences observed for the various solvents.?® The first step
involves the development and validation of model potentials for Monte Carlo simulations
of the structure and thermodynamics of Nal ion pairs in clusters. While we defer our
work on ammonia clusters to a separate publication,”’ in this work, we derive model
potentials for simulations of acetonitrile clusters, and validate the potentials by
comparing the results of ionic cluster simulations with available experimental
thermochemical data. Model potentials for acetonitrile simulations have been proposed in
previous work,”"7*7* but none of them seemed to be completely adequate for our cluster
simulations. We naturally focus on Na'(CH3;CN), and I'(CH3CN), clusters, but also
investigate Cs'(CH3;CN), clusters for comparison. Since the Cs' ion is a monovalent
cation like Na* but of a size similar to that of I", this may help untangle the role of ion
size and charge in determining the structure of ionic clusters. The photodissociation of
Csl in solvent clusters is also being investigated experimentally, and theoretical studies

rk**® on Nal in water clusters might be needed for that system.

akin to our previous wo
Finally, a key point of this work is to compare the structural properties of ion-acetonitrile
clusters to those of aqueous clusters.”” Despite being both highly polar solvents,
acetonitrile and water differ significantly, due to very different molecular sizes and
molecular dipole moments, and the propensity of water to form relatively strong

hydrogen bonds. Since the latter plays a major role in determining the surface structure of

I'(H,0), clusters, we will pay particular attention to the structure of I (CH3CN),, clusters.
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The outline of this chapter is as follows. The simulation procedure is briefly
presented in Sec. A2.II. The thermodynamic and structural properties of the ion-
acetonitrile clusters resulting from the simulations are presented and discussed in Sec.
A2.III., where they are compared and contrasted to previous findings for ion-water

clusters. Concluding remarks follow in Sec. A2.IV.

A2.I1. COMPUTATIONAL PROCEDURE
A2.1l.A. Monte Carlo Simulations

Metropolis Monte Carlo simulations’ are used to investigate the thermodynamic
and structural properties of Na+(CH3CN)n, Cs+(CH3CN)n, and I'(CH;CN), clusters at

*! where independent

300K. We follow the procedure developed in previous work,
simulations are carried out for clusters of various sizes. A given number n of CH3CN
molecules is placed around a fixed ion and canonical ensembles are generated as Markov
chains of cluster configurations.” We employ the random-walk method* to generate a
new trial solvent configuration by randomly translating one acetonitrile molecule in each
Cartesian direction and rotating it about its standard Euler angles 6, y, and ¢.” Since
each random walk involves the six degrees of freedom of only one acetonitrile molecule,
the length of the Markov chain is naturally increased with cluster size. Only sampled
configurations for which all acetonitrile molecules have changed position are stored for
structural analysis. Finally, the clusters are periodically heated and cooled with a smooth
temperature schedule in order to sample all possible local minima.”

In contrast to liquid simulations,” no potential truncation is necessary and no

periodic boundary conditions are imposed in cluster simulations. However, complications
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arise from the fact that acetonitrile molecules may undergo evaporation at room
temperature,®® which results in a reduction of the size of the cluster being simulated.®
Since our goal is to obtain a well-defined equilibrium ensemble of clusters of a given
size, each Markov chain containing clusters that have undergone solvent evaporation is
excluded from the final conformational sampling (in practice, acetonitrile is considered as
evaporated from the cluster when it is farther than 20 A from the ion). This is formally
equivalent to adding a stepfunction to the configurational integral, so as not to take into
account clusters which are not of the appropriate size.*** Each run entails about 10°
steps of equilibration, followed by an equivalent number of steps for data collection. The
range of displacement for translational and rotational motion were chosen so as to obtain
acceptance ratios between 40 and 60%. This typically corresponds to a displacement
range of 0.25 A for translation, and 25°, 0.25 and 25° for ¢, cos 8, and v, respectively.

Cluster enthalpies are computed from the average energies <V> of the canonical
ensembles of configurations as

AH, =AU + A(PV)=<V >+nRT, (A2.1)
where n is the number of solvent molecules in the cluster,*® and stepwise binding
enthalpies are simply obtained as

AH,,  =AH, —-AH,. (A2.2)
Structural properties of the clusters are analyzed in terms of a distance-dependent

coordination number N, (r), and its derivative, which is the normalized radial

probability distribution function
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P(r) (A2.3)

J. 4’ g(r)dr
0

It should be noted that P(r) differs from the radial distribution functions g(r) used in

liquid structure theory” by a factor 4a»”, and it actually represents spatial relative
probabilities. The probabilities are normalized so that integral distributions equal the

number of solvent molecules present in the cluster.

A1.l1l.B. Model Potentials

Early model potentials for acetonitrile did not explicitly include hydrogen atoms
72 or employ a very simple empirical potential function.” We tested a more recently
proposed potential,” which includes Coulombic, distributed polarizability and repulsion-
dispersion terms, but the model seems to underestimate solvent polarization effects in the
presence of ions.* Another model was parameterized for pure acetonitrile’* and sodium-
acetonitrile®® liquid simulations, based on ab initio calculations that do not take into
account zero-point energy corrections for the acetonitrile-acetonitrile binding energy.
Further, the sodium-acetonitrile polarization interactions were added to the potential
function in an ad hoc fashion.®® Hence, we have opted to develop a new model potential
function describing both solvent-solvent interactions and ion-solvent interactions for
simulating alkali and halide ions in acetonitrile clusters.

In our simulations, we employ rigid acetonitrile molecules and the interaction
energy between various monomers (including the ion) consists of Coulombic, many-body
polarization and repulsion-dispersion contributions,

V=Veu+tV,utV,

pol rep—disp *

(A2.4)

16



The Coulombic part,

(A2.5)

949,
VCoul ZZZ ’
i —r.

»
r, -

simply represents the interactions between the fractional charges ¢; on each atomic site

(at position r;) of the monomers. The ion and each acetonitrile molecule carries an
isotropic polarizable site (that is located on the middle carbon for CH3;CN) with a

polarizability o; and an induced dipole moment p.. The polarization contribution is

expressed as®’
1 0
Voot = ——Z—ZEi T (A2.6)

where the electric field E{ due to the permanent charges of the other monomers is given
by

S,
— J

E} =+, (A2.7)
ri—x
and the induced dipole moments are calculated from
n, =o,E, =ai[Ef +Zz;.j.pj} (A2.8)
J=i

in a self-consistent iterative procedure. T; in Eq. (A2.8) is the dipole tensor.” The
polarizable sites included in the induced dipole problem of Eqs. (A2.6) to (A2.8) account
for mutual polarization of the solvent molecules and the solute ion. In cluster simulations,
the low dimensionality of the problem allows one to solve the set of linear equations in
Eq. (A2.8) in matrix form.®® In the present work, the induced dipoles are solved by LU

decomposition and backsubstitution.”” Finally, short-range repulsion and dispersion
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interactions are modeled via Lennard-Jones potentials with well depth €; and size
parameter o between all atoms.

12 6
o g
Vyepdip = 2 4€; (—J —(-—f] , (A2.9)
L

i
¥ v

First-principles quantum chemistry calculations provide the basis for the parameterization
of our model potentials. Accordingly, we now turn our attention to ab initio calculations

for small clusters.

A1.1l.C. Ab Initio Calculations

Ground-state properties of (CH3CN);.,, Na'(CH3;CN);4, Cs'(CH3CN),.3, and T
(CH3CN) 2 clusters were calculated with the quantum chemistry packages GAMESS®
and Gaussian98.”° Cluster structures were first optimized with acetonitrile molecules
constrained to the isolated molecule geometry. The intramolecular coordinates were
subsequently allowed to relax before a frequency calculation was performed in order to
characterize the stationary points and obtain harmonic zero-point energies. This
procedure allows estimation of the energy gain associated with monomer geometry
relaxation in clusters, and to estimate the extent of the error introduced in our model
potential by employing rigid solvent molecules. A number of model chemistries were
tested, including Hartree-Fock (HF),”' second-order Moller-Plesset (MP2),”! and Becke 3
Lee-Yang-Parr (B3LYP) theories,”>” together with standard 6-31G(d) and 6-311+G(d)
basis sets.”’ Stuttgart-Dresden-Bonn quasi-relativistic effective core potentials (ECP) and
valence basis sets” with additional polarization functions were employed for the I and
Cs" ions, and an all-electron 6-311+G(d) basis set recently reported for iodine was also

used for comparison.” As will become evident in the following, we found that, overall,
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the MP2/6-311+G(d) model chemistry is quite reliable, with the advantage of being
computationally feasible for larger clusters. Energetics of the smaller clusters were also
evaluated at the coupled cluster with single, double and linearized triple excitations
[CCSD(T)] level of theory with a 6-311+G(2df,pd) basis set,”® using the MP2/6-
311+G(d) cluster geometries.

The cluster minimum energy structures obtained from ab initio calculations are
shown in Fig. A2.1, and the results of the calculations are collected in Table A2.1 for a
number of small clusters. Remarkably, the MP2/6-311+G(d) model chemistry reproduces
the experimental CH3;CN geometry, which is essentially the same in the liquid phase”’
and in the gas phase, and the computed dipole moment compares very well to its
experimental counterpart of 3.92 D.”® This inspires confidence in this level of ab initio
quantum chemistry. We are reporting geometric parameters in Table A2.1 for the clusters
after monomer geometry relaxation to illustrate the effect of constraining monomer
geometries to their experimental values. The latter is obviously not significant. In
general, the C-H bonds are shortened by only 0.01 A, relative to the isolated acetonitrile
molecule, and the C-N bond lengthens by only 0.01 A in I (CH3;CN), clusters. Properties
such as binding energies or charge distributions are actually not affected by monomer
geometry constraints. The molecular dipole moments of individual monomers can be
evaluated from the ESP charge distribution® of the supermolecule, and they are also
listed in Table A2.1.

Binding energies (D, ) are calculated via the supermolecule approach, including

zero-point energy corrections and a correction for basis set superposition error (BSSE)

estimated with the Counterpoise method.'®
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(CH3CN),

I'(CH3CN);.,

C3v

M'(CH3CN) 1.4

Fig. A2.1. Minimum energy structures of (CH3CN),, M'(CH3CN), 4 [M=Cs,Na] and T
(CH;CN),; clusters predicted by the MP2/6-31 1+G(d) model chemistry.

20



The zero-point energy correction is based on the MP2/6-311+G(d) harmonic
frequencies. Monomer relaxation in the Counterpoise calculations is not an issue here,
since we constrain the acetonitrile molecules to the isolated molecule geometries in all
calculations but for frequencies. Also, since the Counterpoise method tends to
overestimate the BSSE,'®’ we report binding energies with and without BSSE
corrections. It is obvious from Table A2.1 that the zero-point energy and BSSE
corrections to the binding energy amount to at most 2 kcal/mol for all clusters considered,
except for I (CH3CN), clusters. Experimental binding enthalpies are listed in Table A2.1
for comparison and perspective; they may be good estimates of the binding energies, if
enthalpies are not strongly temperature-dependent (assuming a rare gas relationship,
stepwise room-temperature binding enthalpies might only differ by RT=0.6 kcal/mol
from binding energies).

102103 of the potential energy surface for (CH;CN), have

Previous calculations
demonstrated the existence of two stable isomers for pure acetonitrile dimers (shown in
Fig. A2.1), one with anti-parallel dipoles, and the other with linear head-to-tail dipoles, a
finding that is supported by experimental evidence.'® The binding energy of the linear
local minimum (1.8 kcal/mol) was reported to be about half of that for the anti-parallel
dimer configuration (3.7 kcal/mol).'®* Our MP2/6-311+G(d) calculations are consistent
with these findings. The linear local minimum has C;y symmetry, with the hydrogen
atoms in an eclipsed configuration; the molecules are separated by a distance rn.c=3.26
A, and the presence of the nitrogen atom in the vicinity of the other acetonitrile molecule

slightly increases that molecule’s C-Cy-H bending angle (by 0.5°) in the relaxed

structure.
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The anti-parallel configuration has Cp, symmetry, with the molecular axes in the oy
symmetry plane and the hydrogen atoms in this plane pointing toward the nitrogen atom
of the other molecule, and the central carbons are separated by 3.35 A, which incidentally
corresponds to the interchain spacing reported in the liquid phase.'°® Because of a slight
bending of the Cy-C-N axis (179.3°) in the relaxed structure, the monomers lose their
Csv symmetry, but the energy gained by allowing this slight deformation is only 0.2
kcal/mol. The binding energies obtained in this work for both dimer structures are in
good qualitative agreement with those previously reported,'® but our calculations predict
slightly larger binding energies, i.e. 2.2 kcal/mol for the Csy linear dimer and 4.3
kcal/mol for the C,, anti-parallel configuration with MP2/6-311+G(d). Higher-level
CCSD(T)/6-311+G(2df,pd)//MP2/6-311+G(d) calculations also support larger binding
energies for the acetonitrile dimers. Finally, we note that the mutual polarization of the
acetonitrile molecules in the dimer is not negligible, and increases the dipole moments of
the acetonitrile molecules by ~10%.

Previous ab initio calculations at the HF level with a double-zeta-quality valence
basis set> predicted stable high-symmetry structures for Na'(CH3CN), clusters, with the
ion aligned in the acetonitrile molecular axis (on the nitrogen side). The structures
obtained in the present work for small Na'(CH3CN), clusters are in good agreement with
this finding, and the cluster structures (shown in Fig. A2.1) are found to be linear,
trigonal planar, and tetrahedral for n=2, 3 and 4, respectively. The sodium ion is found to
lie between 2.3 A and 2.4 A from the acetonitrile nitrogen, with a separation increasing
with cluster size. This distance is slightly larger than the separation observed in previous

52,107
el

work which arises from inclusion of electronic correlation in our calculations. For
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clusters sizes 2 to 4, the MP2/6-311+G(d) binding energies are within ca. 1 kcal/mol of
the available experimental binding enthalpies. This is quite an improvement over
previous results,”* which deviated from experimental values by 5 kcal/mol, again because
of the lack of electronic correlation. Finally, we note that increasing the size of the basis
set and using a higher level of theory only improve the binding energy of Na'(CH3CN)
by 0.2 kcal/mol.

To our knowledge, no prior calculations have been reported for cesium-
acetonitrile complexes. The minimum energy structures of Cs'(CH3CN), clusters are
similar to those obtained for sodium clusters. It should be noted that the Cs+(CH3CN)2
minimum energy structure is found to be linear, and not slightly bent like that of
Cs*(H,0),.!® The ion-nitrogen distance increases from 2.34 A in Na*(CH;CN), to 3.17 A
in CsJ“(CH3CN)n clusters. Structural similarities can be attributed to the fact that both Cs*
and Na“ are monovalent ions, giving rise to similar electrostatic interactions with
acetonitrile molecules, and not surprisingly, electrostatic interactions seem to govern the
determination of the cluster structure. However, because of the larger size and more
diffuse positive charge of Cs", the ion-molecule interactions are weaker. This results, not
only in larger ion-molecule equilibrium distances, but also in smaller binding energies for
Cs'(CH3CN), clusters relative to those for Na'(CH3CN),. For instance, the CCSD(T)/6-
311+G(2df,pd)//MP2/6-311+G(d) binding energy is 29.5 kcal/mol for Na'(CH;CN),
while it is only 18.1 kcal/mol for Cs"(CH3CN). If the latter number is in good agreement
with the experimental Cs'(CH;CN) binding enthalpy, in general the MP2/6-311+G(d)

binding energies seem to deviate from experimental binding enthalpies significantly more
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for Cs'(CH3CN), clusters than for Na'(CH;CN),. This could be due to a poorer
description of the ion-solvent interactions due to the ECP treatment of the cesium ion.

We now turn our attention to small iodide-acetonitrile complexes. The optimized
geometry of the I'(CH3CN) cluster has the ion in the Cs, axis, but obviously on the
methyl side of acetonitrile.'” The strong electrostatic attraction between the hydrogen
atoms of acetonitrile and the ion cause a slight distortion of the C-Cy-H angle (by 1°) in
the relaxed I (CH3CN) structure. The all-electron MP2/6-311+G(d) binding energies for
I'(CH3CN), with and without BBSE correction, bracket the experimental number for the
cluster binding enthalpy, and high-level CSSD(T) calculations seem to perform
remarkably well. The binding energies obtained with ECPs, with and without BSSE
correction, also bracket the experimental number, but they deviate from the latter more
significantly. Despite the similar size of the ions, the binding energy of I (CH3CN) is less
than that of Cs"(CH3CN), because of the weaker interaction of acetonitrile with negative
ions. The latter is due to the diffuse distribution of the positive pole of the dipole over the
H atoms of the molecule, while interactions with cations via the charge-concentrated
negative nitrogen are much stronger.

For I'(CH3CN),, three isomers which lie close in energy were identified.""
According to the MP2/6-311+G(d) calculations reported here, the most stable structure
has a C,, quasi-linear configuration (clcm.r.om=168°), with the methyl groups in eclipsed
configuration. The second isomer corresponds to a Cs, structure, higher in energy by 3 to
4 kcal/mol, with the acetonitrile molecules aligned on one side of the ion and the iodide
ion along the acetonitrile molecular axis. The last isomer has C, symmetry, with the

acetonitrile molecules oriented in a perpendicular fashion, and results from a combination
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of hydrogen bonding of acetonitrile to the ion and ion-dipole interactions.''® The latter
isomer has a calculated binding energy comparable to that of the C,, isomer, especially
before inclusion of the approximate BSSE correction. We note that the results are
obviously very sensitive to the choice of model chemistry and the treatment of BSSE, and
a more comprehensive study of the actual nature of the I (CH3CN), structure is reported

10 We also note that previous studies®® of Br(CH;CN), clusters employing

elsewhere.
density functional theory showed comparable results but with some additional structures
involving hydrogen bonding. A full discussion of anionic-acetonitrile clusters and the
sensitivity of the results to the model chemistry employed will also be given somewhere
else.'!

Finally, the magnitude of the ESP charge of the ions in the ionic clusters (not
listed) is ca. £0.98e, which demonstrates very little electron transfer between the ion and
the solvent molecules. This provides support for a model potential primarily based on
electrostatics and employing unit point charges for the ions. We note from the molecular
dipole moments listed in Table A2.1 that the CH3;CN polarity increases significantly from
its gas-phase value when placed in the vicinity of another solvent molecule or an ion. For

example, the acetonitrile dipole moment increases by 0.3 D in the presence of another

solvent molecule and by 1.0 to 1.5 D in the presence of an ion.

A1.1l.D. Parameterization of Model Potentials

The parameters for our model potential include point charges (q;), polarizabilities
(o), and Lennard-Jones terms (g;,03). All parameters are derived on the basis of ab initio

data, with the exception of polarizabilities, and are listed in Table A2.2.
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Table A2.2. Model potential parameters®

Atomic point charges

N C Cwm H Na | Cs
gi -0.49 0.48 -0.56 0.19 1.00 -1.00 1.00
Molecular and ionic polarizabilities
CH;CN Na' I Cs'
o 4.5 0.2 53 3.1
Solvent-solvent Lennard-Jones parameters '
N-N C-N H-N C-C H-C H-H
& 50 30 50 3 40 40
Ojj 3.50 3.60 2.70 3.80 2.80 1.90

[on-solvent Lennard-Jones parameters
NaN Na'-C Na-H Cs-N Cs-C Cs-H I-N TI-C TI-H
€jj 50 500 50 800 750 700 40 857 34
Gij 3.00 3.40 2.30 3.20 4.30 3.30 4.52 3.20 3.95

a. Point charges (q;) in fractions of e, polarizabilities (o) in A®, Lennard-Jones
parameters gj in cal/mol and o;; in A.

As discussed in the previous section, the ab initio data was obtained for pure-
solvent and ionic clusters where the acetonitrile molecule is typically constrained to the
isolated molecule geometry, since our model potential employs rigid solvent molecules
with that geometry. We did ensure that monomer geometry relaxation had very little
impact on the ab initio predictions of such properties such as cluster geometries, binding
energies and electric properties. The fractional atomic charges for acetonitrile are
assigned on the basis of the MP2/6-311+G(d) ESP charge distribution, which is obtained

12 while the ions simply

by fitting the electrostatic potential over a large grid of points,
carry a positive or negative unit charge. Polarizabilities are notoriously difficult to
determine accurately with quantum chemistry, and thus the polarizabilities associated
with the ionic and molecular polarizable sites are taken from gas-phase experimental
data.""*"" Finally, the Lennard-Jones parameters (oj,€;) are adjusted115 to fit the

(CH3CN),, the Na'(CH3CN);,, the Cs'(CH3CN);; and the I'(CH3;CN)., calculated
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geometries and binding energies.''® Attention is also paid to the dipole moments of
acetonitrile in clusters, which primarily depend on the cluster geometry. The fitting
procedure was performed with a non-linear-least-squares program based on the
Marquardt-Levenberg algorithm.”’

Inspection of Table A2.3 shows that structural properties for (CH3;CN),,
Na'(CH3CN),.4, Cs"(CH3CN),3, and I'(CH3CN) determined with our model potentials

agree well with their ab initio counterpart.

Table A2.3. Properties of small clusters predicted by the model potential®

Rce  Run®  Reationn Ric,, D7 pemen®

(CH;CN), 3.35 2.57 4.7 4.3

Na ' (CH;CN),
Na'(CH;CN) 2.30 29.3 5.6
Na'(CH;CN), 2.33 25.9 5.4
Na'(CH;CN); 2.35 20.7 5.2
Na'(CH3;CN), 2.38 16.2 4.9

Cs'(CH3CN),
Cs'(CH;CN) 3.15 18.6 5.1
Cs'(CH;CN), 3.17 16.4 4.9
Cs'(CH3CN); 3.19 14.4 4.8

I (CH;CN),

[ (CH;CN) 3.68 10.5 4.7
I"(CH;CN); Csy 3.65/8.83 53 4.9/4.3
I"(CH;CN), C, 3.61 8.6 4.7
[(CH;CN); Cyy 3.73 9.7 4.6

a. Internuclear distances in A.

b. Distance between the nitrogen atom of a molecule and the hydrogen in the
symmetry plane of the other molecule in A.

c. Stepwise binding energy in kcal/mol.

d. Molecular dipole moment of acetonitrile in D.

For instance, bond lengths are reproduced within 3 % for all clusters. This is an

indication of the reliability of the model potential for reproducing cluster geometries. Not
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surprisingly, energetic properties such as stepwise binding energies are less accurately
reproduced with simple model potentials, when compared to the ab initio data, and the
difference between the two increases with cluster size. However, the model binding
energies are still within ~2 kcal/mol of the quantum chemistry values, which may be the
error bar that one can assign to the ab initio results in the first place. Finally, the CH3;CN
dipole moments seem to be reproduced almost quantitatively with the simple induction
model of our potential. This model is, to our knowledge, the first one to succesfully
reproduce a significant increase of the CH3CN polarity from its gas-phase value when
placed in the vicinity of another solvent molecule or an ion, as discussed earlier. For
example, the acetonitrile dipole moment increases by 0.4 D in the presence of another

solvent molecule and by 1.0 to 1.7 D in the presence of an ion.

A2.11II. RESULTS AND DISCUSSION
A2.1IlLA. Thermodynamic Properties

The stepwise binding enthalpies obtained from room-temperature Monte Carlo
simulations are listed in Table A2.4. Comparison with the experimental stepwise binding
enthalpies for small clusters suggests that our model potentials are adequate for
describing many-body interactions in the larger clusters. The largest deviations of the
stepwise binding enthalpy are 1.3 kcal/mol, 1.3 kcal/mol, and 0.9 kcal/mol for
Na+(CH3CN)n, Cs‘L(CH3CN)n and I (CH3;CN), clusters, respectively. To our knowledge,
the Na'(CH3CN) binding enthalpy has not been measured experimentally, and the results
of our simulations suggest that we can predict this number to be 29 kcal/mol with some

degree of confidence.
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Table A2.4. Stepwise binding enthalpies AH

n,n—1

Na'(CH;CN), Cs'(CH;CN), I'(CH;CN),
n  Calculated®  Expt.”  Calculated® Expt.° Calculated®  Expt.°
1 28.8 ' 19.1 19.2 9.8 11.0
2 252 24.4 16.9 16.7 8.9 10.4
3 20.1 20.6 14.7 14.3 7.7 9.2
4 15.3 14.9 12.4 12.1 6.5 7.8
5 11.4 12.7 9.6 10.9 6.2 7.1

a. Stepwise binding enthalpies obtained from room-temperature Monte Carlo
simulations.

b. Taken from Ref. [105].
c. Taken from Ref. [107].
d. Taken from Ref. [117].

The calculated binding enthalpies are displayed as a function of cluster size in
Fig. A2.2. One might expect the stepwise binding enthalpy to reach a plateau converging
to the liquid-phase enthalpy of vaporization. This is illustrated in the top panel of Fig.

A2.2, where the reduced binding enthalpies, i.e. the binding enthalpies per solvent

molecule AH,/n, are shown as a function of cluster size n. The reduced binding

enthalpy is closely related to the average amount of heat necessary to vaporize one
acetonitrile molecule from the cluster. We note that all curves seem to converge to the
liquid-phase acetonitrile heat of vaporization, AH,,=7.9 kcal/mol."'® For example, the
deviations observed are respectively 1.4 kcal/mol, 2.8 kcal/mol and 1.7 kcal/mol for
Na'(CH3;CN)ss, Cs*(CH3CN)36 and T(CH3;CN)s6 clusters, respectively. Moreover, the
reduced binding enthalpies are smaller than the experimental heat of vaporization at
medium cluster size such as n=36. This can be attributed either to the limits of our model

potentials or to cluster edge effects.
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Fig. A2.2. Binding enthalpies AH, from room-temperature Monte Carlo simulations for

Na'(CH;CN), [diamonds], Cs"(CH3CN), [squares] and I (CH3;CN), [circles] as a function
of cluster size. The top panel displays reduced binding enthalpies AH,/n. The dashed
line in the top panel is the acetonitrile experimental heat of vaporization.

The calculation of the actual heat of vaporization of bulk acetonitrile predicted by our
model potentials is left for future work,'" and it is unclear at this stage whether our
model potentials will produce a heat of vaporization in quantitative agreement with
experiment. However, cluster edge effects may provide a more likely explanation. On the

surface of ionic clusters, there is a deficiency of acetonitrile molecules relative to the bulk

liquid situation, which results in less solvation energy for the surface solvent molecules
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and leads to an underestimation of the reduced binding enthalpy. These findings, as well
as the very slow convergence of binding enthalpies to their bulk counterpart with cluster
size, are consistent with earlier predictions of the liquid drop model.'®

Finally, the bottom panel of Fig. A2.2 illustrates the fact that stepwise binding
enthalpies (i.e. the slopes of the curves in the bottom panel of Fig A2.2) decrease with
increasing cluster size. As the number of acetonitrile molecules increases, the relative
importance of the stronger ion-acetonitrile interactions becomes less significant.
Moreover, the decrease observed for smaller ions is faster than that for larger ones, which
may reflect the ability of smaller ions to complete solvation shells more rapidly. As a
matter of fact, we observe two clearly distinct regimes for cation-acetonitrile clusters that
we can actually relate to the cluster structural properties: binding enthalpies first increase
very fast up to n=6 for Na'(CH3CN), and n=7 for Cs"(CH3CN), clusters, corresponding
to strong ion-acetonitrile interactions for the molecules close to the ion; then the binding
enthalpy increase seems to slow down considerably, because of weaker contributions
from solvent molecules further away from the ion. Similar features can be found for I
(CH3CN), clusters, but they are not as pronounced, because of a less well-defined
solvation shell structure. As we shall see shortly, binding enthalpies are closely related to
the structure of ionic clusters. Accordingly, we now turn our attention to the structural

properties of the clusters.

A2.llI.B. Structural Properties

Fig. A2.3 shows some representative structures of Na'(CH3CN),, Cs"(CH:CN),
and I'(CH3CN), clusters obtained from room-temperature simulations, for cluster sizes

n=12 and 36. The coordination of acetonitrile to ions is naturally via the nitrogen for
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cations and the methyl hydrogens for iodide, and the corresponding cluster radial
probability distributions are shown in Figs. A2.4 and A2.5. As can be seen immediately
from Fig. A2.3, the Na*, Cs* and I ions all appear to reside inside the solvent cluster.
This interior solvation is a result of the stabilization gained by fully solvating the ion,
which seems to overcome the loss of free energy associated with disrupting the solvent
structure.'” In other words, the ion-solvent interactions seem to prevail over solvent-
solvent interactions in determining the structure of ionic acetonitrile clusters.

Inspection of Fig. A2.4 reveals that both Na'(CH3CN), and Cs'(CH3CN), clusters
exhibit a very clear solvation shell structure, identified by sharp, distinct peaks in the
probability distributions. The size of the first coordination sphere of Na'(CH3;CN),
clusters is ca. 6, which happens to be the same as that computed for the liquid phase with
another model potential.** We note that, even though the model potentials employed are
different,”9 it is not uncommon to find similar coordination numbers for the first
solvation shell of ions in both cluster and liquid simulations.’*** Since Cs" is a larger and
more diffuse positive ion than Na’, the lower binding energy and larger ion-acetonitrile
equilibrium distance result in cesium cluster structural properties with broadened peaks in
the probability distributions relative to those for sodium clusters. Because of the larger
ion-acetonitrile equilibrium distance in Cs'(CH3CN),, solvent steric effects are less
significant and the size of the first coordination sphere for Cs'(CH3CN), clusters

increases to 7, compared to that of Na'(CH3;CN), clusters.
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Na*(CH;CN), [n=12,36]
2

™,

Fig. A2.3. Representative structures of room-temperature Na'(CH3;CN),, Cs'(CH;CN),
and ['(CH3;CN), clusters [n=12 and 36] obtained from Monte Carlo simulations
employing model potentials.

35



Na'(CH;CN), clusters

30 + s s o] e R ——
- ] E / ]
25 T 1 / T
. : r / .
20 4 1 .y / 1
= k ] s 7/ ]
Z154 n=12 T 1 // n=236 t
o o I s / b
10 ///’ I -L / .
e
0 />\ T T
Cs'(CH;CN), clusters

30 + ~
25 J r ' // '
: ] : / ]
204 F 1 / r
= : ] ; / ]
Z 151 I 1 / I
(8] - o L d
o E e e ————— b r / 4
10 //”" b { / IS
: — b F /-/ 3
5 - S I
/ r / ]
0 T e . v . : ]
0 5 10 15 20 0 5 10 15 20

r [A] r [A]

Fig. A2.4. Structural properties of Na'(CH;CN), [top panel] and Cs'(CH;CN), [bottom
panel] obtained from Monte Carlo simulations. Solid curves are radial probability
distribution functions P(r), while dashed curves are the distance-dependent coordination

number N__,(7),i.e. the integral of P(r).

coord

In cationic clusters, the high dipole moment of acetonitrile is fully effective towards
solvation of the cations via strong interactions of the metal with the charge concentrated
negative nitrogen. On the other hand, because of weaker anion-solvent interactions, via
the diffuse charge distribution spread over the hydrogens of acetonitrile, very broad radial
probability distributions are observed for I'(CH3CN), clusters in Fig. A2.5. The spacing

between the first two peaks in the ion-hydrogen Py.(r) probability distributions roughly
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corresponds to the distance between two hydrogens in acetonitrile. Interestingly enough,
the solvation shell structure is not immediately evident from the Py.i(r) probability
distributions. However, when one plots the ion-methyl carbon Picm(r) probability
distributions (bottom panel of Fig. A2.5), it becomes evident that I (CH3CN), clusters
adopt an interior solvation shell structure. The peaks in the Py.(r) probability
distributions in fact correspond to averages over three possible acetonitrile hydrogens
interacting with the ion. Whenever one hydrogen is directly coordinated to the ion, the
other two are likely to be further away from the ion. As a result of averaging over all
hydrogen-iodide distances, multiple peaks appear in the Py (r) probability distribution
even though the clusters have a clearly defined shell structure.

The marked differences observed in the solvation of positive and negative ions are a
direct consequence of the nature of the charge distribution of the dipolar solvent
molecule. The results for iodide-acetonitrile clusters are also in contrast with results with
other solvents such as water, where only one hydrogen per solvent molecule would point
towards the ion and the first solvation shell would be represented by a single peak in the
ion-hydrogen radial probability distribution. Accordingly, we now turn our attention to a

comparison between ion-acetonitrile and ion-water clusters.
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Fig. A2.5. Structural properties of I'(CH3CN), clusters obtained from Monte Carlo
simulations. The top panel shows the ion to hydrogen distance Pry (r) probability
distribution, and the bottom panel the ion to methyl carbon distance Prcy (r) probability
distribution. Solid curves are radial probability distribution functions P(r), while dashed

curves are the distance-dependent coordination number N, ,(r), i.e. the integral of
P(r).

A2.11l.C. Comparison with Aqueous Clusters

Inspection of the iodide-acetonitrile cluster radial probability distributions show
that, unlike water, solvent molecules in large acetonitrile clusters are not clearly
structured at room temperature. In general, the weak bonding of the solvent molecules
and the dipole-dipole nature of the solvent-solvent interactions produce solvent clusters
where orientation of any given molecule is correlated only with those of its immediate

neighbors, a finding that was observed in high-pressure mass spectroscopy studies of
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pure clusters.””®® On the other hand, it is well known that the water network is well
organized in clusters such as NaJr(Hzo)n and I'(H,O0), clusters, because of relatively
strong hydrogen-bonding interactions between water molecules.”’ Another major
difference between acetonitrile and water is the solvent molecular size, which causes a
significant increase in the ion-molecule distances in clusters, and results in much weaker
interactions between the ions and more distant solvent molecules, in the second solvation
shell for example.

In both Na'(CH3;CN), and Na'(H,0), clusters, the strong sodium-solvent
interactions overcome solvent-solvent interactions, and the ion is thus located inside the
solvent cluster. Despite the difference in the solvent molecular size, both Na'(CH3CN),
and Na"L(HZO)n clusters have a first-solvation-shell coordination number of 6.*' The ion
also tends to reside in the interior of the solvent cluster for I (CH3CN)y, in sharp contrast
with the situation of I (H,O), clusters, where the ion-solvent interactions are not strong
enough to allow the ion to disrupt the water network, and consequently, the ion tends to
remain at the surface of the cluster up to relatively large cluster sizes.”>’° This feature is
very well illustrated by the large ion-solvent-center-of-mass (#.,) distances and the
nonuniform distributions of the angle 0 between solvent molecules, the ion and the
solvent center of mass observed for I (H,0), clusters.! Obviously, when the distribution
of solvent molecules is not spherically symmetric around the ion, the solvent center of
mass 1s displaced from the ion, and the angular distribution differs significantly from a
sin 6 function.

Again because of the very different solvent molecular size, ionic clusters of the

same size n will have different physical sizes. For example, Na'(H,0)2 and I"(H,0)x
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clusters have an approximate radius of 5 A, while their acetonitrile counterparts have a
radius of 9 A. For this reason and for purpose of comparison between various solvents,

we decided to focus on the distributions of ion-solvent-center-of-mass distances relative
to the cluster radius (7,,). Shown in Fig. A2.6 are such distributions for sodium and

iodide ions in water and acetonitrile clusters.
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Fig. A2.6. Probability distributions of the scaled ion-solvent-center-of-mass distance 7.,

(see text) for ion-acetonitrile clusters (solid curve) and ion-water clusters (dashed curve).
The top panel displays results for Na'(CH;CN), and Na'(H,O),, and the bottom panel
those for I (CH3;CN), and I (H,O),.

40



It is immediately evident that Na'(CH3CN), and Na'(H,0), clusters have a very similar
interior solvation structure, while that of I'(CH3CN), and I'(HO), clusters differ
significantly, i.e. I'(CH3;CN), have interior structures and I (H,O), have surface
structures. Further support for this fact is provided by the distributions of the angle

0 between solvent molecules, the ion and the solvent center of mass shown in Fig. A2.7.
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Fig. A2.7. Angular probability distributions for ion-acetonitrile clusters (solid curve) and
ion-water clusters (dashed curve). The angle 0 is that between an individual solvent
molecule, the ion and the solvent cluster center of mass, as described in Ref. [41]. The top
panel displays results for Na'(CH;CN), and Na'(H,0),, and the bottom panel those for I
(CH3CN), and I (H,0),.
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While there is a clear deficiency of water molecules on the ion side directly opposite to
the solvent center of mass, indicative of surface solvation, the angular distribution for
acetonitrile clusters is fairly isotropic. This, again, illustrates the importance of the polar
nature of the solvent, where strong ion-dipole interactions with acetonitrile (pucrzen=3.92
D vs. umo=1.85 D) combined with the absence of strong solvent-solvent interactions
(such as hydrogen bonding in water) favors the interior solvation of ions at the expense of

disrupting the solvent network.

A2.1V. CONCLUDING REMARKS

We have investigated the structural and thermodynamic properties of
Na'(CH;CN),, Cs"(CH3CN), and I (CH3CN), clusters by means of room-temperature
Monte Carlo simulations. An intermolecular model potential has been parameterized that
adequately reproduces the small cluster solvent binding energies and structural properties
derived from quantum chemistry calculations. One of the remarkably novel features of
these model potentials is that they also reproduce the significant increase of the polarity
of solvent molecules in the presence of ions (and other solvent molecules) that is
observed in quantum chemistry calculations.

The rather successful comparison of the stepwise binding enthalpies obtained from
our Monte Carlo simulations with available experimental data suggests that our model
potentials are adequate for describing many-body interactions in the clusters. The
computed stepwise binding enthalpies for large clusters, which are not accessible
experimentally, reach a plateau, slowly converging to the liquid-phase acetonitrile heat of

vaporization. The very slow convergence of binding enthalpies ‘to the bulk counterpart
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with cluster size, is consistent with earlier predictions of the liquid drop model.'*

Changes in the evolution of the binding enthalpies of ion-acetonitrile clusters with cluster
size seem to reflect the completion of ionic solvation shells, a finding that is less
pronounced for iodide-acetonitrile clusters. Binding energies are closely related to the
solvation structure of ionic clusters, and differences in the evolution of binding energies
with cluster size for anionic and cationic clusters are closely linked to differences in
cluster structural properties.

All ion-acetonitrile clusters are found to exhibit an interior solvation structure.
Cationic clusters are found to have a very clear solvation shell structure, with sharp peaks
in the radial probability distributions. The first solvation shell of Na'(CH3CN), clusters,
like that of Na'(H,0), clusters, contains 6 solvent molecules. Weaker ion-solvent
interactions cause broadening of the peaks in the radial probability distributions of
Cs'(CH3CN), clusters, accompanied by an increase of the first-shell coordination number
to 7. In I'(CH3CN), clusters, we still observe interior solvation, even though the peaks in
the probability distributions appear broader than for cation-acetonitrile clusters, and the
coordination number for the first solvation shell equals 9. The interior solvation of I
(CH3CN), clusters is in sharp contrast to the surface solvation of I'(H,0), clusters, where
the “hydrophobic” iodide tends to sit at the surface of the water network, because ion-
solvent interactions are not strong enough to disrupt the stable solvent network. The
situation is obviously much different for acetonitrile, and this may result in very different
structural and thermodynamic properties of Nal(CH3CN), clusters, which in turn may
explain why some aspects of their photodissociation dynamics seem to differ

significantly from that of Nal(H,0), clusters.?®
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CHAPTER A3
Asymmetric Solvation Revisited: The Importance of Hydrogen Bonding
in Iodide-Acetonitrile Clusters

Small anion — solvent clusters have been the subject of intense experimental and
theoretical studies because of their significance in understanding solvation phenomena at

1.121

the microscopic leve Of particular interest are the structure, energetics, and

photochemistry of the clusters of halide anions with polar solvent molecules.

#3-43122 of photoelectron spectra and electronic

Investigations by Johnson and co-workers
absorption spectra revealed the existence of dipole-bound excited states of small iodide-
solvent clusters with organic solvents acetonitrile, acetone, nitromethane, and methyl
iodide. These states are thought to be precursors of the well-known bulk charge-transfer-
to-solvent (CTTS) states,'> in which the excited electron is stabilized by the collective
action of polar solvent molecules. Moreover, relaxation of the excited clusters leads to
ejection of a neutral iodine atom and release of a negatively charged solvent cluster.
Todide-acetonitrile clusters have been studied experimentally in great detail.*»'**
Photoelectron and absorption spectra suggested the existence of two isomers for I
(CH;3CN);, clusters. The possible structures that were postulated for these isomers have
acetonitrile molecules either on both sides of the iodide anion (symmetric solvation) or
aligned on the same side of the jon (asymmetric solvation).**”> The structures are
expected to have D3, and C;, symmetry, respectively (cf. Fig. A3.1). Upon relaxation, the

photoexcited cluster with Dj; symmetry is unlikely to yield a negatively charged

acetonitrile dimer, but rather CH;CN and CH;CN™ ﬁragments.44
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Fig. A3.1. Structural representation of the postulated I (CH3CN), isomers

The other, higher-energy, linear structure with C3, symmetry was then assumed to be
responsible for the formation of the (CH3;CN),  anion observed in experiments, which
incidentally might also be linear. The excess electron could be stripped off the anionic
dimer, supposedly forming a linear, higher-energy, neutral acetonitrile dimer that had not

1% 1n previous experimental work,'** the only (CH3CN), isomer

been observed before.
that was isolated had the acetonitrile molecules in antiparallel orientation. It thus appears
that asymmetric solvation in [ (CH3CN), could be exploited to generate new cluster
species, an avenue that remains to be confirmed from a theoretical point of view. We
have recently engaged in theoretical studies of T'(CH;CN), clusters,'” and in this
communication, we report preliminary ab initio calculations of the structures, energetics,
and excitation energies of I (CH3CN); clusters.

Equilibrium geometries of clusters were optimized at the second-order Megller-
Plesset (MP2) perturbation theory level of theory using Stuttgart-Dresden-Bonn quasi-
relativistic ECP46MWB effective core potentials (ECP) and a standard ECP46MWB
basis set’ augmented by diffuse and polarization functions® for iodine, and a standard 6-

311++G(df,p) basis set’®®" for the other atoms. Geometry optimization of the “classical”

symmetric and asymmetric clusters showed that the actual minimum energy structures,
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shown in Fig. A3.2a and A3.2b, do not possess exact D3z and Cz, symmetry, respectively,
as previously postulated on the basis of ion-dipole interaction arguments. Instead, the
cluster minimum energy conformations are slightly distorted from D3, and Cj3, symmetry.
In the symmetric cluster structure, the iodine atom is shifted from the CH;CN-CH;CN
axis and the acetonitrile CHj groups are eclipsed. In the asymmetric cluster structure, the
CH;CN molecule next to the iodine atom appears to be tilted from the ideal cluster Cs;
symmetry axis. Besides the two isomers previously postulated, we also found a third
structure, shown in Fig. A3.2c, which can also be considered a case of asymmetric
solvation, since both acetonitrile molecules reside on one side of the anion. Acetonitrile
dipoles in this structure are aligned in perpendicular fashion, leading to C, symmetry for

the whole cluster structure.

176°
3.650 A
a (D— 32O -———3)—0—@ "Cs,"
169° 3.144 A
@ 3.717 A
b ___———T“: ',"\ "D3d"
170°

Fig. A3.2. I (CH3CN); cluster structures optimized at the MP2 level of theory.
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To study the relative stability of these three structures, we performed single-point
calculations at the coupled cluster level of theory with single, double and perturbative
triple excitations [CCSD(T)]. Cluster binding energies were corrected for zero-point
energy and basis set superposition error (BSSE) using the standard counterpoise (CP)
approximation.'% According to our results, which are collected in Table A3.1, the
“classical” asymmetric structure is the least stable one, with binding energies of 17.7 and
15.0 kcal/mol, before and after inclusion of BSSE correction, respectively. The other two
isomers — the “classical” symmetric and the new asymmetric structures — have binding
energies about 3—4 kcal/mol higher. Out of these two structures, the new found
asymmetric structure is predicted to be the most stable according to binding energies
before BSSE correction, but the full CP correction reverses the order of stability,
predicting the “classical” symmetric structure to be more stable by 1.7 kcal/mol. It should
be mentioned here that the CP method has been repeatedly argued to yield crude
estimates of the BSSE.'® Furthermore, BSSE correction for many-body systems is a bit
more ambiguous than for dimers, as the CP correction for these systems can be defined in
several ways (site-site, pair-wise additive, and hierarchical CP methods)."?® Some authors
claim that including only Aalf of the CP correction yields more reliable results.'?’ With
this approach, the binding energies of both structures are within 1 kcal/mol, and those
values are actually much closer to the experimental value of 21.8 % 0.9 kcal/mol'*® than
those obtained with the full CP correction. Moreover, the CP correction was evaluated
here with CCSD(T) single-point calculations, whereas a more rigorous procedure might

involve CP-corrected optimizations, since BSSE is known to distort intermolecular
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122 With the aforementioned considerations about the CP

potential energy surfaces.
correction for binding energies, we can conclude that, at the relatively high level of
theory considered here, it is impossible to determine with certanity which of the two
isomers is the most stable. However, both structures are obviously close in energy, both
are definitely more stable than the “classical” asymmetric structure, and both are likely to
exist at the temperature involved in the experiments.

Table A3.1. Binding energies (kcal/mol) for the I (CH3CN), isomers calculated with the
CCSD(T)/ 6-311++G(df,p),ECP46MWB++(df)// MP2 model chemistry

D. DOb
¢ No BSSE  Full BSSE ¥ BSSE
Symmetric cluster 21.7 21.6 - 184 20.0
Asymmetric cluster 17.9 17.7 15.0 16.3
H-bonded cluster 22.8 21.9 16.7 19.3

? Classical binding energies
® ZPE corrected binding energies estimated using MP2 vibrational frequencies

In postulating cluster structures with C3, and D3, symmetry for I (CH3CN),, the
interaction of the iodide anion with acetonitrile molecules was considered solely in terms
of ion-dipole interactions.'” Clearly, this simple model can not account for the
distortions from ideal symmetry in the “classical” isomer structures, and fails to predict
the existence of the third isomer. In the latter structure, CH;CN molecules are oriented
towards the I" ion via the C-H bonds of methyl groups — which suggests the possible role
of hydrogen bonding in the existence of this isomer. Indeed, Atoms-In-Molecule

139 of the electronic density within the cluster shows the existence of bond critical

analysis
points between hydrogen atoms and the iodine atom, with electronic density p and

Laplacian of electronic density V*p values characteristic'* of hydrogen bonding (0.014
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elag’ and 0.030 elay’, respectively). Similar hydrogen-bonding type interactions appear
for the distorted “classical” asymmetric cluster: the iodide ion is closer to one of the
hydrogen atoms, with which it forms a weak hydrogen bond. Therefore the distortion
from C;, symmetry seems to be due to a subtle interplay between ion-dipole interactions
and hydrogen bonding — the distorted structures are lower in energy than the linear ones
by no more than ca. 0.1 kcal/mol at the MP2 level of theory. Because hydrogen bonding
obviously plays a crucial role in the existence and stability of the third isomer, we now
refer to this isomer as the H-bonded cluster for convenience (Fig. A3.2c), while the
“classical” structures will be called asymmetric (Fig. A3.2a) and symmetric (Fig. A3.2b)
clusters respectively. A detailed investigation of the bonding in iodide-acetonitrile
clusters, using Atoms-In-Molecule and Natural Bond Orbitals (NBO) analyses, will be
discussed elsewhere.'*!

We now turn our attention to the photochemistry of the I (CH3CN), clusters. In
order to evaluate electronic excitation energies, we used time-dependent density
functional theory'*? (TD-DFT) with the B3LYP hybrid functional.”® The TD-DFT
method was shown to be an efficient tool for investigating CTTS phenomena in small

199 the experimentally observed CTTS

anionic clusters.'®'** As discussed previously,
absorption band of I'(S), clusters (S = H,O, CH3CN) corresponds to transitions to the
lowest three excited states which involve electronic excitation form the three Sp orbitals
of iodide. These excited states lie very close in energy, i.e. within 0.1 eV.'” For I"
(CH3CN), the vertical excitation energies calculated by TD-DFT (hv=3.33-3.39 eV) are

shifted by ca. 0.3 eV from the bare iodide experimental ionization potential.'® When

compared to that of I'(CH3CN), the calculated vertical excitation energy of the

49



asymmetric cluster drops by ca. 0.5 €V, but for the symmetric and H-bonded clusters, it

goes up by ca. 0.3 eV, as seen from Table A3.2.

Table A3.2. Vertical excitation energies (eV) in I (CH3CN); clusters calculated with the
TD-DFT B3LYP method

Transition Asymmetnc Symm‘?tnc H-bonded Experiment
solvation solvation
1eX 2.80 3.57 3.64
BeX 2.80 3.57 3.67 3.85,4.05
ceX 2.84 3.64 3.75

Experimentally, the vertical excitation energy shifts from the bare iodide
ionization potential by ca. 0.5 eV per solvent molecule. Our results therefore suggest that,
of the three possible isomers of I (CH3CN), found in this work, the two involved in the
actual experiments* are the symmetric and H-bonded isomers: the “classical”
asymmetric structure not only lies much higher in energy than the other two isomers and
is thus not likely to be present at the temperature of experiments, but the calculated
vertical excitation energy for this isomer is in serious contradiction with experimental
trends. Although TD-DFT B3LYP calculations clearly underestimate vertical excitation
energies for CTTS transitions, the general trend in vertical excitation energies observed

44,45 . . . . . .
y " as a function of cluster size is reproduced in our calculations, i.e. the

experimentall
vertical excitation energies shift from the bare iodide ionization potential by ca. 0.3 eV

per solvent molecule, as opposed to experimental shifts of 0.5 eV. We also note that

subsequent relaxation of the photoexcited H-bonded clusters, with formation of a new
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(CH3CN); anion — where the acetonitrile molecules are oriented in perpendicular
fashion, is consistent with the experimental observation of negatively charged solvent
dimers. A detailed investigation of the relaxation of photoexcited I (CH3CN), and of the
resulting (CH3CN), ™ anions will be reported elsewhere."!

In conclusion, the present calculations show that hydrogen bonding is extremely
important for iodide-acetonitrile clusters, first causing a slight distortion of the Cj, and
D3, structures postulated earlier in insightful interpretations of experimental data, and
more importantly, giving rise to a third, hydrogen-bonded cluster isomer. The importance
of hydrogen bonding in halide-water clusters has been recognized before.** Obviously,
hydrogen bonding could play a similar role for clusters with other halide anions and/or
other solvents (e.g. acetone, nitromethane, etc.). As a matter of fact, smaller halide anions
hydrogen-bind almost linearly to acetonitrile.'''** In the case of I (CH3;CN),, hydrogen
bonding is responsible for the existence of cluster structures that could not be predicted
solely on the basis of ion-dipole interactions. The calculated binding energies and CTTS
transition energies suggest that the cluster structures involved in actual experiments are
the H-bonded (Fig. A3.2c) and “classical” symmetric structures (Fig. A3.2a). While very
accurate calculations of the potential energy surfaces, ionization potentials and excitation

! we also note that the T’

energies of I'(CH3CN), [n=1-3] clusters are underway,'
(CH3CN), cluster structures have very distinct infrared spectral signatures,'®’ which are

being probed experimentally.'*®
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CHAPTER A4
Microsolvation of the Sodium Iodide Ion Pair
in Acetonitrile Clusters: a Theoretical Study

A4.I. INTRODUCTION

A number of studies have been reported in the literature regarding the solvation of
ions in clusters, 1810618 e only a few have focused on the solvation of ion
pairs in clusters.”®>'* A good candidate system to investigate solvation phenomena is
the Nal ion pair in polar solvent clusters. This system has served as a prototype for
cluster photochemistry,”® and has allowed exploration of the effects of solvent on the
dynamics of such fundamental chemical reactions as electron transfer.'*’ In brief]
photoexcitation results in the transient trapping of gas-phase Nal in an excited-state well
that arises from the avoided crossing between ionic and covalent states, coupled to a
decay of the excited-state population into atomic products via nonadiabatic
transitions.®”® In femtosecond pump-probe experiments, the excited-state population can
be monitored by ionization of the trapped, excited Nal to a probe state, and collection of
the dissociation products with a mass spectrometer.’*®® Early theoretical work indicated
that radiative deactivation to the ground ionic state would follow photoexcitation of the
Nal ion pair in a weakly polar solvent, but that more interesting photodissociation
dynamics may occur in small clusters.'*' Previous theoretical work on Nal(H,0),
clusters®® has shown that the presence of solvent greatly affects the nonadiabatic
dynamics of the photodissociation process. Subsequent experimental studies of Nal ion
pairs in polar solvent clusters of water, acetonitrile and ammonia®*®"'** have shown a

very clear, solvent-selective, behavior in the distribution of the detected Na'(solvent),
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product ions.’® More specifically, clusters up to size 50 have been observed
experimentally with water, but no clusters larger than size 9 and 6 have been observed
with ammonia and acetonitrile, respectively, in multi-photon ionization experiments.

Our previous work has focused on the structural and thermodynamic properties of

4142 along with their implications for multi-photon

Nal ion pairs in water clusters,
ionization experiments. It was found that Nal ion pairs are quite stable with respect to
complete ground-state dissociation to ionic clusters, even at large solvent cluster sizes.
Two thermodynamically stable forms of the cluster ion pairs, namely “contact” ion pairs
(CIP) and solvent-separated ion pairs (SSIP), were identified. Model quantum chemistry
calculations** showed that the calculated oscillator strength for the isolated Nal transition
from the ground to first excited-state decreases drastically with increasing interatomic
distance. In addition, the presence of a polar solvent molecule in the middle of the ion
pair éauses both the transition dipole moment and oscillator strength to decrease
significantly, compared to the isolated Nal case, a finding that has recently been
confirmed for NaCI(H,0), clusters.'* As the cluster size increases, a progressively larger
fraction of ground-state Nal exists as SSIPs, which are not photoexcitable according to
our model calculations. This is consistent with the experimental observation®®®"'** that
laser photoexcitation produces Na*(H,0), cluster products of size no larger than ~n=50,
implying that large Nal(H,O), clusters are not photoexcitable despite their stability
towards ground-state dissociation. Interestingly, the structure of ion pairs in water
clusters could be tied to that of the individual ions in water clusters.*’ Of particular
interest is the “hydrophobic” nature of the iodide ion in aqueous clusters,”’® which

seems to govern surface-solvated Nal ion pair structures at small cluster sizes.*'
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In order to possibly elucidate the experimental differences observed in the
products of Nal-solvent cluster multi-photon ionization with different solvents,’® we turn
our attention to the structural and thermodynamic properties of Nal(CH3CN), clusters.
Despite being a highly polar solvent, acetonitrile differs from water with respect to
molecular size, the magnitude of the dipole moment and its lack of propensity to form
hydrogen bonds. Monte Carlo simulations have been employed to investigate cluster
structural properties, paying particular attention to CIP and SSIP structures, and the
stability of the ion pair is investigated via computations of the Potential of Mean Force
(PMF) and related equilibrium constants.'* Of paramount importance for these
simulations are the development and validation of model potentials capable of adequately
describing the intermolecular interactions between the Nal ion pair and solvent molecules
in clusters. Accordingly, we have developed model potentials parameterized on the basis
of quantum chemistry calculations for small clusters, and the model validation is
achieved by comparing the results obtained from simulations with these potentials to
experimental, thermochemical data for ionic clusters such as Na'(CH3CN), and I
(CH3CN),. We note that a number of model potentials for simulating acetonitrile have
been proposed in previous work,”’>’* but none of them seemed to be completely
adequate for our cluster simulations.

The outline of this chapter is as follows. Following a description of the simulation
procedure in Sec. A4.11, the thermodynamic and structural properties from simulations of
ion-acetonitrile clusters will be presented and discussed in Sec. A4.11I, and present results
will be compared to available experimental data for validation of the model potentials.

This will be followed by a presentation and discussion of simulation results for
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Nal(CH3CN), clusters in section A4.IV. Again, particular focus will be placed on cluster
thermodynamics and structures. The present findings will then be compared and
contrasted with those for Nal(H,O), clusters and possible implications for cluster

photodissociation dynamics will be outlined. Concluding remarks follow in Sec. A4.V.

A4.11. COMPUTATIONAL PROCEDURE
A4.1IA. Model Potentials

The model potentials employed in the cluster simulations consist of classical
solvent-solvent and solute-solvent intermolecular potentials, and Nal solute potentials
derived from semiempirical quantum chemistry. A number of acetonitrile model
potentials can be found in the literature, but they were found to neglect or improperly
account for polarization interactions.”>’*#!#¢ Gregoire ez al.%? reported a model capable
of reproducing ion-acetonitrile and acetonitrile-acetonitrile dimer structures, but failed to
reproduce the NaI(CH3CN) and I'(CH3CN), minimum energy structures, as discussed in

1'* which included explicit polarization,

section A4.IV.B. Our previous model potentia
was capable of describing most features of solvent-solvent interactions and ion-solvent
interactions for alkali and halide ions in acetonitrile clusters. However, it failed to
reproduce hydrogen-bonded structures predicted for I'(CH3;CN), clusters by quantum
chemistry,'*® a finding that is not too surprising since no directional hydrogen-bonded
term was included in the potential analytical form. As recently reported,''®'"! hydrogen
bonding plays a significant role in halide ion-acetonitrile interactions and it should be

accounted for in order to appropriately describe the structural features of microsolvated

complexes containing halide ions and acetonitrile. In addition to this shortcoming, our
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early model potential also appears inadequate for modeling ion-pair solvent clusters,
predicting the existence of a number of unrealistic structures that mainly arise because of
the oversimplistic, single-site molecular polarizability of the model. These shortcomings
have prompted us to develop a new model potential, with an improved treatment of
polarization and repulsion-dispersion interactions.

Our new model employs rigid acetonitrile molecules fixed at their experimental
gas-phase geometry as in previous work. The interaction energy between solvent
molecules, and between solvent molecules and ions, consists of Coulombic, many-body

polarization and repulsion-dispersion contributions,

V = VCoul + Vpol + Vrep—disp (A4 1)
The Coulombic part,
q:;4;
Vews =2, 2.7 (A4.2)
i< [T j’

represents the interactions between the fractional charges ¢; on each atomic or ionic site
(at position r;) of the monomers. Associated with each ion and solvent molecule are
polarizability sites o; and induced dipole moments p;. One polarizable site is placed on

each of the ions, while 3 sites are located on the N, C, and methyl C (Cy) atoms for each

acetonitrile molecule. The polarization contribution is expressed as®’
1 5 o
Vit = —EZEi " (A4.3)

where the electric field E; due to the permanent charges of other monomers is given by

Z%"rj
o J

E.

1

: (A4.4)
[r -
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and the induced dipole moments are calculated from

n=akE =¢ [Ef + ZI;uJJ (A4.5)
J#i
where Tj; in Eq. (A4.5) is the dipole tensor.®” Because of mutual polarization, the set of

induced dipoles p, is obtained in a self-consistent fashion by solving the set of linear

equations of Eq. (A4.5) with LU decomposition and backsubstitution.”’ Finally, short-
range repulsion-dispersion interactions between all atoms are modeled via modified

generalized Lennard-Jones potentials'*’ of the form

rep—disp /] i ity

v = (Z Ar " +Br+ C..r._GJ(l +D, cos Ey.(o) (A4.6)
L7

The last term in Eq. (A4.6) is a directionality term included to account for hydrogen
bonding between the acetonitrile molecule and the halide ion, with ¢ the angle between
the halide ion, a hydrogen atom and the methyl carbon of acetonitrile. We note that such
a hydrogen-bonded term was not found to be necessary in simulations of iodide in water*!
or ammonia clusters.'*®

The Nal ion pair model potential has been reported in earlier

41,42,69,141

publications, to which the reader is referred to for details. Briefly, the potential

energy expression contains Coulombic, polarization, and core-core repulsion terms

=V putoms T Voot TV, (A4.7)

solute pol core~core
The Coulombic and polarization interactions are described by potential terms of Egs.

(A4.2) and (A4.3) discussed earlier, respectively. The core-core potential is represented

by an exponentially repulsive Born-Mayer potential*?

v = de™” (A4.8)

core—core
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parameterized to reproduce ground-state Nal potential curves determined from either
experiment'* or high level quantum chemistry calculations'”® (A=70810 kcal/mol, and
B=0.326 A™). Since the effective polarizability of ions is affected by the presence of
other species, the ion polarizabilities are attenuated with decreasing internuclear
separations via a smooth switching function, in order to reproduce the calculated Nal
dipole moment.®® We note that this model potential allows ions and solvent molecules to
polarize each other. First-principles quantum chemistry calculations provide the basis for
the parameterization of the model potentials. Accordingly, we now turn our attention to

quantum chemistry calculations for small clusters.

A4.11.B. Quantum Chemistry Calculations
Ground-state properties of (CH3CN);.2, Na'(CH3CN),.4, and T (CH;CN),., clusters were

10195 and properties of NaI(CH;CN) were evaluated in this

taken from our previous work
work. Geometry optimizations and frequency calculations were performed with the
Gaussian 98 quantum chemistry package™ at the second-order Meller-Plesset (MP2)91
level of theory with a 6-311+G(d) all-electrons basis set.”"*® It is worth noting that this
model chemistry is well suited for characterizing weak, hydrogen-bonded complexes.111
As in previous work, cluster geometries were first optimized with rigid acetonitrile
molecules in their experimental, gas-phase geometry, and cluster geometries were further
optimized with all coordinates relaxed, while conserving symmetry group constraints in
order to locate true minimum energy structures. This procedure allowed us to confirm
that monomer geometry relaxation in clusters is insignificant, hence justifying the use of

rigid solvent molecules for our model potential.'*’ A frequency calculation followed in

order to characterize the stationary points and obtain harmonic zero-point energies.
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Single-point energy calculations were also performed for selected clusters with the
coupled cluster method with single, double and linearized triple excitations [CCSD(T)]
and the 6-311+G(2df;pd) basis set for MP2 optimized geometries.'*> The minimum
energy structures of the solvent dimer and ion-solvent clusters are shown in Fig. A4.1,
along with stationary points for Nal(CH3;CN).

Binding energies (D) are calculated via the supermolecule approach, and
corrections for zero-point energy (ZPE) are included to obtain D,. The ZPE correction is
calculated from harmonic frequencies. Dypsse Was obtained by including a correction for
basis set superposition error (BSSE) which was estimated with the site-site Counterpoise
method.'®”'*? The structural and energetic properties of all complexes predicted by
quantum chemistry calculations are collected in Table A4.1, along with molecular dipole
moments of the individual monomers evaluated from the Electrostatic Potential (ESP)
charge distributions” of the supermolecule. Typically, the ZPE and BSSE corrections to
the binding energy are in the range of 1-2 kcal/mol, except for I (CH3CN),, where the
BSSE correction is of the order of 3 kcal/mol.

Our quantum chemistry calculations predict three stationary points, shown in Fig.
A4.1, for the Nal(CH3CN) complex. The first isomer features acetonitrile and Nal dipoles
aligned in an anti-parallel fashion, and is thus referred to the “antiparallel C;
Nal(CH3CN)”. In the other two isomers, named “Cs, Nal(CH;CN)“ and “Cs,
Nal(CH3CN)*“ the Nal ion pair is located on either side of the acetonitrile molecule, and

aligned with the molecular main axis.
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NaI(CH;CN)

Antiparallel C,

C3V

Fig. A4.1. Minimum energy structures for (CH;CN),, I (CH3CN);., Na'(CH3CN),, and
Nal(CH3CN) stationary points predicted by quantum chemistry calculations.
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Table A4.1. Small cluster properties.®

Quant. chem.” Expt. Mod. pot.
Nal
MNad 2.76° 2.71¢ 2.7
HNal 97c 926 97
D! 115.8° 116.6° 120.7
CH5CN
o 4.48f 4.50
Mesen 3.92 3.99 3.9
(CH3CN), Cay
Rec 5.90 5.90
6(C-N-CM) 180.0 180.0
Henen 43,40 42,40
D 3.0(3.2)
Dy 2.8(2.9) 27
Dg/bsse 2.2(2.5)
(CH3CN), Con
Rec 3.35 3.35
Rns 2.55 2.57
uCH;CN 42 41
D! 6.4 (6.0)
D)™ 5.7 (5.3) 5.0
n,n-1
Dyhese 4.3 (4.7)
Na'(CH,CN)
Rian 2.31 2.31
6(Na-N-C) 180.0 180.0
e en 5.4 5.7
Dt 30.7 (31.1)
Dy 30.0 (30.4) 30.2
D) 29.3 (29.5)

a. Bond lengths are in angstroms (A), binding energies in kcal/mol, dipole
moments in Debye (D), angles in degrees and polarizabilities in A’.
Quantum chemistry dipole moments calculated from ESP charge

distributions.
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Quant. chem.” Expt. Mod. pot.

Na+(C H3CN)2
Rna-N 2.34 2.33
0(Na-N-C) 180.0 : 180.0
uCH;CN 4.9 55
DM 26.7
D! 26.1 26.4
D{ s 25.1

Na'(CHsCN),
Ruan 2.38 2.37
8(Na-N-C) 180.0 180.0
HCHJCN 48 52
D 20.3
Dy 19.8 20.7
Dl 19.1

Na'(CH;CN),
Rna-n 2.41 2.40
8(Na-N-C) 180 180.0
Hemen 47 5.0
D 16.2
Dy 15.5 16.1
Dg sse 14.2

['(CH;CN)

Ry.cm 3.70 3.66
0(I-Cy-N) 172.4 180.0
Hemen 5.4 5.0
D> 11.5 (10.9)
Dy 11.4 (10.9) 10.8
Dygsse 9.9 (10.5)

b. MP2/6-311+G(d) results. CCSD(T)/6-311+G(2df,pd)//MP2/6-
311+G(d) results in parentheses. Ionic cluster properties taken from
Ref. [145].

MP2/6-31+G** results taken from Ref. [42].

Taken from Ref. [154].

e. Taken from Ref. [155].

e
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Quant. chem.” Expt. Mod. pot.

I-(CH3CN), hydrogen-bonded

R 2.65,4.02,4.12 2.89,3.91,4.18
Rewm-cm 3.57 3.52
8(Cyr-l-H) 1.0 10.2
Henyen 47 ‘ 4.6
D! 11.1
D) 10.1 8.9
Dgpsss 7.2

[-(CH3CN), symmetric
Ric 3.72 3.69
9(1-CM-N) 175.4 180.0
Henen 4.8 49
D 10.0
D)™ 9.8 9.9
D§sse 9.0

[-{(CH3CN), asymmetric
Ri.com 3.65 3.64
Rn-cm 3.14 3.25
B(N-I-N) 0.9 0.0
Hemen 4.6 52
D! 6.2
D! 6.2 5.7
D5 5sse 54

antiparallel C; Nal{CHsCN)

RiH 3.29 3.13
Rna-N 2.38 2.46
HNal 10.2 10.7
Kenen 4.1 4.9
D! 18.6 (18.4)

D" 17.8 (18.3) 17.3
Di sk 17.2 (16.1)

f. Isotropic polarizability in A from Ref. [114].
g. Taken from Ref. [98].
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Quant. chem.” Expt. Mod. pot.

C3V NaI(CH3CN)

Ri.cm 7.79 -
Rna-n 2.39 -
HNal 9.6 -
Henen 2.2 -
D 17.5 (17.6)

D) 16.9 (17.5) -
D) hese 16.1 (16.1)

C, Nal(CH;CN)

Ri.cm 3.86 -
Rna-N 9.22 -
MNal 11.9 -
Henen 3.5 -
D! 3.9(3.8)

Dy 3.9 (3.8) -
Dy hsse 3.6 (3.1)

However, vibrational frequency analysis indicates that only the antiparallel C
Nal(CH3CN) configuration is a minimum energy structure, while the C; Nal(CH3;CN) and
Csy Nal(CH3;CN) are second-order saddle points. Inspection of the binding energies
reveals that the antiparallel C; NaIl(CH3CN), and C;, Nal(CH3CN) binding energies lie
within 1 kcal/mol. The orientation of the Nal ion pair in the antiparallel C; NaIl(CH3;CN)
complex results in favorable dipole-dipole and I-H interactions, and suggests the
existence of hydrogen-bonding interactions'> similar to those observed in I'(CH;CN)

complexes.''!
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AA4.1l.C. Parameterization of Model Potentials

The parameters in our model potential include point charges (q;), polarizabilities (o),
repulsion-dispersion terms (Ajj, By, Cyj) and hydrogen-bonding parameters (Dj;, Ej). All
parameters are derived on the basis of experimental data supplemented by quantum

chemistry calculations, and are listed in Table A4.2.

Table A4.2. Model potential parameters®

Structural parameters

femH fem-c fen ay-cH
1.089 1.46 1.17 109.80
Point charges and polarizabilities
CH;CN
N C Cu H Na I
di -0.49 0.48 -0.56 0.19 1.00 -1.00
oy 0.91 1.56 1.99 0.20 5.30
Solvent-solvent Lennard-Jones parameters

N-N N-C N-H c-C C-H H-H
A 6410 1271400 72850 2100 37800 _ 1
B 0 0 0 0 0 0
C -35 -930 -160 -20 -115 -1

7 lon-solvent Lennard-Jones parameters

Na-N Na-C Na-H I-N I-C I-H
A 73180 812500 39100 44536700 14432900 1085300
B 7700 -4800 660 76200 -56700 1450
C -1050 -1425 -940 -10 -5 -460
D - - - - - 0.60
E - - - - - 2.01

a. Distances are in A, angles in degrees, point charges (q;) in fractions of e,
polarizabilities (o) in A”, A in kcal.A'%, B in kcal. A%, C in kcal.A®, D and E are unitless.

Fractional atomic charges for acetonitrile are assigned on the basis of the MP2/6-
311+G(d) ESP charge distribution,'*® while the ions simply carry a positive or negative
unit charge. Polarizabilities are notoriously difficult to determine accurately with

quantum chemistry, and thus the ionic and molecular polarizabilities are taken from gas-
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phase experimental data.''>''* The acetonitrile polarizabilities are distributed over the N,

C, and methyl carbon (Cy;) atoms, with the resulting total molecular polarizability'’

Ocpen = O +Oc + 0, (A4.9)

The other parameters, namely the repulsion-dispersion and hydrogen-bonded terms are
adjusted to fit the (CH3;CN),, Na'(CH;CN), T(CH3CN);., and NaIl(CH3CN) geometries,
binding energies and dipole moments from quantum chemistry calculations. The fitting
procedure was performed with a non-linear-least-squares method based on the
Marquardt-Levenberg algorithm.”’

Structural properties of (CH3CN);, Na'(CH3;CN)i4, I'(CH:CN);; and Na'T
(CH;3CN) determined with our model potentials are collected in Table A4.1, where they
are compared with their quantum chemistry counterparts. Bond lengths are generally
reproduced by the model potential within less than 0.05 A. A slightly larger deviation of
~0.1 A is observed in intermolecular distances for the hydrogen-bonded I'(CH3CN); and
Nal(CH3CN) complexes, as the delicate nature of the bonding involved in these clusters
may be more difficult to reproduce with simple model potentials. Stepwise binding
energies predicted by model potentials lie in between the D, and Dypssp quantum
chemistry values. Since the Counterpoise method is known to overestimate BSSE,'"" the
model potential and quantum chemistry values can be considered to be in excellent
agreement. For small Na'(CH;CN), and I'(CH3CN), clusters, the deviation from quantum
chemistry data slightly increases with cluster size, but the model binding energies are still
within the accepted error range of quantum chemistry calculations (1-2 kcal/mol),
inspiring some confidence in our model potential. Finally, the model successfully

reproduces the CH3CN dipole moment increase from its gas-phase value when placed in
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the vicinity of other molecules or ions. For instance, quantum chemistry calculations
suggest that the acetonitrile dipole moment increases by ~0.3 D in the presence of
another solvent molecule and by 0.7 D to 1.5 D in the presence of an ion. Our model

potential reproduces these polarization effects on average within 7 %.

Our model potential employs fitted distributed polarizabilities, which were
constrained to reproduce the acetonitrile experimental isotropic polarizability value of
4.45 A3, The predicted atomic polarizabilities are an= 0.91 A3, o= 1.56 A® and O, =
1.99 A’ for the N, C, and Cy sites, respectively. Considering that the polarizability of the
Cw site represents that of the methyl group, this distribution compares well to those in
previous models involving additive methods for polarizability calculations by Thole (on=

0.93 A%, o= 124 A®, 04=0.43 A’, and as such oy = act3.04=2.53 AY)'*® and by
Miller, (an= 0.96 A®, ac= 1.28 A’, a, = 1.06 A, op= 039 A°, and thus oy =

act3.op= 2.22 A%)." Vogel also proposed a model where the acetonitrile polarizability

is distributed over the methyl group o, = 2.24 A%) and the nitrile group (cen= 2.16
A3 ),160 which again is consistent with our model oy, =0, =1.99 A3, oen=0cton= 2.51

A®). Finally, we note that our model, which only employs 3 polarizable sites per solvent
molecule, is simpler (and thus applicable to much larger clusters) than the 11-site model
reported previously,” and yet appears to be superior to the previous model, which is not
capable of reproducing the hydrogen bonded I'(CH3CN), and antiparallel C; Nal(CH;CN)
structures predicted by quantum chemistry calculations. For instance, the previous model
potential predicts a Nal(CH3CN) global minimum of C;, symmetry, instead of the

antiparallel C, configuration.
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A4.11.D. Monte Carlo Simulations
Canonical ensembles of Na'(CH3CN),, I'(CH3CN),, and Na'T(CH;CN), cluster

structures were generated via random-walk® Metropolis Monte Carlo simulations at 300

K.”® We followed the procedure developed in previous Work,25 and we only outline its
main features here for completeness. Independent simulations are carried out for clusters
of various size, placing a given number n of CH3CN molecules around an ion or the ion
pair geometrical center. New trial solvent configurations are generated by randomly
translating one acetonitrile molecule in each Cartesian direction and rotating it about its
standard Euler angles 6, \, and ¢.”® Since each random walk involves the six degrees of
freedom of only one acetonitrile molecule at a time, the length of the Markov chain is
increased with cluster size, but only sampled configurations for which all the acetonitrile
molecules have changed position are stored for structural analysis. Each run entails about
10° to 107 steps of equilibration, followed by an equivalent number of steps for data
collection. The ranges of displacement for translational and rotational motion were
chosen so as to obtain acceptance ratios of about 40-50 % for new configurations,
typically corresponding to a displacement range of 0.25 A for translation, and 25°, 0.25
and 25° for ¢, cos 0 and v, respectively. Finally, the clusters are periodically heated and
cooled with a smooth temperature schedule in order to sample all possible local minima’
and to reduce uncertainties in potential of mean force calculations.*? In contrast to liquid

® no potential truncation is necessary and no periodic boundary conditions

simulations,’
are imposed in cluster simulations. However, complications arise from the fact that

acetonitrile molecules may undergo evaporation at room temperature,*® which results in a

reduction in the size of the cluster being simulated.®' Since our goal is to obtain a well-
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defined equilibrium ensemble of clusters of a given size, each part of the Markov chain
containing clusters that have undergone solvent evaporation is excluded from the final
conformational sampling, which is formally equivalent to adding a stepfunction to the
configurational integral, so as not to take into account clusters which are inappropriately
sized.**® In practice, an acetonitrile molecule is considered as evaporated when it moves

further than 15 A for n < 12 and 25 A for n > 12 from the closest ion.

A4.1LE. Thermodynamics

Cluster enthalpies are computed from the average energies <V> of the canonical
ensembles of configurations as:

AH, =AU +A(PV)=<V >+nRT (A4.10)

where n is the number of solvent molecules in the cluster.** Stepwise binding enthalpies
are obtained from the cluster enthalpies as:

AH,,  =AH,  —AH, (A4.11)

The stability of the Nal ion pair in clusters can be characterized by the PMF W(r),
which represents the free energy change along the interionic distance ».'** In this work,
the potential of mean force is calculated by statistical perturbation theory evaluation of
free energy differences'® in the course of Monte Carlo simulations by stretching the ion
pair by a distance dr and collecting the potential energy differences

AU(r)=U(r +dr)-U(r). PMF differences are evaluated from the canonical ensemble
average as:

AW (r)=W(r+dr)-W(r)=—kT In <ehAU(r)/kT >r (A4.12)
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In our simulations, we employ a double-wide sampling of the potential energy
differences and calculate the equilibrium ensemble average with the acceptance ratio

method of Bennett.'®?

At each internuclear separation », we make use of both a forward
or backward perturbation, which provides an estimate of the statistical error associated
with the free energy differences.'® In this work, simulations are performed from » = 1.4
A up to » = 20.0 A, with a perturbation step size of 0.2 A. Finally, the PMF W(r) is
obtained by summing the AW(r) free energy differences (and their statistical errors), and
anchoring the potential of mean force to a long range -¢*/r Coulombic potential term in
the 15-20 A range of Nal internuclear separations.

As mentioned earlier, ion pairs may exist as CIP or SSIP species in clusters. The

CIP dissociation constant can be calculated from the PMF as'®*

]l 1
K = [Na*["] - 47N, IC,Prze_W(’)/der (Ad.13)

where N, is Avogadro’s number. The integration limits of the integral in Eq. (A4.13) are
varied, until the dissociation constant is numerically and locally converged. In the case
where a stable SSIP exists, the position of the CIP to SSIP free energy barrier determines
the upper limit of the integral. The equilibrium constant between the CIP and the SSIP is

then expressed as'®

[SS[P] J'SSIPr2e—W(r)/der
sSIPiCIP = [CIP] = IC[Prze-W(r)/der

(Ad.14)

The lower limit of the numerator integral is the location of the free energy barrier
between the CIP and the SSIP (i.e. the upper limit of the denominator integral). The

upper limit for the numerator is varied until the equilibrium constant is locally
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converged,'® but it is assigned an upper bound corresponding to the average CIP cluster
diameter,'®” which represents an extreme situation where both ions have moved apart to

opposite sides of the solvent cluster.

A4.1l.F. Structural Properties

Structural properties of the clusters are analyzed in terms of the normalized radial
probability distribution function (PDF) P(r), which is simply evaluated from
configurations as the probability of finding a solvent molecule (in practice, we chose
either the methyl carbon atom or the nitrogen atom of acetonitrile) at a distance r from the
ion. The latter is normalized so that the distance-dependent coordination

number N, (7), obtained by integration of the PDF converges to the total number of

solvent molecules in the cluster.
N ra ()= [ PG)alr (A4.15)

Cluster structures are also analyzed in terms of the relative position of the ion(s)
with respect to the cluster interior, in order to discriminate between interior and surface
structures,*"'%® by inspecting the distributions of convenient coordinates r’cm and 0. 1’ is
the distance between the ion and solvent cluster center of mass distance normalized by
the cluster radius.'”’ Values of r’oy <<1 characterize interior solvation structures, while
values of r’ciy ~ 1 suggest surface solvation structures. 0 is the angle between the ion, the
solvent cluster center of mass and a solvent molecule central carbon atom. Similarly, we
define the angle ® between the ion pair geometric center, the solvent cluster center-of-
mass, and a given solvent molecule (central carbon atom) to describe the distribution of

solvents molecule around the ion pair. An isotropic (sin 8 or sin ®) distribution is to be
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expected for a spherically symmetric interior solvation structure, and any deviation from

this distribution reflects accumulation of solvent molecules on one side of the ion.

A4.1I11. ION-ACETONITRILE CLUSTERS
A4.1ll.A. lonic Cluster Thermodynamics
Table A4.3 reports stepwise binding enthalpies obtained from the Monte Carlo

105117 the predictions of quantum

simulations, along with their experimental counterparts,
chemistry calculations and other data obtained in earlier theoretical work.'** The stepwise
binding enthalpies agree well with experimental data, with a maximum deviation of 1.6
kcal/mol and 1.3 kcal/mol for NaJr(CH3CN)n and I'(CH;CN),, respectively, which is
within the range of the accepted accuracy of the quantum chemistry calculations (1-2
kcal/mol). Our new model potential yields an average deviation of 0.6 kcal/mol for the
stepwise binding enthalpies, which suggests a performance similar to that of our previous

145
1

model ™ (average deviations of 0.7 kcal/mol).

Table A4.3. Stepwise binding enthalpies of ion-solvent clusters.?

Na®(CHsCN), I(CHsCN),
n This Prev. Quant. Expt.® This Prev. Quant. Expt.’
work” work® Chem.* work® work® chem.’
1 29.8 28.8 27.9 - 104 9.8 9.1 11.0
2 255 25.2 244 24.4 9.1 8.9 8.2 104
3 20.3 20.1 18.6 20.6 8.4 7.7 - 9.2
4 15.0 14.9 14.3 14.9 7.0 6.5 - 7.8
5 11.1 12.7 - 12.7 59 6.2 - 71

a. Stepwise binding enthalpies in kcal/mol. T=300 K.

b. From Monte Carlo simulations with model potentials.

c. From Monte Carlo simulations with the model potentials of Ref. [145].
d. MP2/6-311+G(d) calculations within the rigid rotor-harmonic oscillator
approximation.

e. Taken from Ref. [105].

f. Taken from Ref. [117].
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Our simulations confirm a value of 30 kcal/mol for the Na'(CH3CN) binding enthalpy,
which to the best of our knowledge has not yet been determined experimentally.
Quantum chemistry estimates of the binding enthalpies exhibit a larger deviation with
respect to experimental values (1.3 kcal/mol average deviation), maybe because of the
rigid rotor-harmonic oscillator approximations employed in such calculations.

Total cluster enthalpies AH,, along with reduced cluster enthalpies AH,/n, are
plotted in Fig. A4.2 for both Na'(CH3CN), and I'(CH3CN),. AH, obviously increases
much faster with cluster size for Na'(CH3CN), than for I'(CH3CN), because of stronger
ion-solvent interactions. At larger cluster sizes, one can observe a slower increase of AH,,
with a transition occuring between 5 to 8 solvent molecules. This feature can be
connected to a change in cluster structural properties, such as the completion of a
solvation shell, as we will see shortly. Inspection of AH,/n shows convergence towards
the liquid acetonitrile heat of vaporization of 7.9 kcal/mol,''® but to underestimated
values (7.3 kcal/mol and 5.0 kcal/mol for Na'(CH3;CN)3¢ and I'(CH3CN)s6 clusters). Such
an effect is typically attributed to cluster edge effects, where the deficiency of the
molecules on the surface relative to the liquid situation leads to an underestimated
enthalpies.'* These findings, as well as the very slow convergence of cluster enthalpies
to their bulk counterpart with cluster size, are consistent with earlier predictions of the

liquid drop model.'*
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Fig. A4.2. Cluster enthalpies AH, from room-temperature Monte Carlo simulations for
Na'(CH;CN), [diamonds], and T(CH3;CN), [circles] as a function of cluster size. The
bottom panel displays reduced cluster enthalpies AH,/n. The dashed line in the bottom
panel is the acetonitrile experimental heat of vaporization.

AA4.111.B. lonic Cluster Solvation Structure

Representative structures from room-temperature simulations are shown in Fig.
A4.3. Typically, cationic and anionic clusters have similar sizes, with a radius of ~10 A
at size 36.'"” Representative structures of ionic clusters suggest an interior solvation
structure, which can be confirmed by inspection of the probability distributions of the
scaled ion-solvent center-of-mass distance (r’.,) shown in Fig. A4.4a. Indeed, the
distributions hardly spread beyond a value of 0.35, and peak around 0.15, which clearly
indicates an interior solvation structure. These results imply that ion-solvent interactions

compensate for the free energy destabilization associated with the solvent network
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disruption. Further insight into the solvent distribution can be obtained from the angular
PDFs reported in Fig. A4.4b. An approximate sin 6 dependence was obtained for all ionic

clusters, revealing an isotropic solvent distribution around the central ion.

Na'(CH;3CN)s6 I'(CH3CN)u36

NaI(CH3CN) 36
CIP SSIP

Fig. A4.3. Representative structures of room-temperature Na'(CH3;CN),, I (CH;CN), and
Nal(CH3CN), clusters (n=36) obtained from Monte Carlo simulations at 300 K.
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Ion-solvent radial probability distributions and coordination numbers are reported
in Fig. A4.4c for Na'(CH;CN), and I'(CH3;CN), clusters, respectively. Even though I’
tends to interact with the hydrogen atoms of CH3CN, we found it more appropriate to
demonstrate the solvation shell structure by showing the I-Cy; PDF, rather than the I-H
PDF, because of peak broadening due to the interaction of the ion with the three
hydrogen atoms. The sharp, distinct peaks in the PDFs, associated with plateaus in the
coordination number function Ngeq4(1) is clear evidence for well-defined solvation shells.
The first solvation shells contain 5.4 and 8.0 solvent molecules for Na"(CH3;CN)s; and T
(CH3CN)s; clusters, respectively. As I'(CH3CN), clusters are characterized by weaker
ion-solvent interactions than Na'(CH3CN), clusters, broader peaks along with larger
coordination numbers are naturally observed, as seen previously.145 We note in passing
that the value for the sodium ion first solvation shell coordination number of 5.4 is close
to that computed for the liquid phase with another model potential.*® The solvation shell
structure can be connected to the evolution of the total cluster enthalpy with cluster size
shown in Fig. A4.2. As the first solvation shell is completed, addition of molecules
béyond the first solvation shell leads to smaller enthalpy changes as the acetonitrile
molecules are located further away from the ion, and the stepwise binding enthalpies are

greatly reduced.
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Fig. A4.4. Structural properties of Na'(CH3;CN), and I'(CH;CN), clusters [n=12 and 36]
obtained from Monte Carlo simulations at 300 K. (a) Probability distributions of the
scaled ion to solvent center-of-mass distance r’.m. (b) Angular probability distributions
P(8). (c) Ion-solvent distributions. Solid curves are radial probability distribution
functions P(r), while dashed curves are the distance-dependent coordination number
N_,..(r). For Na"(CH;CN), clusters, the coordinating atom is the nitrogen, whereas for

I'(CH3CN),, the coordinating atom is the methyl carbon.
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A4.IV.ION PAIR-ACETONITRILE CLUSTERS
A4.IV.A. Thermodynamics of lon-Pair Clusters

We have investigated Nal(CH3;CN), clusters up to size 36, and the resulting PMFs
are displayed in Fig. A4.5. In the course of our simulations, the statistical uncertainty is
no greater than 0.5 kcal/mol for stepwise free energy differences, and average errors
range from 0.03 to 0.06 kcal/mol. As shown in Fig. A4.5, the sum of the latter
uncertainties along the PMF, add up to relatively large numbers for the absolute PMF
well depths, but the relative error in the stepwise free energy differences is lower than 1
%, suggesting reasonable accuracy. All clusters exhibit a deep minimum in the PMFs at
small internuclear separations, which corresponds to CIP structures, with the ion pair
close to its equilibrium structure (rna=2.6-2.8 A). The very small dissociation constants
associated with these structures, reported in Table A4.4, demonstrate their
thermodynamic stability with respect to dissociation into free ionic clusters. The PMF
well depth progressively decreases and becomes shallower with cluster size increase. At
cluster size 6 a second minimum in the PMF appears, signaling the presence of stable
SSIP species, for which the Nal internuclear separation ranges from 5.2 to 6.6 A. Thé
SSIPs are also stable with respect to ionic dissociation, as can be seen from their very
small dissociation constants, given by Kgiso/Kssip/crp. Such findings are in good agreement
with earlier theoretical predictions,* based on a dielectric continuum model for cluster
ton and cluster ion pair solvation energies, which showed that the stability of cluster ion
pairs arises from a very slow convergence of cluster ion solvation free energies with

increasing cluster size. Therefore, the separated cluster ions are thermodynamically
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unfavorable, and ions rather tend to exist as CIP or SSIP species. Typical structures of

those Nal(CH3CN), CIP and SSIP clusters at 300 K are shown in Fig. A4.3.
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Fig. A4.5 Potentials of mean force for Nal(CH3CN),, clusters at 300 K.
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Table A4.4. Properties of the Nal(CH3CN), potentials of mean force.*

CIP b Fc SSIP d F e f h
Lnin I Lin AGep AGggp/cp Kssipicip®  Log Kiss

n

1 2.59 - - - - - 108 +1
2 266 - - - - - 85 +1
4 271 - - - - - 85 +1
6 276 4.60 5.26 6.2+0.1 6.0+ 0.1 10 73 +1
8 2.77 4.46 5.50 5.6+0.1 48+0.1 10 64 +1
12 277 4.33 6.01 72+0.2 56+0.1 210° 58 +1
16 279 4.20 5.96 5.0+ 0.0 2.910.0 1.5 107 47 +1
20 278 422 6.43 51+0.1 2.2+0.1 7107 42 +1
24 278 4.13 6.30 52+0.0 26+0.0 4107 40 +1
30 281 4.15 6.57 47+0.0 2.1+0.1 10™ 37 +1
36 2.81 415 6.38 46+0.0 1.2+0.1 1.7 30 1

a. Free energies in kcal/mol and distances in A.

b. Nal internuclear separation at the minimum of the CIP well.

c. Nal internuclear separation at the CIP to SSIP barrier.

d. Nal internuclear separation at the minimum in the SSIP well.

e. Free energy barrier height measured from the minimum in the CIP.
f. Free energy of the SSIP relative to that of the CIP.

g. CIP ——= SSIP equilibrium constant, from Eq. (A4.13).

h. Dissociation constant for the CIP, Eq. (A4.14), in (mol/l)™.

For all cluster sizes investigated, the PMFs predict CIP species lower in free
energy than the SSIP species, as can be seen from Fig. A4.5 and the positive values of

AGggp,cp 1n Table A4.4. Converged equilibrium constants are obtained with upper

bounds for the SSIP population integral varying from 6 to 9 A with increasing cluster
size. As such, clusters with ry, exceeding the SSIP upper bound contribute minimally to
the SSIP population, and extreme situations where the ions would be separated by the
whole solvent cluster cannot be considered as SSIP structures.” The equilibrium
constants Kgssip/crp listed in Table A4.4 clearly indicate that the CIP is thermodynamically
favored over the SSIP for small clusters up to size 36. As Kssip/crp tends to increase with
cluster size, the SSIP population becomes thermodynamically more probable around
cluster size 36.
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A4.1V.B. lon-Pair Solvation Structure

For the range of cluster sizes investigated, Nal(CH3;CN), clusters were found to
be thermodynamically stable as CIP species, with the Nal ion pair close to its equilibrium
structure (rn,=2.6-2.8 A). From cluster size 6 and up, the SSIP species are also
thermodynamically stable, with Nal internuclear separations ranging from 5.3 A to 6.4 A.
Typical structures of Nal(CH3CN), CIP and SSIP species are shown in Fig. A4.3. The
ion pair is surrounded by solvent molecules, as both ions solvate well in ionic acetonitrile
clusters. This interior solvation structure can be confirmed by inspection of the scaled
ion-solvent cluster center-of-mass (r’cm) and solvent angular probability distributions,
shown in Figs. A4.6a and A4.6b, respectively. If the r’., distributions confirm that both
ions reside in the cluster interior (r’cm, < 1), they also indicate that the ions are equidistant
from the solvent center-of-mass. Naturally, the SSIP structures are characterized by
larger 1’cm values, due to the larger interionic distance for the SSIP. Inspection of the
solvent angular distribution shows that values of 90° are most probable, implying an
isotropic distribution of solvent molecules, as there are enough molecules to solvate both
ions and simultaneously establish a solvent network. Further similarities between the
local solvent environment around the ion pair and that of single ion-acetonitrile can be
observed. Indeed, the Nal(CH3;CN), CIP and SSIP clusters are also characterized by a
solvation shell structure, as can be seen from the sharp peaks of the ion-N PDFs in Fig.
A4.6d. However, overlapping peaks can be observed in the ion pair—acetonitrile clusters

PDFs, which reflect the perturbation brought about by the counter-ion.
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Fig. A4.6. Structural properties of Nal(CH3CN), clusters, obtained from Monte Carlo
simulations at 300K. (a) Probability distributions of ion to solvent cluster center-of-
mass distance 1’ (see text). The solid line represents the Na' distributions, whereas the
dashed line the I" distributions. (b) Angular probability distributions P(®). The solid
line represents the CIPs, while the dashed line represents the SSIPs. (c) Angular
probability distributions for the ion first solvation shell of Nal(CH3;CN), clusters.'®
The angle @ is that between an individual solvent molecule dipole and the Nal ion pair.
The solid line represents CIP distributions, while the dashed line represents those of
SSIPs.
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The proximity of the counter-ion perturbs the solvent network and prevents solvent
molecules from entering the first solvation shell. As such, one generally observes a
larger coordination number for the SSIP than for the CIP, but both coordination
numbers are smaller than those of ionic clusters, as observed previously for water
clusters.*! For instance, at cluster size 36, the sodium coordination numbers are 3.0, 4.8
and 5.4 for the CIP, SSIP and ionic clusters, respectively, and those of iodide are 5.3,

7.8 and 8.0.
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Fig. A4.6. (d) Ion-to-solvent distributions. Solid curves are radial probability distribution
functions P(r), while dashed curves are the distance-dependent coordination number

N coord (7" ) .

Further insight into the local solvent distribution around the ion pair can be

garnered by plotting the PDF of the angle ® between Nal and the acetonitrile molecular

1'% As can be seen in Fig. A4.6c, a broad distribution

dipoles in the first solvation shel
characterizes the CIPs, suggesting little preferential orientation of the solvent molecules.
However, in the SSIPs, a maximum is observed in the distribution around ~35-45°, which

corresponds to acetonitrile molecules oriented similarly to that in the Nal(CH3CN) SSIP

model shown in Fig. A4.7. The increased dipole moment associated with the stretched
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nar distance induces local solvent ordering for SSIPs, whereas no preferential solvent
orientation could be observed for CIPs. The shoulder observed at ~90° for SSIPs
corresponds to solvent molecules located on each end of the Nal ion pair, and oriented in

order to minimize dipole-dipole interactions and maximize Coulombic forces.

Nal (CH;CN) — “CIP” Nal (CH;CN) — “SSIP”

268A(270A) .
320A(3.13 A) _
2.65A(2.76 A) S80A (580 A)
153.8°
134.8° 112.1° (140.6°)
(139.9°) (9759 153.8°
b (158.3°%)

2.38 A(246 A)

226 A @2.27TA)

Fig. A4.7. Nal(CH3CN) CIP and SSIP models. Bond lengths (in A) and angles (in
degrees) are obtained from quantum chemistry calculations (model potential values in
parenthesis). The SSIP model was optimized with Nal constrained at a distance of 5.8 A.

The structural and energetic properties of the model Nal(CH;CN) SSIP shown in
Fig. A4.7 (along with those of the CIP) agree very well with quantum chemistry results,
with bond lengths within 0.1 A, angles within 10°, and an energy difference relative to
the CIP global minimum of 37.9 kcal/mol, which inspires further confidence in our
model potentials. For larger Nal(CH3;CN), clusters, inspection of the potential energy
surfaces predicted by our model potentials and shown in Fig. A4.8 reveals that the CIP is

the global minimum at least up to cluster size 6, at which cluster size stable SSIPs start
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appearing. The latter species become increasingly more stable with respect to CIPs and
become global minima (by only 1 kcal/mol) at cluster size 9. Our model potentials yield
minimum energy structures in very good agreement with those predicted by the model
potential of Gregoire et al.®* However, while the SSIP is the global minimum energy
structure for cluster size 9 and above, PMF calculations demonstrate that these species
are not the most thermodynamically favorable, as CIP species are found fnore

thermodynamically stable up to cluster size 36.
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Fig. A4.8. Nal(CH3CN), potential energy surfaces along the rn,; coordinate, predicted by
model potentials.
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A4.1V.C. Comparison with Aqueous Clusters and Implications for Multi-

Photon lonization Experiments

NaIl(CH3CN), clusters exhibit some similarities with Nal(H,O), clusters, which
have been studied previously.*"*? In both cases, we observe deep PMF wells, with
decreasing amplitude with cluster size increase, and the presence of thermodynamically
stable CIP and SSIP cluster species with extremely small dissociation constants (<107
and <10™ for Nal(CH3CN)s, and Nal(H,0)s; clusters, respectively). In small clusters of
both acetonitrile and water, the ion pair only exists as a CIP, but SSIPs become more
probable with cluster size increase. One noticeable difference is the existence of
Nal(H,0), “surface” structures, due to the hydrophobicity of iodide which drags the ion
pair towards the surface of the solvent network,*' whereas the ion pair is found to solvate

well in acetonitrile clusters.

The structural properties of ion pairs in clusters were shown to have some
implications for cluster photodissociation dynamics. For instance, the presence of
thermodynamically stable Nal ion pairs in clusters suggests favorable conditions for
photodissociation experiments, in contrast to the bulk phase. This was confirmed by
quantum chemistry characterization of the ground and first excited '=* states of model
Nal(H,0), clusters,42 which showed that CIPs have optically accessible excited states
akin to that of gas-phase Nal, with similar oscillator strengths, thus making
photodissociation experiments feasible. On the other hand, SSIPs, which become
thermodynamically more probable in large clusters, possess greatly reduced electronic

transition oscillator strengths. As such, a photodissociation reaction mechanism akin to
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that for gas-phase Nal is not possible for larger clusters, in agreement with recent
experimental findings.2*6%!43

We investigated the ground and first excited 'X" states of model Nal(CH;CN),
clusters, employing geometries predicted by our model potentials, the configuration
interaction with single excitations CI(S) method together with the aug-cc-pVDZ basis
set'™® (and aug—cc-pVDZ—PP pseudopotentials for iodine).'”' Our calculations clearly
reproduce the energy gap well between the ground and first excited states 'Z*, when
compared to multireference configuration interaction with single and double excitations
[MRCI(SD)] calculations,'” or to experimental estimates (cf. Table A4.5). In previous
work, the CI(S) method was also found to reproduce the dipole moments of the ground
and first excited " states,*” and appeared more reliable than more sophisticated methods
for the purpose of calculating Franck-Condon energy gaps and dipole moments.'”> Our
results show that the transition oscillator strengths for Nal(CH3;CN), are analogous to
those of Nal(H,0),. The oscillator strength of CIPs remains about constant upon addition
of solvent molecules, implying that the presence of solvent molecules perturbs the Nal
CIP electronic structure only marginally. For SSIP species however, the oscillator
strength decreases drastically with increasing cluster size. Our Monte Carlo simulations
suggest that Nal(CH3CN), CIPs are thermodynamically more probable up to cluster size
32, and model quantum chemistry calculations suggest that such CIPs would be
photoexcitable. Yet, multi-photon ionization experiments predict no Na'(CH;CN),
cluster products larger than cluster size 6.°® Thus, another explanation must be sought for

Nal(CH3;CN), multi-photon ionization experimental results.
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Table A4.5. Properties of the first electronically excited '=" Nal(CH;CN), states.

AEa Pvtrb foscc
Nal (r=2.8 &)° 45 - -
Experimental laser® ~4.2 - -

CI(S)/aug-cc-pVDZ, aug-ccpVDZ-PP

Nal (r=2.8 A) 476 2.7 0.14
Antiparallel C; Nal(CH;CN) 543 24 0.12
Linear C; Nal(CH3;CN) 4.98 3.0 0.17
Nal(CH3CN), 6.09 22 0.12
Nal(CH3;CN); 6.23 2.3 0.12
Nal (r=5.8 A) 1.10 5.6 0.13
Nal(CHsCN) (r=5.8 &) 3.37 0.7 0.01

a. Energy gap between the ground state and the first 'S excited-state in eV.
b. Transition dipole moment in D along the bonding Nal axis.

c. Oscillator strength of the electronic transition from the ground state.

d. MRCI(SD) calculations taken from Ref. [172].

e. Taken from Ref. [68].

The Nal ground ionic state is stabilized by polar solvent molecules to a much
greater extent than the excited state in the Franck-Condon region, which is covalent. As
the ion pair is increasingly solvated by acetonitrile molecules, the Nal Franck-Condon
energy gap may increase to an extent that would render the laser wavelength inadequate
for photoexcitation. This inhibition of the photoexcitation mechanism may be less
pronounced in water clusters, not only because of weaker ion-solvent interactions, but
also because of their characteristic surface solvation structures. Addition of solvent
molecules on the cluster side, far from the ion pair, results in moderate stabilization of the
ion pair and, in fact, very little change in the differential solvation energy of the ionic
(ground) and covalent (excited) states (since water molecules tend to interact with each
other rather than with Nal). Thus, in water clusters, it is plausible that the excited state
remains accessible for larger cluster sizes, consistent with the large product clusters

observed in Nal(H;0), multi-photon ionization experiments. Theoretical studies of the
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Franck-Condon energy gaps and electronic transition oscillator strengths for
Nal(solvent), clusters are currently under way to test such hypothesis.174 Alternate
mechanisms may also be possible, involving for instance charge transfer to solvent
(CTTS), which has been observed in ionic clusters and could be followed or not by

P48 or even direct ionization, resulting in different

electron photodetachment,
dynamics. As the molecular dipole moment of acetonitrile in the gas phase is about twice
that of water,” CTTS states can be expected to occur at smaller sizes in acetonitrile than
in water clusters,'” which would be consistent with experimental observations. Finally,
solvent evaporation dynamics on the ionized state may be different for acetonitrile and
water clusters. For instance, the Nal CIP is stretched to a smaller extent in acetonitrile
clusters than in water clusters,* possibly resulting in larger Franck-Condon excess
energies (due to excitation to the probe state repulsive wall), and in increased evaporation
further reducing the size of acetonitrile product clusters. Furthermore, probe-state
dissociation of NaI(CH3CN)," clusters with interior solvation structures is more prone to
reorganization than that of surface-structure NaI(HzO)nJr clusters, where iodine is

essentially free to leave the cluster without too much solvent network disruption, possibly

allowing large Na'(H,0), products to survive.

A4.V. CONCLUDING REMARKS

We have investigated the structural and thermodynamic properties of sodium and
iodide ions and ion pairs in acetonitrile clusters by means of room-temperature Monte
Carlo simulations. A model potential was developed to reproduce the properties of small

ion-solvent and ion-pair-solvent clusters, such as binding energies, structure, and
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molecular dipoles, obtained from quantum chemistry calculations. Comparison of the
stepwise binding enthalpies obtained from Monte Carlo simulations with available
experimental data suggests that our model potentials are adequate for describing many-
body interactions in these clusters. Cluster enthalpies are closely related to the solvation
structure of ionic clusters, and changes in their evolution with cluster size can be
connected to the completion of ionic solvation shells, a finding that is less pronounced for
I'(CH3CN), clusters than in Na'(CH3CN), clusters. Inspection of the PDFs confirmed that
NaﬁL(CH3CN)n and I'(CH3CN), clusters have an interior solvation shell structure, with a
first solvation shell constituted by ~6 and ~8 acetonitrile molecules respectively. Beyond
the first solvation shell, solvent molecules tend to accumulate on one side of the cluster
instead of forming a spherical droplet until at least cluster size 36.

The stability of the Nal ion pair in acetonitrile clusters was investigated via
calculations of the potentials of mean force and resulting equilibrium constants. Our
findings suggest that the ion pairs are thermodynamically stable with respect to
dissociation into free ions, existing as either contact ion pairs (CIP) or solvent-separated
ion pairs (SSIP). However, the former species are thermodynamically more favorable
until at least cluster size 36. Both the CIPs and SSIPs adopt an interior solvation shell
structure, which closely resembles that of the ions in ionic clusters, especially for SSIPs.
Nal(CH;3CN)y, clusters share similarities with Nal(H,O), clusters, such as the existence of
CIP and SSIP structures, with CIPs being thermodynamically favored in small clusters,
and SSIPs becoming increasingly more probable with cluster size increase. However,
SSIPs become thermodynamically favored around cluster size 16 in water,*? while the

transition only occurs around cluster size 36 for acetonitrile. Hence, charge separation
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occurs at much smaller cluster sizes for the very polar water solvent, in contrast to what
was suggested earlier.®>%

Model quantum chemistry calculations showed that stable Nal(CH3CN), CIP
species have optically accessible excited-states akin to that of gas-phase Nal, suggesting
that multi-photon ionization experiments would in principle be possible up to at least
cluster size 36. Yet, no cluster products containing more than 6 acetonitrile molecules
have been observed experimentally.**%® Possible explanations for these findings include
inhibition of photoexcitation by extensive solvation of the ground ionic state, a
phenomenon that is likely to occur in smaller acetonitrile clusters than water clusters
since the differential solvation energy may increase less rapidly in Nal(H,O), clusters due
to surface solvation structures. Alternatively, Nal(CH3CN), clusters may be promoted to
the ionized state by multi-photon excitation with a larger amount of excess energy,
which, together with major solvent reorganization effects upon iodine detachment, may
induce extensive solvent evaporation, hence preventing formation of large product

fragments. Simulations of the Nal photoexcitation in clusters are necessary to understand

the origin of the solvent selective behavior in the experiment.
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CHAPTER AS
Microsolvation of Alkali - Halide Ions and Ions Pairs
in Ammonia Clusters

AS.IL. INTRODUCTION

We now turn our attention to clusters of ammonia. Despite all being polar
solvents, ammonia, acetonitrile and water differ in terms of molecular size, dipole
moment, and propensity to form hydrogen bonds, and a comparative investigation may
allow better understanding of the origin of the different experimental findings associated
with the various solvents.?® In an earlier study, a solvent-selective behavior of Nal multi-
photon ionization in clusters of water and ammonia was connected to differences in
structural properties of the ion pair in clusters.'** Consequently, we seek to investigate
the structural and thermodynamic properties of Nal(NHj3), clusters by means of Monte
Carlo simulations, and the stability of the ion pair is inferred from computations of the
potential of mean force (PMF) and related equilibrium constants.”** Of paramount
importance for these simulations are the development and validation of model potentials
capable of adequately describing the intermolecular interactions between Nal and the
solvent molecules in clusters. Accordingly, we have developed model potentials
parameterized on the basis of quantum chemistry calculations for small clusters, and the
model validation is achieved by comparing the results obtained from simulations with
these potentials to available experimental thermochemical data for ionic clusters such as
Na'(NH3), and I’ (NH3),.

The outline of this chapter is as follows. While an overview of the simulation

procedure is presented in Sec. A5.II, the thermodynamic and structural properties of

93



Na'(NHs), and I'(NHs), clusters obtained from Monte Carlo simulations are presented
and discussed in Sec. AS.III, where they are compared to available experimental data for
validation of the model potentials. This will be followed by a presentation and discussion
of Nal(NH3), cluster properties in Sec. A5.IV, with particular emphasis on the cluster
thermodynamics and structures. Temperature effects will be discussed in Sec. AS5.V,
along with a comparison with other solvents and possible implications for cluster multi-

photon ionization experiments. Concluding remarks follow in Sec. AS.VI.

AS.I1. COMPUTATIONAL PROCEDURE
AS5.1LLA. Model Potentials

While a number of solvent model potentials have been reported for ammonia
cluster simulations, most neglect polarization interactions.'**'”>!® Thus, we have
decided to develop new model potentials which explicitly take polarization into account
and consist of additive classical solvent-solvent and solute-solvent intermolecular
potentials, along with Nal solute potentials obtained from semiempirical quantum
chemistry. The analytical form proposed by Deng et al.'”’ has been adopted for the
solvent-solvent interactions, while the functional form we have developed in earlier
work'”® is adopted for ion-solvent interactions. The solvent model employs rigid
molecules fixed at the experimental gas-phase ammonia geometry.

The interaction energy between solvent molecules, and between solvent
molecules and ions, consists of Coulombic, many-body polarization and repulsion-
dispersion contributions

V=Vou+V,utV,

pol rep—disp *

(A5.1)
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The Coulombic part,

Veour = Z Z

i J<i

44, (A5.2)
r — l')-

i

represents the interactions between the fractional charges ¢; on each charge site (at
position r;) of the monomers. For the rigid ammonia molecule, the hydrogen atoms each
bear a positive charge and the compensating negative charge is placed at a site M situated
down the C; molecular axis at a distance ry.n from the nitrogen atom. The ions simply
carry a positive or negative unit charge. As for polarization, one polarizable site is placed
on each ion, and on the nitrogen atom of each ammonia molecule (which corresponds
approximately to the position of the ammonia molecule center-of-mass), with
polarizability o; and induced dipole moments p;. The polarization contribution is

expressed as®’
1 5 o
Vool = ~ E E].p, (AS.3)

where the electric field E; due to the permanent charges of other monomers is given by

2.9,
E =1 (A5.4)
I -

and the induced dipole moments are calculated from

p=a.E =q, {E +Zz;.j.p]] (AS.5)

J=i
where Tj; is the dipole tensor.” Because of mutual polarization, the set of induced dipoles

p, is obtained in a self-consistent fashion by solving the set of linear equations in Eq.

95



(A5.5) by LU decomposition and backsubstitution.””*® Finally, short-range repulsion-

dispersion interactions are modeled via generalized Lennard-Jones potentials'®’

Vrepdisp = [ Z Aijrzj_lz + Bijrij_8 + Cij”ij_ﬁ] (A5.6)
i,j

Whereas a single nitrogen-nitrogen term was found to be necessary for solvent-solvent
interactions, repulsion-dispersion terms between all atoms were required to properly
describe ion-solvent interactions.

41,42
1o

The Nal ion pair model potential has been reported in earlier publications,
which the reader is referred to for details. Briefly, the potential energy expression

contains Coulombic, polarization and core-core repulsion terms

= VCoulomb + V + V (A57)

solute pol core—core
The Coulombic and polarization interactions are described by Egs. (A5.2) and (A5.3)
discussed earlier. The core-core potential is represented by an exponentially repulsive

Born-Mayer potential**

14 = Ae™” (A5.8)

core-core
parameterized to reproduce the ground-state Nal potential curve determined from either
experiment'*® or high level quantum chemistry'*® calculations (A=70810 kcal/mol, and
B=0.326 A™).'” Since the ion effective polarizability is affected by the presence of
another ion, the Na" and I" polarizabilities are attenuated with decreasing internuclear
separations via a smooth switching function, in order to reproduce the bare ground-state
Nal dipole moments from high-level quantum chemistry calculations.!” We note that this
model potential allows ions and solvent molecules to polarize each other. Since first-

principles quantum chemistry calculations provide the basis for the parameterization of
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these model potentials, we now turn our attention to quantum chemistry calculations for

small clusters.

A5.11.B. Quantum Chemistry Calculations

Ground-state properties of (NH3),., Na'(NH3), I (NH3) and Nal(NHs) clusters
were obtained from ab initio calculations with the Gaussian98 quantum chemistry
package.”® Geometry optimizations and frequency calculations were performed at the
second-order Moller-Plesset (MP2)’' level of theory, together with triple-zeta split
correlation-consistent polarizable bases from Dunning, with augmented diffuse functions
whenever available, i.e. the aug-cc-pVTZ basis was used for N, H, and 1,'8%181 while the
cc-pVTZ basis was used for Na.'® Further, the ECP28MDF relativistic effective core

82 In cationic complexes, inclusion of the core

potential was employed for jodine.'
electrons in the correlation space has previously been deemed important,'®* so core-core
and core-valence correlation basis functions were added on the sodium'® and nitrogen
centers.'® This overall model chemistry is further simply referred to as MP2/VTZ.
Clusters were first optimized with ammonia molecules fixed at their experimental, gas-
phase geometry, as our model potential employs rigid solvent molecules. This procedure
allowed us to confirm that monomer geometry relaxation in clusters is insignificant,
hence justifying the use of rigid solvent molecules for our model potential. Then, in order
to locate true minimum energy structures, cluster geometries were further optimized with
all coordinates relaxed. This was followed by a frequency calculation in order to
characterize the stationary points and obtain harmonic zero-point energies.

The ammonia geometry obtained with MP2/VTZ is essentially the same as the

experimental gas-phase geometry, with Ry = 1.01 A and Ry = 1.63 A. In addition, the
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experimental ammonia dipole moment is reproduced within 0.05 D and the quadrupole
moment within 0.1 D.A, as seen from Table A5.1. We note that even though
polarizabilities are notoriously difficult to determine accurately with quantum chemistry,
our model chemistry reproduces the NHj isotropic polarizability within 0.1 A

Binding energies (D.) are calculated via the supermolecule approach. In addition,
a correction for zero-point energy (ZPE), calculated on the basis of harmonic frequencies,
is included to yield D,. Finally, the binding energy D,cgs was corrected for Basis Set
Superposition Error (BSSE) by extrapolation to the Complete Basis Set (CBS) limit,
making use of energies obtained from a set of calculations with a series of systematically

1 Accordingly, single-point energy

convergent correlation-consistent basis sets.
calculations were performed with the double-zeta (DZ), triple-zeta (TZ), and quadruple-
zeta (QZ) basis sets, with augmented diffuse functions, relativistic core potentials for
iodine, and core-core and core valence basis functions, as discussed earlier, for the

192

MP2/VTZ optimized geometries. An analytical solution "~ of a three-point extrapolation

based on the exponential/Gaussian function of Woon and Dunning,™®"

7 - E (7 —e")+E (e’ -e™)+ E,, (e’ -e)
s (e —e™M)+(e+e M)+ (e’ —e)

(A5.9)

was then employed, where Epz, Erz and Eqz correspond to energies calculated

with the DZ, TZ, and QZ basis sets, respectively.
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Table A5.1. Small cluster properties.”

Experiment Quant. chem.” Mod. pot.
Nal
Rnad 2.71° 2.77 2.71
HNal 9.2¢ 9.7 9.7
De 117.8, 120.8, 122.0
D, 116.6° 116.8, 120.4, 121.7 120.7
Dorcas 122.4
NH;
o 2.22° 2.1 2.22
Ham, 1.47° 1.52 1.47
0y, 2.9 29 29
Linear Cs (NHs), '
NN 3.31 3.31
FNH 2.26 2.30
FHeH 275 2.55
Mg, 1.72/1.82 1.48/1.73
De 3.6,35,35
D 2.1,2.1,2.1 24
Dosces 2.1
Asymmetric Cs (NH3),
NN 3.23 3.31
FN-H 2.3 2.30
FH 2.36 2.55
Hnm, 1.52/1.73 1.48/1.73
De 3.7,3.7,38
D, 23,23,24 24
Dorcas 24
AHqg 17
Na’(NH3)
MNa-N 2.41 2.43
ONan-M 180.0 180.0
M, 3.63 3.31
D 27.0,27.4,27.7
D, 25.2, 25.6, 25.8 25.8
Dorces 26
AH1g gi:ﬁi?:gﬁ 25.7 25.3



Experiment Quant. chem.” Mod. pot.

I(NH3)
Fi 3.73 3.78
Fin 2.73 2.78
Ho, 2.43 1.98
De 7.2,8.0,84
D, 6.5, 74,77 8.0
Dorcas 7.9
AHy g 7.410.3 7.8 7.1
C, Nal(NHs)

Fon 2.87 2.74
MNa-N 2.45 2.50
Onand 50.4 486
T 1.70 3.40
De 18.2, 18.5, 18.8
Do 16.6, 16.9, 17.2 18.9
Dorcas 17.4 ‘
AHq 17.2 17.1°

’ Cay Nal(NHs)
Mo 5.62 5.80
'Na-N 24 2.55
Onan 0.0 0.0
Ho, 445 3.59
De 17.6,17.3,17.5
D, 15.7, 15.4, 15.6 14.9
Dorces 15.8 '
AHq 155 17.1°

a. Distances are in A, angles (0) in degrees, dipole moments (u) in Debye, polarizabilities
(o) in A’ quadrupole moments (@) in Debye.Angtrom (D.A), binding energies (De, Do,
Doscas) and stepwise binding enthalpies (AH1 ) in kcal/mol.

b. The listed D, and D, are binding energies calculated with the DZ, TZ, and QZ split
basis sets, respectively, for MP2/VTZ optimized geometries. Dy/cps is the binding energy
corrected for ZPE and extrapolated to the CBS limit.

c. Taken from Ref. [154].

d. Taken from Ref. [155].

e. Taken from Ref. [114].

f. Taken from Ref. [186].

g. Stepwise binding enthalpy at 298 K taken from Ref. [187].

h. Stepwise binding enthalpy at 298 K taken from Ref. [188].

1. From Monte Carlo simulations at 300 K.

j- Stepwise binding enthalpy at 298 K taken from Refs. [189] and [190].
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The Nal geometry was found to be reproduced well by MP2/VTZ (within 0.06
A), and the binding energy within 5% (cf. Table A5.1). Surprisingly, we note that
calculations with the DZ-quality basis set yield binding energies in better agreement with
experimental data (within 1%) than calculations with larger basis sets or complete basis
set extrapolation. The Nal dipole moment is also well reproduced, with a deviation of
only 0.5 D (5 %).

The minimum energy structures of pure solvent clusters, ion-solvent clusters, and
ion pair-solvent clusters obtained from quantum chemistry calculations are shown in Fig.
AS5.1, while selected geometrical parameters and binding energies are collected in Table
A5.1. Non-corrected and corrected intermolecular interaction energies are reported,
showing that the ZPE and BSSE corrections are typically of the order of 1-2 kcal/mol.
The nature of the (NHj3), minimum energy structure has been under heated debate since
the early 1980’s,""*!** and despite many theoretical investigations, some discrepancies
remain.'**'*® Early quantum chemistry calculations did not include electron correlation,
or employed basis sets without polarization functions.'”®'** Other calculations either
1gnored or only approximately included typical corrections to the binding energy, such as
BSSE!'71%%197 o1 7PE corrections,'*>'**!% which are of similar magnitude as the binding
energy itself. Our calculations predicted three (NH3), stationary points, which correspond
to the isomers reported in previous work.'’®!**1% However, vibrational analysis suggests
that only two structures are minimum-energy structures, and the third isomer is a
transition state connecting the global minimum-energy structures by a rocking motion.*®’
Inspection of Fig. AS5.1 and Table AS.1 reveals that the two minima have very similar

geometries. For instance, both ry.y and ry.y intermolecular distances are within 0.1 A,
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which is consistent with the very similar interaction energies for both isomers (within 0.5
kcal/mol). The main difference between both structures lies in the N-H-N angle (Onun).
While the Onyn angle for the so-called linear Cs complex is exactly 180.0°, suggesting
that hydrogen bonding interactions prevail for that structure, the Onuy angle for the global
minimum, which we refer to as the asymmetric C; structure, is 152.6°, suggesting a subtle
interplay between hydrogen bonding and dipole-dipole interactions that bring additional
stabilization to the dimer.

We now turn our attention to the ion-ammonia complexes. As shown in Fig. A5.1,
our calculations predict minimum energy structures of Ci;, and C; symmetry for
Na"(NH;) and I'(NH3), respectively. Cationic cluster structures are obviously controlled
by ion-dipole interactions, while anionic cluster structures reflect the importance of
hydrogen bonding interactions. Several theoretical studies have been reported concerning
the Na'(NH3) complex.'®*?°1?% Earlier calculations®®! with DZ quality basis sets yielded
energies 5 kcal/mol larger than their experimental counterpart, which is not too surprising
since it was demonstrated that TZ or QZ basis sets are generally necessary to obtain
accurate energetics for small ionic clusters.''! On the other hand, our Na'(NH3) binding
energy is within 1 kcal/mol of that predicted by more recent calculations that include
electron correlation together with a minimum TZ split basis set.'!"'*7182% To our
knowledge, I'(NH;) has only been studied at the Hartree-Fock level,'*® and neglect of
electron correlation together with the use of a small basis set obviously resulted in a
binding energy (De~4.4 kcal/mol) much smaller than the one predicted in the present
work. Finally, stepwise binding enthalpies AH,,.; obtained from Dgcps, with thermal

effects estimated under the rigid rotor-harmonic oscillator approximation with MP2/VTZ
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were found in excellent agreement with experimental data, as can be seen from Table

AS.1.

(NH3)
linear C; asymmetric C;
Na*(NHs) I'(NH;)
Cs
C3v
Nal(NH3)

v C3v

Fig. A5.1. Minimum energy structures for (NHs),, Na"(NH;3), I'(NH3) and Nal(NH;)
clusters predicted by quantum chemistry calculations.

No first-principles study of the Nal(NH3) complex has been reported in the
literature to date. Our calculations predict two minimum energy structures, which are

shown in Fig. AS.1. The global minimum energy structure exhibits C; symmetry, with the
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ammonia and Nal dipole moments approximately aligned in a head-to-tail fashion. About
0.5 kcal/mol higher in energy lies the C;, minimum, with aligned Nal and ammonia
dipole moments. Both structures were included in the model potential parameterization.
Molecular dipole moments of individual monomers, evaluated from the ESP
charge distribution” of the supermolecule are also reported in Table A5.1. Quantum
chemistry calculations indicate that when placed in the vicinity of another solvent

molecule or an ion, the ammonia dipole moment (i ) increases significantly from its

gas-phase value, reflecting the importance of polarization effects. The ion ESP charges
(not listed) are ca. £0.95¢ in ionic clusters, which indicates very little electron transfer
between the ion and the solvent molecules and provides support for a model potential
primarily based on electrostatics employing ion unit point charges. Molecular dipole
moments are found to be larger in cationic clusters than in anionic clusters, due to
stronger electrostatic interactions of ammonia with cations. In the (NH3), isomers, both
NH; molecules undergo moderate mutual polarization. In contrast, the molecular dipole
moments of NHj in the stable Nal(NH3) isomers vary widely: while the C; structure is
characterized by a NH3 dipole moment that hardly differs from gas-phase NH; (within
0.2 D), the NH; dipole moment in the Csy structure is almost three times larger than that
of gas-phase NHj, due to the alignment of the Nal and NHj3 dipoles. Again, this stresses

the importance of polarization forces in such systems.

A5.1l.C. Parameterization of Model Potentials

The model potential parameters include point charges (q;), polarizabilities (o),
and repulsion-dispersion terms (Ay, By, Cjj). All parameters, listed in Table AS5.2, are

derived on the basis of experimental data supplemented by quantum chemistry
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calculations. The ammonia charge distribution was adjusted to reproduce the
experimental gas-phase dipole and quadruple moment of the ammonia molecule (cf.
Table A5.1), which represents a slight improvement from the original model of Deng et
al.'”” which yielded pngs = 1.53 D and ®,, = 2.1 D.A values. The ionic and molecular

13114 The  repulsion-

polarizabilities are taken from gas-phase experimental data.
dispersion parameters are fit to reproduce the (NH3),, Na'(NHz), I'(NH3), and NaI(NH;)
calculated geometries and binding energies. Attention is also paid to the dipole moments
of ammonia in clusters, which were compared to their quantum chemistry counterparts.
The fitting was performed with a standard non-linear-least-squares method based on the
Marquardt-Levenberg algorithm.”” The cluster properties predicted by model potentials

are listed in Table AS5.1, where they can be compared to their quantum chemistry

counterparts.

Table A5.2. Model potential parameters®

NH; geometrical parameters

Ry Ru+ Rn-m OHNH
1.012 1.625 0.180 112.07
Point charges and polarizabilities

H M N Na* I
(o 0.56 -1.68 1.0 -1.0
0 222 0.2 7.0
Lennard-Jones parameters

N-N Na-N Na-H I-N I-H
A 2676713 11200 40800 29126500 149750
B 0 23000 -4100 63400 -1000
C -127 -1650 -50 -11800 -500

a. Distances are in A, angles in degrees, point charges (q) in fractions of e,
polarizabilities (o) in A%, A in kcal.A'?, B in keal.A%, C in keal.A®.
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Inspection of Table AS.1 shows that the structural properties for (NHs), Na‘(NHs), I
(NH3) and Nal(NH;) determined with our model potentials agree well with their quantum
chemistry counterparts. Our model potential predicts a single minimum energy structure
for the (NH3), complex, with properties comparable to those of both quantum chemistry
minima. For all complexes, bond lengths are generally reproduced within less than 0.05
A, and binding energies within 1 kcal/mol. In addition, good agreement is generally
observed between quantum chemistry and model potential estimates of the stepwise
binding enthalpies, even though the quantum chemistry values are calculated under the
rigid rotor-harmonic oscillator approximation. Slightly larger deviations in bond lengths
and binding energies (ca. 0.1 A and 1.5 kcal/mol, respectively) are observed for
Nal(NH3) as the subtle balance between electrostatic and hydrogen bonding interactions
is usually difficult to obtain with simple model potentials.'"'®''' Nonetheless, such
deviations remain within the range of accepted accuracy of quantum chemistry
calculations (1-2 kcal/mol). We note that in pure solvent and ion-solvent complexes, our
model potentials reproduce well the polarization of ammonia molecules (within 0.1-0.5
D). However, even though the trend in NH3 dipole moments is qualitatively reproduced, a

larger deviation is observed for p, in Nal(NH;). This shortcoming may reflect the

limitations of model potentials.?**

A5.11.D. Monte Carlo Simulations

Canonical ensembles of Na+(NH3)n, I'(NH3),, and Nal(NH3), cluster structures
were generated via random-walk® Metropolis Monte Carlo simulations.”® We followed

41,42
>

the procedure developed in previous work and we only outline its main features here

for completeness. Independent simulations are carried out for clusters of various size,
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placing a given number n of NH; molecules around an ion or the ion pair geometrical
center. New trial solvent configurations are generated by random translation of one
solvent molecule in all three Cartesian directions and rotating it around its standard Euler
angles 0, y, and (p.78 Each run entails about 10° to 107 steps of equilibration, followed by
an equivalent number of steps for data collection. The ranges of displacement for
translational and rotational motion were chosen so as to obtain acceptance ratios of about
40-60 % for new configurations. Finally, the clusters are periodically heated and cooled
with a smooth temperature schedule in order to sample all possible local minima’® and to
reduce uncertainties in PMF calculations.*” Because our goal is to obtain a well-defined
equilibrium ensemble of clusters of a given size, each fraction of the Markov chain
containing clusters that have undergone solvent evaporation is excluded from the final
conformational sampling (ammonia is considered as evaporated when it moves further
than 20 A from the closest ion). The temperature chosen for the simulations is 115 K,
which roughly corresponds to the temperature of metastable ammonia clusters, according
to the simple renormalized Trouton’s rule of the Klots evaporative ensemble model.*®
We note that a more refined treatment indicated that clusters of different sizes have
different internal temperatures, and the temperature of some small clusters has been

4
53,5 and

reported to be larger by as much as a factor of 4 than that of the larger clusters,
therefore, there is a wide uncertainty in the estimated cluster temperature of metastable

Nal(NH3), clusters. Thus, simulations were also carried out at room temperature (300 K)

for the purpose of assessing temperature effects.
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AS.1LE. Thermodynamics

Cluster enthalpies are computed from the average energies <V> of the canonical
ensembles of configurations as:

AH, =AU + A(PV) =<V > +nRT (A5.10)

where 1 is the number of solvent molecules in the cluster.* Stepwise binding enthalpies
are obtained from the cluster enthalpies as

AH,, =AH, —AH, (A5.11)

The stability of the Nal ion pair in clusters can be characterized by the PMF W(r),
which represents the free energy change along the interionic distance r.'** In this work,
the PMF is calculated by statistical perturbation theory evaluation of free energy
differences,'®" in the course of Monte Carlo simulations, by stretching the ion pair by a

distance dr and collecting potential energy differences AU(r) =U(r +dr)—-U(r). PMF
differences are evaluated from the canonical ensemble average as:

AW (r) =W (r+dr) W (r) = —kT In(e™*/ ") (A5.12)

In our simulations, we employ a double-wide sampling of the potential energy
differences and calculate the equilibrium ensemble average with the acceptance ratio

method of Bennett,'¢?

At each internuclear separation », we make use of both a forward
or backward perturbation, which provides an estimate of the statistical error associated
with the free energy differences.'®® Simulations are performed from » = 1.6 A up to r =

20.0 A, with a perturbation step size of 0.2 A. Finally, the PMF W(r) is obtained by

summing the AW(r) free energy differences (and their statistical errors), and anchoring
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the PMF to a long range -¢*/r Coulombic potential term in the 15-20 A range of Nal
internuclear separations.
As mentioned earlier, ion pairs may exist as CIP or SSIP species in clusters. The

CIP dissociation constant can be calculated from the PMF as'®*

e )] 1
K s = [ ot 1‘] ey Iaprze'W(””‘T = (A5.13)

where N, is Avogadro’s number. The integration limits of the integral in Eq. (A5.13) are
varied, to ensure that the dissociation constant is numerically and locally converged. In
the case where a stable SSIP exists, the position of the CIP to SSIP free energy barrier
determines the upper limit of the integral, and the equilibrium constant between the CIP

and SSIP is then expressed as'®’

[SS]P] ) _[ssm’"ze_W(r)/der

_ - A5.14
SSIP/CIP [C[P] J'CIPrZe_W(,),der ( )

The lower limit of the numerator integral is the location of the free energy barrier
between the CIP and SSIP (i.e. the upper limit of the denominator integral). The upper
limit for the numerator is varied until the equilibrium constant is locally converged, but it
is assigned an upper bound corresponding to the average CIP cluster diameter,'®” which
represents an extreme situation where both ions have moved apart to opposite sides of the

solvent cluster.

AS.ILF. Structural Properties

Structural properties of the clusters are analyzed in terms of the normalized radial
probability distribution function (PDF) P(r), which is simply evaluated from

configurations as the probability of finding a solvent molecule (in practice the ammonia
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nitrogen atom) at a distance r from the ion. The latter is normalized so that the distance-

dependent coordination number N, (), obtained by integration of the PDF converges

to the total number of solvent molecules in the cluster.
N ra (1) = [ P(r)dr (A5.15)

Cluster structures are also analyzed in terms of the relative position of the ion(s)
with respect to the cluster interior, in order to discriminate between interior and surface
structures,‘”’168 by inspecting the distributions of convenient coordinates r’¢y, and 6. r’¢py is
the distance between the ion and solvent cluster center of mass normalized by the cluster
radius.'®” Values of r’«m <<l characterize interior solvation structures, while values of
r’em ~ 1 suggest surface solvation structures. 0 is the angle between the ion, the solvent
cluster center of mass and a given solvent molecule nitrogen atom. Similarly, we define
the angle ® between the ion pair geometric center, the solvent cluster center of mass, and
a given solvent molecule. An isotropic (sin 6 or sin ®) distribution is to be expected for a
spherically symmetric interior solvation structure, and any deviation from this

distribution reflects accumulation of solvent molecules on one side of the ion(s).

AS.IIL. ION-AMMONIA CLUSTERS
AS5.lILA. lonic Cluster Thermodynamics

In Table A5.3 are reported the stepwise binding enthalpies (AHy 4.1) of small ionic
clusters obtained from Monte Carlo simulations, along with available experimental
data.'¥1%%2% Comparison between the room-temperature data demonstrates very good
agreement between theoretical and experimental values, with deviations as small as 0.1

kcal/mol for Na+(NH3) and 0.3 kcal/mol for I'(NHj3). Inspection of AH,, 5.1 for increasing
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cluster sizes reveals a progressive decrease of the stepwise binding enthalpy, which can
simply be related to the distribution of the strong ion-solvent interaction to an increased
number of solvent molecules. As will be discussed in more detail later, ionic clusters
containing more than 7 and 9 solvent molecules for NaJr(NHg)rl and I'(NHj3), clusters,

respectively, were found to be unstable, with respect to solvent evaporation.

Table A5.3. Stepwise binding enthalpies of ion-solvent clusters®

Na"(NHs), I'(NH,),
Calc. Calc. Calc. Calc. 300
N 115 K 300 K Expt. 115 K K Expt.
25.6+0.2° ' d
1 26.0 25.3 o4 451 3¢ 8.1 7.1 7.4+0.1
2 21.8 21.0 - 7.9 6.8 .
3 16.4 15.5 y 7.7 6.3 -
4 12.1 10.9 - 7.4 6.1 -
5 8.9 6.6 - 6.9 4.8 -
6 8.5 6.0 - 6.7 48 -

a. Enthalpies in kcal/mol. Calculated values are obtained from Monte Carlo simulations.
b. Stepwise binding enthalpy at 298 K taken from Ref. [187].

c. Stepwise binding enthalpy at 298 K taken from Ref. [188].

d. Taken from Refs. [189] and [190].

Total cluster enthalpies (AH,) and the reduced binding enthalpies AH,/n are
shown in Fig. AS5.2 as a function of cluster size for simulations at 115 K. Inspection of
AH,, reveals that the total cluster enthalpy increases faster for Na'(NHs), clusters than for
I'(NH3), clusters, due to the stronger ion-solvent interactions. From cluster size 4-5 for
Na'(NH;), and 7-9 for I'(NH3),, the total cluster enthalpy increases very slowly.
However, this feature is less apparent in I'(NH3), clusters, where the increase with cluster
size is almost linear, and is attributed to the weaker interaction of the anion with solvent

molecules. This change of slope corresponds to a change in cluster structural properties,

such as the completion of a solvation shell."*>'”® As the first solvation shell is completed,
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additional solvent molecules will be located further away from the ion, and will cause a
smaller enthalpy change. In principle, the reduced binding enthalpies should converge
towards the enthalpy of vaporization of liquid ammonia.'* The reduced binding enthalpy
limit, which was extrapolated from the data using a single exponential fit, was found to
be 4.91 kcal/mol and 4.81 kcal/mol for Na'(NHz), and I'(NH;), clusters, respectively, in
excellent agreement with the experimental heat of vaporization of 4.75 kcal/mol at room

temperature. 14
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¢ Na'(NHa)n
® [(NH3)n
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Fig. A5.2. Cluster enthalpies from 115 K Monte Carlo simulations for Na"(NHs),
[diamonds], and I (NH3), [circles] as a function of cluster size. Total cluster enthalpies

AH, (top panel). Reduced cluster enthalpies AH,/n (bottom panel). The solid line
represents the data fitted to an exponential decay.
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A5.IIL.B. lonic Cluster Solvation Structure

Representative structures from 115 K simulations are shown in Fig. A5.3 for ionic
clusters of various sizes. sz'(NHg)n and I'(NH3), clusters are of similar size, with a radius
of ~7 A at cluster size 32.'"” The representative structures of the ionic clusters suggest an
interior solvation structure, which can be confirmed by inspection of the probability
distributions of the scaled ion-solvent center-of-mass distance (r’c,) shown in Fig. A5.4.
The distributions hardly spread beyond a value of 0.5, and peak at low values, typically
around 0.2, that are indicative of the fact that the ion is typically located within the
interior of the solvent cluster. Smaller clusters are characterized by broader r’cp
distributions, as the small cluster radius naturally increases the spread of relative r’¢m
values. Interior solvation structures are the result of strong ion-solvent interactions, which
compensate for the free energy destabilization associated with the solvent network
disruption. Probability distributions of the angle 6 are also shown in Fig. A5.4. An
approximate sin O distribution is obtained for all ionic clusters, revealing an isotropic

solvent distribution around the central ion and confirming interior solvation.
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Fig. A5.4. Structural properties of Na'(NH;), and I'(NH), clusters obtained from Monte
Carlo simulations at 115K. Probability distributions of the scaled ion-to-solvent-center-
of-mass distance r’cm, (top panel) and angular probability distributions P(0) (bottom
panel). The solid line represents the Na" distributions, whereas the dashed line the T
distributions.

Ion-solvent radial probability functions and coordination numbers are shown in
Fig. A5.5 for Na'(NH;3), and I'(NHj), clusters. The sharp, distinct peaks in the PDFs,
associated with plateaus in the coordination number Nooa(r) is evidence for well-defined

solvation shells. The first solvation shells contain 5.3 and 9.8 solvent molecules for

Na'(NH;)3; and I'(NHs)3; clusters, respectively.
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Fig. A5.5. Structural properties of Na'(NHz), and I'(NH3), clusters obtained from Monte
Carlo simulations at 115K. Solid curves are radial probability distribution functions P(r),
while dashed curves are the distance-dependent coordination number N, (7). Ion-to-
nitrogen (2 top panels) and hydrogen-to-nitrogen intermolecular distributions (2 bottom
panels).
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Even though I interacts with NHj through hydrogen bonding, we found more appropriate
to demonstrate the solvation shell structure by showing the I-N PDF, rather than the I-H
PDF, because of peak broadening due to the interaction of the ion with the three
hydrogen atoms. As I'(NHj), clusters are characterized by weaker ion-solvent
interactions than Na'(NH;), clusters, broader peaks, along with larger coordination
numbers, are naturally observed in I'(NH3),. Iodide-solvent clusters are indeed expected
to have larger coordination numbers than their sodium ion-solvent counterparts, due to a
larger ion to solvent equilibrium distance, which results in an increased solvation shell
size.*'* We note than in earlier Molecular Dynamics simulations of iodide in liquid
ammonia at 240 K, a coordination number of 12-15 was reported.*® The fact that we
obtain a lower cluster coordination number of 9.8 for I'(NH3)3; is consistent with this
liquid data, since liquid simulations impose density constraints, solvent molecules are
forced into a specific volume and larger coordination numbers than those for clusters are
typically observed.”® For larger clusters, beyond the first solvation shell, we observe a
broad tail with some features suggesting some solvent ordering. The intermolecular N-H
PDF, also shown in Fig. AS.5, reflect a moderate degree of solvent ordering, which is
arising from a weakly hydrogen-bonded solvent network, found qualitatively similar to

that of liquid ammonia reported elsewhere.””’
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AS.IV. ION PAIR-AMMONIA CLUSTERS
AS5.IV.A. Thermodynamics of lon-Pair Clusters

Potentials of mean force (PMF) are shown in Fig. A5.6 for Nal(NH3), clusters up
to size 64 at 115 K. In our simulations, the statistical uncertainty on stepwise free energy
differences was no greater than 0.5-0.8 kcal/mol, with an average uncertainty in the range
0.09-0.25 kcal/mol. The latter uncertainties, when summed up together along the PMF,
add up to seemingly large numbers for absolute PMF data, as shown in Fig. AS.6, but
actually correspond to a relative error in stepwise free energy differences inferior to 1.5
%, suggesting reasonable accuracy. All PMFs are chéracterized by a deep minimum at
small internuclear separations, corresponding to CIP structures, with the Nal ion pair
close to its gas-phase equilibrium structure (rn,;=2.6-3.0 A). As cluster size increases, the
PMF well depth progressively decreases and becomes shallower. A precursor of SSIPs
manifests itself as a shoulder in the PMFs of Nal(NH3);2.24 around a Nal internuclear
separation of 4.8 A. A second minimum in the PMF signals the emergence of stable SSTP
species for cluster size 32 and above, with Nal internuclear separations between 4.1 A
and 4.9 A. Typical structures of NaI(NH3), CIP and SSIP clusters at 115 K are shown in
Fig. A5.3. Key properties of the PMFs are collected in Table A5.4. Both CIP and SSIP
species aré characterized by very small dissociation constants (for SSIPs, the dissociation
constant is given by Kaisy/Kssmp/crp), implying that both the CIP and SSIP species are very

stable with respect to ionic dissociation.
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Fig. AS.6. Potentials of mean force for Nal(NH3), clusters at 115 K.

119

20



Table A5.4. Properties of the potentials of mean force®

n I‘I,C,ilrll) b 1’: ¢ I}iisnm d AGéIpe AGSSIP/CIPf Kssprcr® Log Kgiss "
‘ T=115K
1 2.59 - - - - - 117 +1
2 2.66 - - - - - -116 +1
4 2.77 - - - - - -114 +1
6 2.82 - - - - - 110 2
8 2.84 - - - - - -110 11
9 2.87 - - - - - -108 +2
10 2.89 - - - - - -105 1
12 2.91 - - - - - -100 +1
16 2.92 - - - - - -89 +1
24 3.03 - - - - - -66 1
32 3.03 3.59 4.09 0.7 +0.1 0.4+0.1 0.1 -59 +1
36 2.94 4.26 4.94 1.1 £0.1 0.7+0.1 0.3 -58 +1
48 2.95 4.06 4.64 1.5+ 0.1 1.0£0.1 0.7 -53 1
64 2.93 3.82 4.35 1.8+0.1 1.3+0.1 0.9 -51 +1
' T =300 K |

1 2.60 - - - - - -120 +1
2 2.66 - - - - - 111 1
4 2.75 - - - - - -106 +1
6 2.79 - - - - - -102 +1
8 2.79 - - - - - -98 1
9 2.80 - - - - - -94 +1

a. Free energies in kcal/mol and distances in A. Converged equilibrium constants are
obtained with upper bounds for the SSIP population integral varying from 6 to 9 A with
increasing cluster size.

b. Nal internuclear separation at the minimum of the CIP well

c. Nal internuclear separation at the CIP to SSIP barrier

d. Nal internuclear separation at the minimum in the SSIP well.

e. Free energy barrier height measured from the CIP.

f. Free energy of the SSIP relative to that of the CIP.

8. CIP — SSIP equilibrium constant, Eq. (A5.14).

h. CIP dissociation constant, Eq. (A5.13), in (mol/I)".

Such findings are in good agreement with earlier theoretical work, which showed that the
stability of ion pair arises from a very slow convergence of the separate cluster ion
solvation energies with cluster size, such that separated cluster ions are

thermodynamically unfavorable.*? For clusters up to at least size 64, our calculations
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predict CIP species lower in free energy than SSIP species, as can be seen from positive
values of AGssmp/crp in Table A5.4. The resulting equilibrium constants Kgsip/cip listed in
Table A5.4 clearly indicate that the CIP is thermodynamically favorable up to cluster size

64, where CIP and SSIP species become almost equally probable.

AS5.1V.B. lon-Pair Solvation Structure

For the range of cluster sizes investigated (n=1-64), Nal(NH3), clusters were
found to be thermodynamically stable as CIP species, whereas SSIP species only become
thermodynamically stable around cluster size 32. For both CIP and SSIP species,
inspection of representative structures (cf. Fig. AS5.3) reveals that both ions are
surrounded by solvent molecules, which is not surprising, as we previously showed that
Na'(NH3), and T'(NH3), clusters tend to adopt interior solvation structures. This interior
solvation structure can be confirmed by inspection of the scaled ion-solvent cluster
center-of-mass (r’.m) and solvent angular probability distributions, shown in Fig. AS5.7. If
the 1’ distributions confirms that both ions reside in the cluster interior (r’cm < 1), they
also indicate that, for CIPs, the sodium ion tends to reside closer to the solvent cluster
center of mass (peak in the distribution at r’c, ~ 0.15), while the iodide tends to reside
more towards the cluster surface (peak in the distribution at r’cy, ~ 0.5), whereas for
SSIPs, the ions are equidistant from the solvent center of mass. This is consistent with a
picture where the sodium ion is solvated first in CIPs because of the stronger Na'-NH;
interaction, and is further reflected in the slight deficiency of solvent molecules on the
iodide side (large 0 angles) of Nal(NH3);, CIPs shown in Fig. A5.7. As a matter of fact,

the solvent angular distributions for small clusters such as Nal(NH3);» (not shown)
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clearly indicate that solvent molecules accumulate preferentially on the sodium side of
the ion pair, most likely due to the stronger Na'-NH; interaction (cf. Table A5.1). Larger
clusters exhibit a fully isotropic distribution of solvent molecules, as there are enough
molecules to solvate both ions, and even establish a solvent network. The sharp peaks of
the ion-N PDFs shown in Fig. A5.7 for NaI(NHj3), CIP and SSIP species evidence a well-
defined solvation shell structure. The local solvent environment around the ions is very
similar to that for the single ion-acetonitrile clusters (cf. Fig. A5.5), but beyond the ion
first solvation shell, the solvation structure appears more disorganized, with overlapping
peaks in the PDFs, as a result of the perturbation in the solvent network brought about by
the counter-ion. The proximity of a counter-ion prevents some solvent molecules from
entering the ion first solvation shell, and one generally observes smaller ion coordination
numbers in CIPs than in SSIPs, and both are smaller than that in ionic clusters, as
observed previously for NaI(CH3CN)n178 and NaI(HzO)n.41 For iodide in Nal(NHj3)s;, the
ion first solvation shell coordination number is indeed smaller for the CIP (8.4) than for
the SSIP (9.9), but the latter is very similar to that in ionic clusters (9.8). As for the
sodium ion in Nal(NH3)s,, the ion first solvation shell coordination number is also
smaller for the CIP (6.0) than the SSIP (7.0), but both are significantly larger than that in
Na(NHsj)3z, in contrast to what is usually observed.*""!”® This can be attributed to the
larger ion first solvation shell in Nal(NH3), clusters, which is obviously distorted by the
presence of the counter-ion, as can be seen from the shallower peaks in the Na-N PDFs

(cf. Figs. AS5.5 and AS5.7), and which naturally leads to larger coordination numbers.
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PNa~N (I’)

Fig. AS.7. Structural properties of Nal(NH3), clusters, obtained from Monte Carlo
simulations at 115K. Probability distributions of the scaled ion to solvent center-of-mass
distance r’.m and angular probability distributions P(0®), (2 top panels). The solid line
represents Na' distributions, whereas the dashed line I' distributions. Ion-to-nitrogen
distributions (2 bottom panels). Solid curves are radial probability distribution functions
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AS.V. DISCUSSION
A5.V.A. Temperature Effects on Cluster Stability

As mentioned earlier, there is a wide uncertairity in the cluster temperature, and
accordingly, Monte Carlo simulations of Na+(NH3)n, I'(NH3), and Nal(NH3), clusters
were also performed at 300 K. The most striking feature of the room-temperature results
lies in the impossibility of generating stable clusters containing many more molecules
than that corresponding to a single solvation shell, i.e. 8, 6 and 9 solvent molecules for
Na'(NH;),, I'(NH3), and NaI(NH3),, respectively, due to systematic solvent evaporation.
This can be explained by the fact that, upon completion of the first solvation shell,
additional solvent molecules will interact only weakly with the ion, and the low solvent-
solvent interaction energy (consistent with the fact that ammonia is a gas at room
temperature) may not be sufficient to prevent evaporation, such that the clusters can only
retain a few molecules (or none at all) beyond the ion first solvation shell. Larger clusters
can obviously be produced more easily with Na* than with I', because of stronger ion-
solvent interactions, and in the case of ion-pair clusters, even larger clusters are observed
due to the attraction of solvent molecules to both ions.

Potentials of mean force for Nal(NH3), clusters at 300 K and 115 K are compared
in Fig. AS.8, while the resulting equilibrium constants are listed in Table A5.4. Inspection
of the results in Fig. A5.8 and Table A5.4 show that CIPs are less stable with respect to
dissociation with temperature increase, yet they remain very stable with respect to ionic
dissociation at room temperature. However, no stable SSIP can be found for the small

clusters generated under these conditions. Clusters also tend to adopt less clearly defined
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structures, indicating a lower degree of compactness and ordering at high temperatures,

as previously observed for water clusters.*!
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Fig. A5.8. Potentials of mean force for Nal(NH3), clusters at 300 K (solid lines) and 115
K (dashed lines).
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A5.V.B. Comparison with Other lon-Solvent Clusters

We now compare the present findings for ionic ammonia clusters with analogous

1 145,178

ionic water*' and acetonitrile clusters. All sodium ion-solvent clusters exhibit an
interior solvation shell structure. Sodium ion-solvent complexes exhibit a similar C,
equilibrium structure, that is governed by dominant ion-dipole electrostatic forces. As a
result, the strong electrostatic interactions between solvent molecules and the small,
charge-concentrated cation will favor a situation where the ion is surrounded by solvent
molecules. On the other hand, iodide-solvent clusters exhibit solvent-selective structural
properties. I'(NH3), and I'(CH;CN), clusters exhibit interior solvation shell structures,
whereas I'(H,O), clusters are known to adopt a surface solvation structure, arising from
the strong hydrogen bonds which stabilize the solvent network.*! Such hydrogen bonds
are very directional in nature and induce ordering of the water network while preventing
solvation of the large iodide ion. In ammonia clusters, the hydrogen-bond strength lies
between that of water and acetonitrile, and not surprisingly, the properties of ionic
ammonia clusters share features of both ionic acetonitrile and ionic water clusters. For
instance, the I'(NH3) and (NH3), minimum energy structures involve hydrogen-bonding
either of the solvent to iodide or of the solvent to itself, similarly to their water cluster
counterparts,41 whereas acetonitrile tends to interact with iodide and with itself via ion-
dipole interactions.'*® However, hydrogen bonds between ammonia molecules are not
strong enough to overcome ionic solvation, i.e. solvent-solvent interactions are not strong
enough, relative to solute-solvent interactions, to dictate cluster structures where the
large, polarizable ion would sit at the surface of a stable solvent network, and I'(NH3),

clusters exhibit an interior solvation structure similar to that of I'(CH3CN), clusters.'*>!"®
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We note however, that in the absence of enough ammonia molecules to solvate a Nal ion
pair, while the sodium ion will tend to be solvated first, the iodide ion will tend to locate

towards the surface of the cluster, as mentioned earlier.

A5.V.C. Comparison with Other lon Pair-Solvent Clusters and Implications

for multi-photon ionization Experiments

We now compare and contrast our findings for Nal(NHj3), with those previously

41,42

reported for analogous water 145,178

and acetonitrile clusters. The most striking
difference between ammonia clusters and its water and acetonitrile counterparts lies in
the instability of Nal(NH3), with respect to solvent evaporation at room temperature. vThis
should not be too surprising, since ammonia is gaseous at room temperature (Teyap= 239
K), whereas acetonitrile and water are liquids (Tevap = 355 K and 373 K, respectively).
Under temperatures where they are stable however, Nal(NHj3), clusters exhibit
similarities with Nal(H,0), and Nal(CH3;CN), clusters, in that they are very stable with
respect to ground state ionic dissociation. The deep wells in the PMFs observed for all
species infer CIP clusters that are thermodynamically stable with respect to dissociation
into free ions, as illustrated by extremely small dissociation constants (e.g. 107, 107°

17 .
® and water clusters,*' respectively, around cluster

and 10 in ammonia, acetonitrile
size 32). The decreasing well depth of the PMFs with cluster size increase indicates that
ion pairs become less stable with respect to dissociation as cluster size increases, but they
still remain very stable for very large cluster sizes.*” However, Nal(NHs), clusters

contrast with Nal(H,O), and Nal(CH3CN), clusters, in that SSIPs become

thermodynamically stable at much larger cluster sizes for ammonia (n=32), than for water
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(n=16) and acetonitrile (n=6). Interestingly, the Nal(NH3), and Nal(CH3CN),'”® CIPs are
lower in free energy up to cluster sizes n=64 and n=32, respectively, whereas the
Nal(H,0), SSIPs are lower in free energy from cluster size n=32 and above.*! Finally, the

free energy difference between the SSIP and CIP increases with cluster size in Nal(NH3),
clusters, whereas a decrease in AGggp,p Was observed in Nal(CH3CN), and Nal(H,0),

clusters. Around cluster size n=32, CIPs are significantly more probable than SSIPs for
both ammonia and acetonitrile clusters (Kssip/cip ~O.1),178 while SSIPs are much more
probable than CIPs (by one order of magnitude or more) for water clusters (Kssp/crp
>50),*" and hence charge separation occurs at much smaller cluster sizes for the very
polar water solvent. In terms of solvation structure, the Nal ion pair tends to preferably
locate inside the cluster for Nal(NH3), and Nal(CH3CN), clusters, since both ions adopt
interior solvation structures with both solvents. However, Nal(H,O), exhibit surface
solvation structures, as the iodide ion drags the ion pair towards the surface of the solvent

network.*!

The presence of thermodynamically stable Nal ion pairs in ammonia clusters
suggests favorable conditions for multi-photon ionization experiments. Recall that
previous model quantum chemistry calculations suggested that the Nal CIP surrounded
by solvent molecules possesses optically accessible excited-states relatively similar to
those of the isolated Nal molecule, suggesting a possible photodissociation route akin to
the gas-phase one, in contrast to the SSIP counterparts.**!*'”® For Nal(H,0),, SSIPs are
the dominant species in large clusters, which is consistent with the fact that no Na*(H,0),
clusters of size larger than 50 molecules were experimentally observed following

T 42 . . .
photoexcitation.”™ Yet, as mentioned above, charge separation occurs much earlier for
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water than for ammonia and acetonitrile clusters, and only small ionized product clusters
are observed for the latter two solvents. In Nal(CH3CN), clusters, ground-state charge
separation does not seem to occur before cluster size n=32, yet no ionized cluster
products beyond size n=6 could be observed experimentally, and other reasons such as
increased solvent evaporation and reorganization on the ionized state or possible CTTS
were invoked to explain experimental observations.'’® The present simulations of
Nal(NH3), clusters at 115 K demonstrate that stable SSIPs do not appear before cluster
size n=32, and despite the lack of significant ground-state charge separation, up to large
cluster sizes, Na'(NHz), cluster products only up to cluster size n=9 are observed in
multi-photon ionization experiments. Furthermore, the small dipole moment of ammonia
precludes the possibility of CTTS and an alternative explanation must be sought.

During the experimental preparation of Nal(NHj), clusters, the Nal ion pair is
first vaporized, which requires temperatures exceeding 500 K, then passed above an
ammonia bath, where solvent molecules are picked up and clusters formed through a
growing process. As discussed in section AS5.I1.D, not only small clusters may be stable at
temperatures much larger than the metastable temperature of ammonia clusters, but
evaporation may also prevent formation of larger clusters at high temperatures. The
cluster beam is generated via a supersonic expansion, where solvent molecules may
further evaporate from the cluster in order to cool down to the temperature of
thermodynamic stability. Our present room-temperature simulations suggest that the
Nal(NHj3), maximum cluster size that can be produced at high temperatures corresponds
to 9 solvent molecules, which incidentally is the size at which the product signal vanishes

in multi-photon ionization experiments.
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Furthermore, it has been shown theoretically”g’208 that Nal(H,O), clusters
promoted to their electronic excited-states undergo massive solvent evaporation, as

2% Our present room-

cooling of the excited clusters is achieved by solvent evaporation.
temperature simulations suggest that large ionic ammonia clusters containing more
ammonia molecules than a single ion solvation shell readily undergo solvent evaporation
at high temperatures. As a result it is conceivable that hot Na'(NH;), products of
photoexcitation undergo further evaporation on the ionized state and very few cluster
products containing more solvent molecules than a single ion solvation shell for

metastable clusters (coordination number of 5 for sodium) will be observed in multi-

photon ionization experiments.

AS.VI. CONCLUDING REMARKS

We have investigated the structural and thermodynamic properties of sodium and
iodide ions and ion pairs in ammonia clusters by means of Monte Carlo simulations at
115 K. A model potential has been developed to properly describe intermolecular
interactions and reproduce the structural and energetic properties of small ammonia
clusters predicted by quantum chemistry calculations. Validation of our model potential
was achieved via successful comparison of ion-ammonia cluster binding enthalpies with
experimental ones. The evolution of binding enthalpies with cluster size revealed the
completion of ion solvation shells, and inspection of the probability distribution functions
confirmed that Na'(NH3), and T'(NH3), clusters adopt an interior solvation shell structure,
with the first solvation shell containing 5.3 and 9.8 ammonia molecules at cluster size 32,

145

respectively. Comparison with analogous clusters of acetonitrile™ and water*’ showed
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that, even though ammonia is a hydrogen-bonding solvent with hydrogen-bond strength
intermediate between that of water and acetonitrile, I'(NHj3), clusters exhibit features
similar to I'(CH3CN),, contrasting with those of I (H,0),. Only I (H,0), clusters exhibit
surface solvation, as iodide tends to sit at the surface of a stable solvent network held
together by strong hydrogen bonds. Interestingly, our simulations suggest that stable
Na'(NH3), and I'(NH;), clusters containing solvent molecules beyond the first ion
solvation shell cannot be produced at room-temperature, due to the low solvent-solvent
interaction strength and the resulting solvent evaporation.

The stability of the Nal ion pair in ammonia clusters was investigated via
potentials of mean force calculations. Our findings suggest that the ion pair is
thermodynamically stable with respect to dissociation into free ions. Both ions in
Nal(NH3), clusters adopt an interior solvation structure, in a fashion similar to
Nal(CH3CN), clusters,'’® and in contrast to Nal(H,0), clusters which exhibit “surface”
solvation due again to the hydrophobicity of iodide. NaI(NH3), clusters were found to
exist primarily as CIP species up to cluster size n=64, where CIPs and SSIPs become
almost equally probable. Ground-state charge separation appears to occur at much larger

' than for water.*! The thermodynamic

cluster sizes for ammonia (and acetonitrile)
stability of the Nal(NHj), CIP confirms the feasibility of multi-photon ionization
experiments for a range of cluster sizes, as the Nal CIP was shown to possess an optically
excited-state akin to that of gas-phase Nal.** We suggest that the lack of Na'(NH3),

product signal beyond size 9 observed in multi-photon ionization experiments is

connected to the low evaporation temperature of ammonia.
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Upon cluster generation and promotion to the excited-state, solvent evapdration
may prevent formation of large Nal(NH3), species. The clusters are generated by a
growing process at a relatively high temperature, which favors the formation of small
clusters and discriminates against larger clusters with a lower temperature for
thermodynamic stability.>>** Furthermore, photoexcited clusters were found to undergo
solvent evaporation very easily, due to the excess kinetic energy acquired by the system
upon both pump and probe excitation, such that massive solvent evaporation occurs in the
course of the multi-photon ionization reaction.’” Room-temperature simulations of
Na'(NH;), clusters showed that only species with a single ion solvation shell are
metastable at high temperatures, as molecules beyond the first ion solvation shell are
prone to solvent evaporation. This is in good agreement with the sharp decrease of the
Na'(NH3), product signal beyond cluster size n=5, which incidentally is the coordination
number of Na'(NHs), in room-temperature cluster simulations, and th e vanishing of the
signal at cluster size n=9, which incidentally is the maximum cluster size of stable

Nal(NHj3), clusters at room temperature.
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PART B

CLUSTERS IN CATALYSIS STUDIES
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CHAPTER B1
Introduction on the “Chemistry with a Hammer”:
Clusters as a New Class of Reactants

The field of cluster-surface reactive collisions is a rapidly growing research area.
Not only such are processes of great fundamental interest, but they can also lead to an
important number of technological applications.”? Much effort has been invested to
identify and explore new methods for characterizing weakly bound clusters on the one
hand, and the nature of the surface on the other.?**!° Depending mostly on the colliding
cluster properties, such as incident velocity and temperature, interaction of the cluster
with a surface leads to either cluster deposition, cluster fragmentation, even cluster
ionization or electron sputtering.”'' So far, experimental studies concerning cluster-
surface interactions have mainly focused on surface-induced dissociation reactions (see
Ref. [212] and references herein).

The impact of clusters consisting of many aggregated particles onto rigid surfaces
results in much more complex and interesting phenomena than collisions of a single atom
or molecule with a surface. It has been demonstrated that surface impact of a cluster
results in an accumulation process leading to high-energy collision cascades.””® Clusters
were found to reach transient configurations characterized by extreme conditions,
propagating in the cluster on a very short time scale, similarly to a shockwave. The very
high conditions of pressure and temperature that are generated upon cluster impact, as
well as the local confinement of reacting species, provide an exceptionally favorable

213215 gch that clusters can be

environment for inducing physical and chemical processes,
used as ‘‘microreactors’” to induce chemical reactions that would not be possible

otherwise. This aspect motivated experiments of cluster-surface scattering, allowing the
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reactants to experience an extremely high heating rate under very high-pressure

conditions, such that impact-induced chemistry was found to occur within the cluster

f216-218 215,219,220

itsel or with the surface.

Whereas this “chemistry with a hammer?*!

concept seems quite promising for
the field of chemical catalysis, it remains to be thoroughly investigated.?*? For instance, a
previous theoretical study by Levine et al. suggested possible intracluster reaction in a
mixed N»/O, cluster heated by supersonic impact on an inert surface, leading to
production of NO and the so-called “burning of air”.?'” However, no experimental
evidence has been reported to date, and a detailed study of energy redistribution upon
cluster impact may help understand this phenomenon and why it has not been observed
experimentally.

A major concern in the analysis of such processes is the dynamics of
decomposition of van der Waals clusters which collide with solid surfaces. Unlike
monomer-surface collisions, in which major pathways of energy transfer are now well
understood,”*® the mechanisms of cluster scattering are complicated by a larger number
of degrees of freedom. While early studies provided a qualitative description of cluster-

224,225

surface scattering events, recent studies on the dynamics of collisions between (N»),

van der Waals clusters and metallic surfaces have shed light onto energy transfer
processes.”***?” Molecular translational and rotational excitation occurring in such low

energy cluster-surface collisions has been investigated in detail, both

y225,226,228-230

experimentall and theoretically.?*"?*!>** However, Levine suggested that the

7

burning of air reaction”’” would occur at 1800 m.s”, while no strong vibrational

excitation has been observed experimentally in the surface scattering of (N,), clusters
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onto graphite surfaces with typical incident cluster velocities of 750 m.s™, as one might
have expected.” 0
Another unclear process involving catalysis by cluster-surface scattering can be

1,2% in which a neutral (O,), cluster beam

found in the recent experiment of Daineka et a
was impacted onto a hot, clean silicon surface at supersonic velocities, and evidence was
found for a completely new oxidation process.215 The resulting cluster impact spot is
composed of two distinct zones, with formation of a protective oxide layer in the central
part of the impact spot, and a circular groove with a steep inner and slightly sloping outer
wall on the outskirts, formed as a result of surface etching. Despite the abundant literature
on silicon surface oxidation by either atomic of molecular components, such distinctive

233238 and the oxidation mechanism underlying the

pattern was never observed previously,
Daineka experiment remains unresolved to this day.

Because a similar surface oxidation does not occur when employing single
oxygen molecules, this reaction is a prototype for cluster-catalyzed reactions,””” and the
aim of this work was to characterize the mechanism of silicon oxidation by (O,), clusters,
and to gain insight into the “chemistry with a hammer”. Two possible reaction
mechanisms may come to mind to explain the Daineka experiment. (a) The chemical
reaction may occur in a two step process, with dissociation of oxygen molecules upon
cluster impact, followed by surface oxidation with atomic components. Atomic oxygen
readily reacts with silicon through a barrierless reaction, as shown both theoretically**®

238,239

and experimentally, leading to adsorption and insertion into the silicon

240,241

backbone. (b) Another possible pathway involves direct chemical reaction with

ground state O, a one-step process characterized by a reaction activation barrier of ~60
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keal/mol, which does not occur in typical single-molecule experiments.”*!

In the first part of this work (Chapter B2), we investigated the energy partitioning
in collisions of van der Waals (O,); and (Ny), clusters with a rigid surface, simulating the
cluster collision process by means of classical Molecular Dynamics simulations. We
investigated the influence of cluster properties (cluster size, incident velocity) on the
evaporated product energy distributions and energy transfer mechanisms, in order to
devise appropriate experimental conditions to observe the “burning of air” reaction. In
addition, an inspection of the vibrational energy distribution at various incident velocities
may allow connection with the experimental results reported in the studies by de
Martino®® and Levine.?!” Finally, we also turned our attention to the dissociation
probability of oxygen molecules after cluster impact, in order to evaluate the feasability
of the atomic pathway in the Daineka silicon cluster oxidation experiment.

In the second part of this work (Chapter B3), focus was placed on the molecular
oxidation pathway as a possible mechanism in the Daineka experiment. This was
achieved by investigation of the internal energy distribution in the course of the cluster
collisional event. We then concluded that, whereas the reaction can in principle occur
upon cluster collision, the reaction yield is far too small to explain experimental results.
We then briefly investigated the possibility of non-adiabatic chemistry made possible by
cluster distortion and compression upon scattering. To test such hypothesis, we have
performed preliminary ab initio calculations of the electronic states of a (O;); cluster
model, which suggests that an electronically non-adiabatic pathway may account for the
Daineka experiment. In addition, our findings have some implication for the presence of

an unexplained reaction channel observed experimentally for the enhanced vibrational
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relaxation of highly excited oxygen molecules during ozone photolysis in the
stratosphere.**

In the third part of this work (Chapter B4), we present an in-depth study of the
possibility of molecular electronic excitation catalyzed by mechanical collisions during
cluster impact, based on systematic high-level ab initio calculations of a (O,), cluster
model. We investigated the potential energy surfaces of the (O,), cluster, paying particular
attention to various conformations of the dimer. We placed particular emphasis on the
implications of the results for the Daineka silicon cluster-oxidation experiment. Thus,
structural analysis of (O,), clusters in the course of the scattering event is necessary in
order to determine whether the non-equilibrium cluster regions where electronic excitation
is allowed, can be accessed upon surface impact under the experimental conditions

employed.
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CHAPTER B2
Molecular Dissociation and Vibrational Excitation
in the Surface Scattering of (N,), and (0O,), Clusters

B2.1. INTRODUCTION
Cluster impact chemistry has been an area of intense research for about two

decades.?!3?272322483-285 Of particular interest are the dynamics of cluster and surface

246,247

interactions, or the possible use of cluster systems as “microreactors” to catalyze

. - o . 217,248-250
chemical reactions that would not be possible in normal environments. Such

cluster-catalyzed reactions have been predicted to promote physical and chemical

processes due to the extreme temperature and pressure produced within the cluster

surface impact. This concept, known as “chemistry with a hammer”,””' may be a

promising approach for making multi-center reactions with large activation barriers

55 217

21 - . .
7:248,249.251-253 (o refer to the “burning of air”,

feasible. Among many such studies,
N, +0, - 2NO, which was predicted theoretically to take place under such extreme

conditions. However, no experimental evidence has been reported for this reaction to
date. A better understanding of the energy transfer mechanisms during cluster scattering

may be needed in order to devise optimal experimental conditions for such reactions.

226,228,230,254 231,232,245,255,256

In the past, experimental and theoretical studies of

cluster-surface scattering have centered mainly on energy transfer to the translational
degrees of freedom of scattered molecules. Only recently has attention been paid to both

the translational and rotational distributions of monomer products of (N,), cluster-surface

1230 1227

scattering by experimental”" and theoretical”’ means. In both studies, the translational

energy distributions of the products of (N3), scattering were found to follow a single
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Maxwell-Boltzmann distribution, whereas the rotational state distributions were better
represented by a sum of two distinct Boltzmann distributions. A detailed analysis of the
dynamics of cluster-surface scattering indicated that translational excitation of the
scattered products depends on the instantaneous cluster temperature at which monomers
evaporate, which results in a thermal distribution of product translational energies. For
the rotational distributions, the hot component was attributed to evaporation from the
outskirts of the cluster during surface impact, and the cold component of evaporation of
molecules that were caged within the interior of the cluster during surface impact. Only a
few studies have been reported so far on energy transfer mechanisms to the vibrational
degrees of freedom of evaporated products of Van der Waals cluster-surface
scattering.2%**® Such studies are essential in understanding possible multi-center cluster-
catalyzed reactions, as mentioned previously.

In this work, we extend our previous theoretical study of (N,), cluster-surface
scattering and pay particular attention to molecular dissociation and vibrational excitation
mechanisms. The N, molecule is characterized by a rather stiff bond with a vibrational
frequency of 2359 cm™. We also investigate surface collisions of clusters composed of O,
molecules, as the latter may be more prone to vibrational excitation due to a lower
vibrational frequency of 1580 cm™. A comparative study of (N,), and (O,), cluster
surface scattering may help elucidate the dependence of vibrational excitation on the
stiffness of the monomers constituting the clusters. Evidence of oxidation of silicon
surfaces by (O;), cluster-surface scattering experiments has also been reported.215

However, a straightforward oxidation mechanism could not be inferred from
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experimental results, and further theoretical investigations may shed light on a possible
molecular dissociation mechanism.

In the present chapter, we investigate molecular N, and O, vibrational excitation
and molecular dissociation induced by cluster-surface impact by means of molecular
dynamics simulations. Cluster-surface scattering is simulated under typical experimental
conditions, and vibrational excitation and molecular dissociation are monitored for
various cluster sizes and incident velocities. Particular attention is paid to the influence of
surface-to-cluster heat transfer on the molecular product energy distributions. The outline
of the chapter is the following. The simulation procedure is summarized in Sec. B2.1L.
The simulation results are presented and discussed in Sec. B2.IIL., which in turn is
divided into three subsections, addressing cluster size effects, the role of incident
velocity, and surface-to-cluster heat transfer, respectively. Concluding remarks follow in

Sec. B2.IV.

B2.I1. COMPUTATIONAL PROCEDURE

We employ classical trajectory simulations in order to investigate the product
energy distributions of (N,), and (O,), clusters scattered from a rigid surface. We use a
Morse potential to describe the intramolecular N-N and O-O interactions:

V(r)y=D,[1-e "7 (B2.1)
where D, is the dissociation energy and 7. the equilibrium bond length. The potential
parameters for N, are D=229 kcal/mol, r.=1.11 A and p=2.657 A’!, which were obtained
by fitting the results of high-level ab initio calculations.”®’ For O, we use the

spectroscopically derived parameters D;=120 kcal/mol, 1,=1.20 A and p=2.958 A *® 1t
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is known that (N), and (O,), clusters have a rather floppy structure characteristic of

259,260

weakly-bound van der Waals complexes, thus intermolecular interactions were

modeled with a four-center Lennard-Jones potential:

Vu(r)=4e[(3j —(3” (B2.2)
r ¥

with 6=3.293 A and £=0.07296 kcal/mol for N2.261 These parameters were
experimentally derived from liquid studies of N,.21262 T our previous theoretical
Work,2 %7 we found that these parameters also describe the N,-Nj interactions adequately,
as experimentally derived, and ab initio CCSD(T)//MP2/6-311+G(3df,pd) potential
energy curves compared well. Such model potentials were also successfully employed to
elucidate energy transfer mechanisms in cluster-surface scattering from simulations,
while producing results in good agreement with experiment.”*’?% For O,, we employed
Lennard-Jones parameters derived from experiment, 6=2.988 A and £=0.08766
kcal/mol.>*® These parameters were employed successfully in simulations of desorption
of low-temperature solid O, induced by either electronic or vibrational excitation. 258,264
Further, the energy distribution of surface-scattered clusters, evaluated with these
potentials were found in excellent agreement with experimental results. %264

Two different surface models are employed here in order to investigate in detail
the influence of the surface properties on the resulting product energy distributions. The
simplest model is an elastic reflection model where atomic velocities in the direction
normal to the surface are reversed upon impact with the surface.®® The second model

takes into account surface-to-cluster energy transfer effects in order to assess whether

possible energy transfer from the surface may affect molecular vibrational excitation
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under experimental conditions. For this purpose, we designed a model that mimics
extreme surface-to-cluster energy transfer upon impact, where the component of the
momentum along the surface normal is not only reversed, as in the simplest surface
model, but also an amount of energy corresponding to the surface temperature Ty 1S

added to the normal component of the momentum, as

+2mRT, ) (B2.3)

where p, and p;, represent the old and new normal components of the momentum at

2

p, = ~sign(p,,)(

surface impact respectively, m is the atomic mass, and R the rare gas constant. The
surface temperature is taken to be 1100 K, which roughly corresponds to the maximum
temperature employed in typical experiments.

Molecular clusters of approximately spherical shape containing up to 1024
molecular monomers were geﬁerated and annealed for 20 ps with a stepsize of 0.01 fs in
order to obtain relatively stable structures. In this work, all trajectories are propagated by
solving Hamilton equations of motion’® with a fifth-order Gear algorithm.*®® The cluster
structures are then thermalized for 200 ps at a temperature of 32 K, which is the typical
temperature of clusters in molecular beams measured by electron diffraction
spectroscopy.®’ Surface-scattering trajectories are initiated using the thermalized clusters
placed at a distance between 10 A to 35 A (depending on cluster size) from the surface,
with a random initial orientation. Kinetic energies corresponding to center-of-mass
velocities v between 500 m.s™ and 15000 m.s™ were selected, which covers a wide range
of possible experimental conditions. Trajectories are then propagated for 120 ps with a
stepsize of 0.05 fs, which results in a maximum total energy deviation of 0.5 % along a

given trajectory. Molecules are considered evaporated from the cluster as soon as the
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monomer’s center of mass reaches a distance larger than a preset value of 1.9¢ from all

78227232 where o is the intermolecular Lennard-Jones parameter. Once

other monomers,
evaporation has occurred, an analysis of the product energies is performed and the

monomer product vibrational energy is evaluated as:

:2

J
Evib = Eint _Erot = Elnt _E (B24)

where E;, is the monomer internal energy, E,, its rotational energy, j its rotational
angular momentum and 7 its moment of inertia. The monomer internal energy Ej,, is just
the sum of the kinetic energy corresponding to the relative motion of the atoms in the
monomer center-of-mass frame and the potential energy of the diatom with respect to its
equilibrium position. Because of possible vibrational-rotational coupling, the rotational
energy E,, 1s averaged over a few periods of vibration of the diatomic molecule.

As we will see shortly, the vibrational energy distributions are bimodal.
Accordingly, the vibrational energy distribution of evaporated monomers is fitted to a

sum of two Boltzmann distributions:

RTcold RThot

Ny cold 1 ey hot
P(E,,)= w[———l Je o R +(1—w)[ je B/ R (B2.5)
where w determines the relative weight of the cold component in the distributions, and

T%"and T are the temperatures of the cold and hot components, respectively, of the

vibrational energy distributions. In addition, the standard deviation between the actual
monomer energy distribution and the fit to the Boltzmann curve were evaluated as an

estimate of the quality of the fits. Monomers that dissociate on the timescale of the
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simulations are obviously not included in the calculation of vibrational energy

distributions.

B2.II1. RESULTS AND DISCUSSION
B2.1ll.A. Vibrational Energy Product Distribution

227263 showed that the monomer product

Our previous theoretical work on (N3), clusters
translational energy distributions follow one-temperature Maxwell-Boltzmann
distributions, while the rotational energy distributions are better represented by a sum of
two Boltzmann distributions. In Fig. B2.1, we display some typical product vibrational
energy distributions P(E,), both in normal and logarithmic scale, for both (N), and
(O clusters. The very existence of two product vibrational temperatures is obvious
from the logarithmic plot of P(E,;) vs E,». The log plot would be linear if the energy
distribution could be fitted by one Boltzmann distribution, but our results produce
biexponential plots, as shown in Figs. B2.1a and B2.1c, which can be fitted by a sum of
two Boltzmann distributions. Figs B2.1b and B2.1d show that the product vibrational
energy distributions are indeed very well represented by a sum of two Boltzmann
distributions. This conclusion is further supported by the small standard deviations of the
fits that typically range between 0.01 and 0.06. Two vibrational temperatures are
obtained for all initial cluster-surface scattering conditions employed here. The range
covered by the cold and hot vibrational temperatures are very wide, and appear to be
quite sensiﬁve to the choice of initial conditions. However, for a given set of initial
conditions, i.e. cluster size and incident velocity, the hot and cold temperature are clearly

distinct, with a hot component temperature typically 3 to 50 times larger than that of the
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cold component. The vibrational temperatures are reported in Figs. B2.5¢ and B2.5d as a

function of cluster size, and in Figs. B2.6d and B2.6e as a function of incident cluster

velocity, and will be further discussed later.
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Fig. B2.1. Monomer products vibrational state
distributions. Panels (a) and (c) are logarithmic
plots of the product vibrational energy
distribution, for (N3)766 (v = 1200 m.s'l) and
(O2)s4 (v = 6000 m.s™) respectively. Panels (b)
and (d) represent the product vibrational energy
distribution for (Nz)766 (v = 1200 m.s'l) and
(O)ss (v = 6000 m.s™). Dots represent the
calculated values and the lines are fits of the
data (see text for details).
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Fig. B2.2. Illustration of the initial spatial origin of molecules that end up vibrationally
very hot, very cold, or dissociated after the scattering of (Oy)ss, v = 8000 m.s.
Monomers with vibrational energies higher than 60 kcal/mol are considered vibrationally
very hot and are shown in blue, while those with energies lower than 0.5 kcal/mol are
vibrationally very cold and shown in violet. The dissociating monomers are shown in

green.

147



Monitoring the position of monomers during the scattering event allows us to
elucidate the origin of the two vibrational components. Fig. B2.2 displays the typical
positions of molecules that are very hot, very cold, or dissociated after the scattering of
(O1)e4 clusters at an incident velocity of 8000 m.s™. The relative position of vibrationally
very cold, very hot or dissociated monomers demonstrates that the vibrationally excited
monomers originate from the first layers at the outskirts of the cluster. As the cluster
becomes compressed during impact, the molecules in the cluster interior are subject to
inelastic intermolecular collisions that produce a rapid heating of the cluster and
subsequent evaporation of molecules lying at the outskirts of the cluster. The evaporation
obviously mainly takes place from the outer layers of the cluster, where molecules
interact with fewer neighbours.”***®® During surface impact, those molecules are in a
region of lower density than the molecules that are trapped within the interior of the
compressed cluster. As molecules evaporate from the outskirts, the cluster undergoes a
rearrangement in which molecules that were originally trapped within the cluster during
the heating period reach the cluster surface and eventually evaporate as well. This process
continues until all of the excess vibrational energy gained due to surface impact has been
released through evaporation. Therefore, the cold component originates from the cluster
interior, where they are subject to significant cage effects during surface impact.

Such findings are consistent with the Dynamic Zone Structure (DZS) model

1.,** which has already been applied successfully to explain the

proposed by Vach et a
rotational and translational energy distributions in (N,), cluster surface scattering.’ In

the present study, it also provides a solid basis for understanding the mechanism of

energy transfer to the vibrational degrees of freedom of evaporated products. The DZS
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model draws a parallel between the Leidenfrost phenomenon of dfoplet evaporation from
a hot plate to that of cluster-surface collisions to describe the dynamics of cluster
scattering. Contrary to a droplet where energy for evaporation is supplied by an external
hot plate, in the DZS model, energy is supplied almost entirely by the cluster’s center-of-
mass incident normal momentum, as originally proposed for the interaction of molecules
with surfaces by Logan and Stickney.”® Accordingly, the amount of energy transferred to
the internal degrees of freedom of monomers that evaporate after being elastically
scattered off a rigid non-interacting surface is proportional to the cluster’s center-of-mass
momentum, in accord with the hard-cube model.?® However, the increased
intermolecular collisions within large clusters during surface impact greatly complicate
both energy transfer and evaporation processes. To understand the cluster scattering
dynamics and the resulting product energy distributions better, the DZS model postulates
that the cluster is separated into various zones that dynamically change in size throughout
the scattering event. Fig. B2.3 is an illustration of the DZS model scheme of the
scattering dynamics, which clearly shows how the cluster can be decomposed into three
zones. The first zone (z;) is composed of molecules trapped between the surface and the
remaining incoming cluster during surface impact, forming a region comparable to a
“vapor cushion”.***> The second zone (z) is constituted by the monomers lying at the
outskirts of the cluster. Finally, the third zone (z;) is the internal part of the cluster, i.e. it
consists of molecules trapped in the interior between the vapor cushion (z;) and

molecules at the outskirts (z;).
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Fig. B2.3. Illustration of the DZS model in the surface scattering of a molecular cluster of

size n=64.
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Since there are more ongoing collisions in the cluster interior zone (z3),
vibrational relaxation is naturally more efficient and the energy is more effectively
distributed throughout the cluster interior, resulting in colder monomers. At high
velocities (above 5000 m.s” for O, and above 6000 m.s™' for N»), it appears that the
majority of the dissociating species originate from molecules in the layers closest to the
graphite surface, i.e. the vapor cushion (z;), which is not surprising since the species in
this region are exposed to the largest number of collisions between the surface and
incoming monomers. Fig. B2.4 displays the vibrational energies of evaporated monomers
as a function of evaporation time tevap. The highest vibrational energies are obviously
reached very early in the cluster scattering process, as was shown in our previous study
for rotational excitation.””” The largest fraction of vibrationally hot monomers is
produced at the beginning of the impact event, thus further supporting the fact that
vibrationally hot monomers evaporate from the cluster outskirts immediately after surface
impact, whereas the vibrationally cold monomers originate from the dense interior of the
cluster and evaporate only after cluster rearrangement and further vibrational relaxation.
Vibrational energy relaxation is enhanced by intermolecular collisions due to resonant
vibrational energy transfer.”’® In fact, gas-phase vibrational relaxation notoriously
involves a large number of collisions between molecules. In the case of diatomic Van der
Waals clusters, for instance, about 2700 collisions are necessary before a NO molecule in
the first vibrational state relaxes to its vibrational ground state.’’! Therefore, vibrational
energy relaxation is more efficient at higher pressures and densities, such as in zones z;

227,272

and z3 during cluster-surface impact, which explains why the cold component
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originates from the high-density interior of the cluster, while the hot component

monomers come from the cluster outskirts (z;).
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Fig. B2.4. Vibrational energies E,i, of evaporated monomers as a function of evaporation
time tevqp. The conditions employed are (a) (N;)¢4 With v = 1200 m.s”, (b) (Oz)es With v =
2500 m.s™ and (c) (Oy)128 with v = 1200 m.s™".
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B2.lll.B. Role of Cluster Size

We carried out a comparative study of various properties of the scattered products
as a function of initial incident cluster size. Fig. B2.5 shows the evolution of the product
vibrational energies, the hot and cold component temperatures, and the probability of

monomer dissociation as a function of cluster size.
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Fig. B2.5. Cluster scattering product properties as a function of cluster size for (Ny)n
[ ==0==1and (0,), [ ™=C"=] clusters. If not stated otherwise, the impact velocity is
1200 m.s" as in typical experiments. The top panel (a) represents the average monomer
vibrational energy <E,;>, panel (b) the maximum vibrational energy attained by a
monomer £, panels (¢) and (d) the evolution of the temperature of the cold and hot

components, and panel (¢) the weight of the cold component of the distribution. Panel (f)
displays the probability of molecular dissociation Pg;ss of the O, product molecules at a

cluster incident velocity of 8000 m.s™.
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Ensemble-averaged product vibrational energies <FE,> and maximum product
vibrational energies E.,* appear to be higher for (O;), than for their (N;), counterpart (cf.

Figs. B2.5a and B2.5b, respectively). This is not a surprising result since the N, molecule
has a much stiffer bond than the O, molecule. Therefore, the O, molecule will be more
prone to vibrational excitation than N, during the scattering event. This also suggests that
O, dissociation will occur at lower impact energies than for N, reflecting the weaker O,
bond dissociation energy.

When simulating cluster impact under experimental conditions (v; = 750 to 1500
m.s™), the product monomers are found to be only slightly vibrationally excited for all

cluster sizes investigated. Further, inspection of Fig. B2.5b. suggests that the maximum
product vibrational energy E,;* does not exhibit any clear dependence on cluster size.

Even for large clusters, vibrational excitation and intramolecular dissociation are not
significant under current experimental scattering conditions.?*° Since experiments involve
large clusters containing typically a few hundred to a few thousand molecules, this
suggests that little or no vibrational excitation occurs in typical experiments at moderate
incident velocities. Contrary to what one might expect in cluster-catalyzed reactions, the
average vibrational energy <E,;> is found to decrease with cluster size increase, as
evident from Fig. B2.5a. Similarly, we observe from Fig. B2.5¢ and B2.5d that both
vibrational temperatures tend to decrease with increasing cluster size. As cluster size
increases, the size of the surviving cluster after surface impact increases, along with the
number of potential intermolecular collisions within the surviving cluster, hence
promoting vibrational relaxation and resulting in lower (hot and cold) vibrational

temperature. Finally, inspection of Fig. B2.5¢ shows that the weight of the cold
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component of the vibrational energy distribution increases with cluster size, and the
population of cold molecules becomes prevalent over that of the hot monomers with
increasing cluster size. This is in agreement with our previous findings that the cold
monomer population originates from the cluster interior, while hot monomers originate
from the cluster outskirts since, as cluster size increases, the number of monomers in the
interior of the cluster grows faster than the number of monomers at the surface of the
cluster.

To investigate the dynamics of energy transfer in greater detail, the total product
energy partitioning between translational, rotational and vibrational degrees of freedom
of the evaporated molecules, as well as the kinetic energy of the final surviving cluster

were evaluated and are listed in Table B2.1.

Table B2.1. Energy partitioning of scattered clusters.

(N,), clusters - v; = 1200 m.s™

n Evans (%)° Ew(%)  Ew(%)  Eyq(%)
8 57.5 14.6 20.1 7.8
16 60.7 13.2 16.8 94
32 68.3 15.7 10.4 5.6
64 73.4 13.8 8.8 4.0
766 62.0 56 3.3 29.1
(O,), clusters - v; = 1200 m.s™
n Ecans (%)’ Eot(%)  Eup(%)  Eq(%)°
16 62.6 18.0 16.0 3.5
64 72.7 13.0 12.3 1.9
128 76.4 11.6 10.8 1.2
512 82.0 9.3 8.3 0.5
766 84.6 7.3 7.8 04
1024 81.1 6.6 12.1 0.1

a.  Eiuns 18 the translational energy defined in the laboratory frame, not the cluster
frame.
b. E is the kinetic energy of the surviving cluster.

155



Evidently, the average monomer rotational energy proportion decreases progressively
with increasing cluster size (from 14.6 % to 5.6 % for N, clusters and 18.0 % to 6.6 % for
O, clusters). This is consistent with our previous work, in which a decrease of the

d.**” More importantly, the

rotational temperature with increasing cluster size was observe
average monomer vibrational energy also tends to decrease with increasing cluster size,
whereas translational excitation becomes increasingly important as cluster size increases.
Therefore, the decrease of both vibrational and rotational energies is compensated by
translational excitation of the product molecules.

The molecular dissociation probability Pgiss, shown in Fig. B2.5f for a relatively
large incident cluster velocity (v; = 8000 m.s™), tends to decrease with increasing cluster
size. This-suggests that increasing cluster size will not necessarily catalyze, but may
rather hinder monomer dissociation. More specifically, in reactions involving monomer
dissociation, such as in Zeldovich type atom-diatom reaction,”’”®> one may expect the
reaction yield to decrease with increasing cluster size. However, clusters need to be large
enough to hold the reactants together, and yet they need to be small enough to minimize
vibrational relaxation. Therefore, the present results suggest that there is an optimal

cluster size giving the highest reaction yield, which seems to be in the range 64 to 512 in

the present study.

B2.1II.C. Role of Incident Velocity

Fig. B2.6 displays the average product vibrational energy <FE,;>, maximum
product vibrational energy E,” and monomer dissociation probability Pgiss as a function
of incident velocity. Inspection of Figs. B2.6a and B2.6b immediately reveals that <E, ;>

and E;* rapidly increase with incident cluster velocity.
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Fig. B2.6. Cluster scattering product
properties as a function of cluster incident
velocity for (N2)ss [™=0==7 and (O)e4
[ ==C==]. Panels (a) and (b) display the
average monomer product vibrational energy
<E,p> and the maximum monomer product
vibrational energy E,.*, respectively. Panel
(c) shows the probability of molecular
dissociation Pgss of O, product molecules.
Panels (d) and (e) show the evolution of the
cold and hot vibrational temperatures,
respectively.
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The evolution of the dissociation probability as a function of incident velocity, shown in
Fig. B2.6c, suggests that dissociation of the monomers starts occurring at incident
velocities of about 6500 m.s™" and 4300 m.s™ for (N3), and (O2)y, respectively.

The dissociation probability curves indicate that (O)n, clusters dissociate readily,
which is again due to the weaker O-O bond (120 kcal/mol)**® compared to that of the N-
N bond (230 kcal/mol).>’” The increase of the dissociation probability with incident
velocity is relatively moderate, such that a significant dissociation rate (above 20 %) only
occurs at substantially larger incident velocities, roughly 12 000 m.s™ for (N3), and 8 000
m.s™ for (O,),. We define the molecular dissociation time t4 as the time of the last turning
point in the relative diatomic motion. The resulting distribution of molecular dissociation

times is displayed in Fig. B2.7.
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Fig. B2.7. Distribution of molecular dissociation times for (O,)ss with an incident
velocity of 8000 m.s™.
Our results indicate that molecular dissociation occurs very early, in the initial phase of
the scattering event. For instance, molecular dissociation occurs around 100 and 200 fs

after surface impact for a (O2)es cluster with an incident velocity of 8000 m.s™. As
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illustrated in Fig. B2.2, the dissociating molecules are generally located close to the
graphite surface at surface impact, i.e. in the vapor cushion z;, where the scattering
conditions are the most extreme. When increasing the incident velocity, an increasing
proportion of the dissociating molecules are found to originate from that cluster zone,

where the number of intermolecular collisions is maximized.

The vibrational temperatures 75 and T are also found to rapidly increase with

incident cluster velocity, as shown in Figs. B2.6d and B2.6e, due to a more significant
transfer of cluster incident kinetic energy to the vibrational modes of the scattered
species. The product vibrational energy distributions as well as the average product
vibrational energies <E,j,> are relatively similar for (O,)n, and (N,), clusters, which may
be surprising since the vibrational frequencies of O, and N, are relatively different. As
illustrated in Fig. B2.1, the distribution of the product vibrational energies is more widely
spread at large incident velocities than at lower ones. Such a broadening of the
distribution might be interpreted as interferences from mechanisms that might not

213.274275 actually attributed

necessarily be thermal in nature. A number of previous studies
non-thermal effects to the creation of shock waves inside the cluster. Intense collisions of

the cluster with a surface certainly lead to short periods of non-equilibrium conditions,

where thermal energy redistribution is not possible.

B2.11l.D. Surface-to-cluster Heat Transfer Effects

As discussed above, cluster size does not seem to promote molecular dissociation
under the “mild” conditions employed in typical experiments, i.e. typical experimental
incident velocities for neutral Van der Waals clusters were found to be insufficient to

produce significant molecular vibrational excitation and molecular dissociation. Another
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possible source of energy for promoting molecular dissociation may lie in surface-to-
cluster heat transfer. In order to investigate this effect, we used a surface model that
allows for highly efficient (extreme) energy transfer from the surface to the cluster
monomers as discussed in Sec. B2.II. We present the evolution of various properties
obtained from simulations with this model as a function of cluster size in Fig. B2.8 and as

a function of the cluster incident velocity in Fig. B2.9.
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Fig. B2.8. Product vibrational energies as a function of cluster size for (O;), clusters,
with an incident velocity of 1200 m.s”, with surface-to-cluster heat transfer effect

[ ==CO==1, and without surface-to-cluster heat transfer [ ™=™==]. Panel (a) represents
the average monomer vibrational energy <E.j,> and panel (b) displays the maximum

vibrational energy E,;".
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Fig. B2.9. Product vibrational energies for (O,), clusters as a function of cluster incident
velocity, for (Oy)es with [==C™==] and without [™=<*==] surface-to-cluster heat
transfer, and (O,)125 cluster with surface-to-cluster heat transfer [ ™4@=]. Panels (a) and

(b) represent the average monomer vibrational energy <E.;,> and the probability of
molecular dissociation Pg;gs, respectively.

The most striking feature of the simulation results is that surface-to-cluster energy
transfer does not alter the trends in neither the product vibrational energies nor the
monomer dissociation probabilities. Surface-to-monomer heat transfer naturally increases
both the average product vibrational energy, as shown in Figs. B2.8a and B2.9a, and the

maximum monomer vibrational energy, as shown in Fig B2.8b, but the increase is not

significant enough to promote molecular dissociation under typical experimental
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conditions. Indeed, Fig. B2.8b shows that the O, maximum vibrational energy increases
from roughly 12 kcal/mol for cluster size 2 to 40 kcal/mol for cluster size 512, and
decreases thereafter. In contrast, a constant value of ~7 kcal/mol was obtained in
simulations where surface-to-monomer heat transfer was not taken into ac<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>