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Abstract

3-D Routing Algorithms in Mobile Ad Hoc Networks

George Kao

A unit disk graph and its proximity graphs are often used as the underlying
topologies of a mobile ad hoc network. One category of unicast routing algorithms,
position-based routing algorithms, has been developed and studied extensively in the
context of 2-dimensions (2-D). This, however, poses evident questions in terms of the
reliability and efficiency of these algorithms when practically the mobile host is an
object positioned in the real world of 3-dimensions (3-D).

Our first proposed 3-D routing algorithm, Projective FACE routing on two orthog-
onal planes, adopts a projective approach to adapt the 2-D FACF routing algorithm to
a 3-D environment. This algorithm, shown by our simulation, performs significantly
better in terms of delivery rate than the other deterministic routing algorithms such
as 3-D Greedy, 3-D Compass routing algorithms.

The Adaptive Least-Squares Projective FACE routing algorithm, based on three
heuristics, least-squares projection (LSP) plane, adaptive behavior scale (ABS) and
multi-projection-plane strategy, which have strengthened the algorithm of Projective

FACE routing on two orthogonal planes. The Adaptive Least-Squares Projective

il



FACE routing on 16 or more projection planes gives nearly certain delivery rate
(100% of delivery rate shown by our simulation).

We provide a comparison of performance for routing in 2-D and in 3-D. Two
versions, half-space partition and quadrant-space partition, for certain deterministic
routing algorithms are proposed to accommodate the randomized routing in 3-D.
We also study experimentally the properties of geometric graphs in 3-D and the

performance of various 3-D routing algorithms on these graphs in this thesis.
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Chapter 1

Introduction

1.1 Wireless Mobile Ad Hoc Network (MANET)

A wireless mobile ad hoc. hétwork consists of mobile hosts that communicate with
each other without fixed infrastructure or centralized control. A mobile host usually
operates as a router and is able to communicate with another mobile host if the
the distance between them is within the minimum of their two direct transmission
ranges. If a mobile host needs to send a message to another, the message usually
has to be sent through some other intermediate hosts within the networks. Since the
mobile hosts move, the underlying topology of the network may change. Hence, the
network topology is generally dynamic. Routing efficiently in such network becomes

a challenging task.



1.2 Routing in MANET

Mobile hosts are free to move without centralized control. This results in a dynamic
network with potentially rapid topological changes. A good routing algorithm for such
a network environment has to adapt to the changing network topology. The mobile
hosts often use batteries which have a limited energy supply. Having power-efficient
routing algorithms keep the overheads low so that the mobile hosts can last for longer
periods of time. It is therefore necessary to take all these network properties into
consideration when designing routing algorithms for MANETS.

Unicast is defined as the communication between a single sender and a single
receiver over a network while multicast is defined as the communication between a
single sender ‘and multiple receivers. In this thesis, we consider only the unicast
routing task in which a message is to be sent from a source to a destination host in
a éiven wireless network.

A 3-D MANET can be represented by a geometric undirected graph G = (V, E)
where V' is the set of points in the 3-D space representing the positions of the mobile
hosts and F is the set of edges. An edge connects a pair of vertices if there is a
bidirectional communication between the corresponding hosts. We define d(u, v) as

the Euclidean distance between the points u and v,

d(u,v) = 1/ (ug — va)2 + (uy — v,)2 + (u, — v,)2. (1)

We also define S(p,r) as the sphere with center point p and radius .



All mobile hosts in the network are commonly assumed to have the same transmis-
sion power. The maximum transmission rage for each mobile host is therefore at most
R. Let the point u be any point in the unit disk graph (UDG). All other points that
are inside the sphere S(u, R) should connect to the point u. The set of edges F, repre-
senting the communication links, of the UDG satisfies {{u, v} : u,v € V,d(u,v) < R}.
In Figure 1, the sphere has the radius R so all other points inside the sphere should

connect to the center point u.

Figure 1: 3-D unit disk graph.

1.3 Our Motivations

MANETS are well-known to have many applications such as disaster relief operations,
conferencing, and environment sensing. Many routing algorithms [GSBO?;] IMWHO1]
as well as several geometric graphs representing underlying topologies of a MANET
have been proposed and studied extensively in the context of 2-D during the past few
years. Since a mobile host is indeed an object positioned in the real world of 3-D, our
goal is to extend these routing algorithms and geometric graphs to 3-D so that they

3



can better represent real-world scenarios.

1.4 Thesis Overview

In this thesis, we first extend some well-known 2-D routing algorithms for MANET.
We then propose several heuristics based on 2-D FACE routing [BMSU01] [KKO00]
by adapting the algorithm to the 3-D environment. Our first proposed algorithm,
Projective Face routing algorithm on two orthogonal planes, by our simulation, gives
significantly better delivery rate than the other deterministic routing algorithms such
as Greedy [Fin87], Compass [KSU99|, Ellipsoid [YS04] and Most Forward [TK84]
routing algorithms. Our Adaptive Least-Squares Projective FACE routing algorithm
on 16 or more planes not only gives nearly certain delivery rate (100% by our sim-
ulation) on UDG but also has improved routing path over Projective Face routing

algorithm.

1.5 Thesis Organization

The rest of the thesis is organized as follows. Chapter 2 surveys the routing algorithms
with an emphasis on position-based routing and the undirected geometric graphs
that are adopted to model a MANET by researchers. In Chapter 3, we study the
properties of the unit disk graph (UDG), Gabriel graph (GG) [GS69] and the relative
neighborhood graph (RNG) [JT92] in 3-D as well as the performance of 3-D routing

algorithms on these graphs. We also extend some existing localized position-based



routing algorithms from 2-D to 3-D. We describe our heuristics based on the FACE
routing algorithm and propose two novel routing algorithms, which are the Projective
FACE and the Adaptive Least-Squares Projective FACE routing algorithms. We
present our experimental results and discussions in Chapter 4 and finally conclude

the thesis and list our interests for further research in Chapter 5.



Chapter 2

Background

Routing efficiently and reliably is one of the most significant key challenges in MANETS.
This issue has been actively addressed by many research efforts in the last decade. In
this chapter, we survey various categories of proposed unicast routing algorithms, in
particular position-based routing algorithms and their desired characteristics. Since
the underlying topologies of MANETSs are usually represented by undirected geomet-

ric graphs, we also further discuss several proposed subgraphs and their properties.

2.1 Categories of Unicast Routing Algorithms in

MANET

Fundamental routing issues can be well understood by having a strong development
on unicast routing issues and techniques. We limit our discussion only on the unicast

routing techniques without further extending to the multi-destination routing such



as multicast.

Unicast routing algorithms are generally divided into two categories, topology-
based and position-based routing algorithms [MWHO1]. Topology-based algorithms
use a routing table and the destination address to make the decision in forwarding
messages or packets [MWHO1]. The position-based routing algorithms rely on location
information of the mobile hosts by using the technologies such as Global Position

System (GPS) [GSBO03].

2.1.1 Desirable Characteristics

The desirable qualitative characteristics of routing algorithms to evaluate the perfor-

mance of routing algorithms are listed and elaborated below.

Localized Method

Localized algorithms are distributed algorithms where simple local behavior or in-
formation is sufficient to achieve the global objective. As for a global or centralized
position-based routing algorithm, each mobile host has to know the location of ev-
ery other host in the network. If such global information is available, this becomes
equivalent to problem of finding the shortest path. Some well-known routing algo-
rithms for finding the shortest path are Dijkstra algorithm [Dij59] and Bellman-Ford
algorithm [FF62]. In a localized position-based routing algorithm, each mobile host
makes routing decisions solely based on the location of itself, its neighbors (usually

one-hop), and the destination hosts. The localized routing algorithms are certainly



more preferable if they can approximately match the performance of global routing

algorithms.

Memoryless Operation

The memory size in mobile hosts is susceptible to the memorization of the path routes.
If the network size increases, the path traversed by the routing algorithms increases
its length. This results in the need for expanding the size of memory for the mobile
hosts. Thus, it is better to avoid memorizing the past routes at any node during the

routing process.

Shortest Path

Most routing algorithms use hop count as the constant metric if all mobile hosts have
the same transmission power. These hosts have fixed transmission power and may
not be able to adjust their transmission radii to reach certain desired neighbors. The
hop count is defined as the number of transmissions on a path that is required by
the algorithm to traverse from a source to a destination host. The objective of the
routing algorithms is to minimize the hop count so it is nearly that for the shortest
path, which is defined as the minimal number of hops between the source and the

destination. It is also assumed that the delay is proportionally related to the hop

count.



Single Path Strategy

In the flooding-based strategy, a message is flooded through the whole or portion of
network. This causes high communication overheads if the network size is relatively
large. The single path strategy is desirable since only one copy of the message is in

the network at any time.

Guaranteed Delivery

Delivery rate is defined as the percentage of successful deliveries to the destination
host. A principal objective of designing routing algorithms is to guarantee the message
delivery.

Loop freedom

The designed algorithm should have the property of loop freedom to avoid the need
to memorize the past path for loop detection.

Scalability

The performance of well—designed routing algorithms should adapt well to various
sizes of the network. In general, if the algorithms are localized, memoryless, and

single-path, they are usually scalable.

2.2 Topology-Based Unicast Routing Algorithms

The topology-based algorithms can be further divided into three types [MWHO1].

9



Proactive Routing Proactive routing algorithms employ classical routing approaches
such as distance-vector routing [PB94] or link-state routing [CJL*01]. Unicast
routes between all pairs of hosts are retained regardless of the usage of these
routes. The high communication overheads make these algorithms inappropri-

ate for networks that have limited resources.

Reactive Routing Reactive routing, also known as on-demand routing algorithms,
maintain only the needed routes. Although the cost of maintaining the routes
is reduced, the messages or data packets to be delivered usually experience
queuing delays at the source while the route is being found at session initiation

or the route is being repaired later on after a failure.

Hybrid Routing Based upon the proactive and reactive routing algorithms, some
hybrid routing algorithms are proposed. Zone routing protocol (ZRP) [PH97]

is one well-known protocol that falls into this type.

2.3 Position-Based Unicast Routing Algorithms

Even though topological-based routing algorithms have been proposed for several
years, they require high communication overheads in MANET. The availability of
small GPS receivers with low-power consumption for finding the relative coordinates
of mobile hosts draws great attention from researchers to develop the position-based
routing algorithms for MANET. The assumption for this category of algorithms is

that every mobile host knows the position of itself, its neighbors (usually one-hop

10



neighbors), and the destination. Every mobile host learns locations of its one-hop
neighbors by exchanging messages between neighbors. The location of the potential
destination host can be possibly obtained through a location service such as DREAM
system [PB94], Quorum system [HL99], and Grid system [LJD*00]. Position-based
routing algorithms do not require any explicit route discovery or route maintenance
mechanisms unlike the topology-based algorithms. These routing algorithms there-
fore can potentially be more efficient when the underlying network topology changes

frequently.

2.3.1 Flooding-Based Routing Algorithms

One advantage of the flooding-based routing algorithms that use positions of the
mobile hosts is their simplicity and these algorithms may be more efficient than the
other algorithms in terms of message delivery while the rate of data transmission is
low or the network is relatively small. In the location aided routing (LAR) algorithm
[KV98], the location information is used to limit the scope of route request zone. Only
the nodes within the request zone forward route requests. If the route discovery using
the smaller request zone fails to find the route to the destination, the sender initiates
another route discovery with a larger request zone. The flooding-based algorithms
have higher reliability in terms of delivery rate since the messages may be delivered to
the destination on multiple paths. However, the drawback is that high communication

overheads are potentially incurred.

11



2.3.2 Deterministic Routing Algorithms

A deterministic algorithm has behavior that can be completely predicted from the
input. On the contrary, a randomized algorithm relies on an internal random number
generator to make decisions. Several localized deterministic routing algorithms were
developed for routing on 2-D networks. The Greedy routing scheme was proposed by
Finn [Fin87]. The Greedy routing algorithm selects the neighboring node that is the
closest to the destination node. In the two-hop Greedy routing algorithm [SLO1], the
neighboring node which is the closest to the destination is selected from both one-
hop and two-hop neighbors. A variant of Greedy routing algorithm, Ellipsoid routing
algorithm [YS04], is proposed such that the sum of the Euclidean distances from
the current to the selected neighboring node and from the current to the destination
node is minimized. In [TK84], the authors proposed Most Forward routing algorithm,
in which the neighboring node that gives the greatest progress with respect to its
projection on the line formed by the current and the destination nodes is selected. In
the Compass routing algorithm [KSU99], the angle formed by the selected neighboring
node, the current node and the destination node is minimized.

Since these routing algorithms fail to deliver the packet in some situations, the
FACE routing [BMSUO01} [KK00] was proposed to achieve the guaranteed delivery
under the circumstance that the underlying network topology is a geometric planar
graph, the edges of which only intersect at their common end-vertices (no crossing

edges). The principal idea of this algorithm is to route along the edges of the faces

12



that lie on the line formed by the source and the destination nodes. Figure 2 demon-

strates the FACE routing algorithm on a planar graph. The algorithm is as follows.

Algorithm 2-D FACE routing

Input: The source node, s, the destination node, t and a 2-D geometric planar graph.

1. p+s.
2. Repeat step 3 to 5.

3. Let f be the face with a point p on its boundary that intersects the line segment

between p and ¢.

4. Traverse f until reaching an edge that intersects pt at some other point p’ # p.

/

5. p+—0p
6. Until ¢ is reached.

The authors [BFNOO3| consider the instability in the transmission ranges of the
mobile nodes possibly caused by the natural or man-made obstacles. This robust
FACE routing algorithm can still guarantee the delivery if the ratio of the maximum
transmission range to the minimum transmission rage is at most v/2. In [ANOO03], a
generalization of FACE routing that can guarantee delivery in some non-planar graphs
is considered. The proposed algorithm requires some memory to memorize partial
paths being traversed. To deal with the drawback of FACE routing algorithm, where

13



the route discovered is usually longer than the path found using other deterministic
routing algorithms, the Other Adaptive Face Routing (AFR) [KWZ02] is proposed

to avoid long paths by using a bounding region.

Figure 2: The FACE routing algorithm on a planar graph from [BMSUO01]|, where
Vsre 18 the source and vy, is the destination.

2.3.3 Randomized Routing Algorithms

In randomized routing algorithms, the current node réﬁdémly selects one of its neigh-
boring nodes, usually from a subset of all its neighboring nodes, to forward the mes-
sage or the data packet. The randomized heuristic increases the delivery rate of the
routing algorithm. However, the trade-off is that the length of the path traversed
is increased. In the random progress algorithm [NK84|, a node, u, randomly selects
the neighboring node with equal probability from a set of selected neighboring nodes.
Assuming that there are k neighboring nodes, the node, u, will select one neighbor-
ing node with probability 1. Fevens et al. [FHNO4] proposed a class of randomized
algorithms called AB (Above-Below) algorithms for position-based routing. The AB
algorithms selects one neighboring node of the node, u, above the line formed by the

node, u, and the destination node, d, and the other neighboring node below that line.

14



One of these two neighboring nodes are randomly selected for routing according to
some probability distribution. The selection of neighboring nodes and the probability

distribution determine the specific algorithm.

2.4 Undirected Geometric Graphs

A MANET is often modeled by a unit disk graph, UDG. There is an edge between
two nodes if and only if their Euclidean distance is within a given transmission radius,
R, which is usually assumed to be the same for all nodes. All nodes are assumed to
have the same R. The number of edges of the UDG could be as large as the square

order of the number of nodes.

2.4.1 Desired Features

In the routing algorithms that adopt the flooding strategy, a mobile host forwards a
packet to all its neighbors in the network to discover a path, which potentially incurs
high communication overhead. One method to reduce such overhead is to allow each
mobile host to communicate only with a selected subset of the neighboring mobile
hosts. This approach can be seen as retaining geometric spanning subgraphs.
Several geometric spanning subgraphs are proposed to restrict the size of the
network. The properties of these spanning subgraphs are found to be extremely

important for the routing algorithms. Typically, they have the following properties.

Sparseness Many routing algorithms benefit from the decrease in the number of

15



edges of a connected graph, achieved by extracting its spanning subgraph, while
being able to maintain the connectivity. This property enables these routing
algorithms, particularly the flooding-based algorithms, to run on a topology in

a more efficient manner.

Geometric Planarity A 2-D geometric planar graph is a graph in which no crossing
edges exist or the edges of which only intersect at their common end-vertices.
This property is required for some routing algorithms such as 2-D FACE routing

algorithm to ensure the performance of guaranteed delivery.

Localized Construction The localized construction of a spanning subgraph only
needs the information of neighboring nodes for each node. Some localized rout-
ing algorithms require a planar underlying topology which can also be con-
structed and maintained in a localized manner so that these routing algorithms

are still able to remain so-called localized algorithms.

t-spanner Let G’ be a t-spanner of G. G’ is a spanning subgraph in which every two
vertices are at most ¢ times as far apart on G’ than on G. A t-spanner is known

to be power efficient for routing.

Some geometric planar subgraphs that can be constructed using only local infor-
mation are proposed. Gabriel graph (GG) and relative neighborhood graph (RNG)
are two well-known spanning subgraphs that are often adopted to extract the planar
graph locally in 2-D. If {u,v} is an edge in the UDG, only the one-hop neighbors of
either the point u or v are required to be tested if the edge {u, v} should be removed.
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GG RNG
Lower Bound | Q(n'/?) | Q(n)
Upper Bound | O(n'/?) | O(n)

Table 1: Spanning ratio of GG and RNG in 2-D from [BDEKO02].

As long as the UDG is a connected graph, the connectivity of Gabriel graph and
relative neighborhood graph are also preserved. Bose et al. [BDEKO02| study the
spanning ratio of these two graphs in 2-D. Table 1 shows the upper and lower bounds
asymptotically. They proved that the spanning ratio of Gabriel graph is precisely

f"ﬂ@ and that of relative neighborhood graph is precisely n — 1.

2.4.2 Gabriel Graph (GG)

Let ¢ be the mid-point of an edge {u,v}. The edge {u,v} exists between the points

u and v if no other point w from V' —{u, v} is present inside the sphere S(g, i@;—l’l) The

set of edges E of GG satisfies {{u, v} : u,v € V,d(u,v) < minwev_{u,,,}{\/d%u, w) + d?(v, w)}}.

Figure 3: 3-D Gabriel graph. Since the point w is inside the shaded sphere, the edge
{u, v} is removed.
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2.4.3 Relative Neighborhood Graph (RNG)

An edge {u,v} exists between the points v and v if no other point w is present
inside the lens region formed by the intersection of the two spheres, S, (u,d(u,v))
and S, (v, d(u,v)). The set of edges E of RNG satisfies {{u,v} : u,v € V,d(u,v) <

MATyev—fuv}{d(u, w), d(v, w)}}.

Figure 4: 3-D relative neighborhood graph. Since the point w is inside the shaded
lens, the edge {u,v} is removed.

2.4.4 Other Subgraphs

Yao graph [Yao77], Y Gy, is also used as the underlying topology of the network since
it is proved to be t-spanner. At each node u, any k equal-separated rays originated
at u define k cones. In each cone, choose the closest node v to u with distance at
most one, if there is any, and add an edge between u and v. It is showed that ¢ is at

most . Yao graph is, however, not guaranteed to be a planar graph. Li et al.

1
1-2sin
proposed a novel structure called Planarized Local Delaunay Triangulation (PLDel)

[LCWO02]. This structure can be locally constructed. They proved that PLDel is

planar and a t-spanner, where ¢ is f‘—‘g/—gw. Restricted Delaunay Triangulation (RDT)
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[GGH'01b] is another subgraph that caﬁ be computed in a fully distributed manner.
This structure is constructed using the hierarchical clustering algorithm [GGH*01al.
This graph is a planar graph and proved to be a t-spanner. Recently, Chavez et
al. proposed a distributed Half-Space Proximal (HSP) test [ECU05] that gives a
(27 + 1)-spanner of a UDG. Unlike Yao graph which is rotation variant, this graph is
rotation invariant. The authors also show that the graph is strongly connected and
has out-degree at most six.

We select two spanning subgraphs, Gabriel graph (GG) and relative Neighbor-
hood graph (RNG), of unit disk graph (UDG) to study the 3-D routing due to them
simplicity of extending them to 3-D and their desired property of being able to extract

geometric planar graphs from 2-D graphs.
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Chapter 3

Routing on 3-D Geometric Graphs

3.1 Localized Position-Based Routing Algorithms
in 3-D

Localized position-based routing algorithms are distributed algorithms. In localized
position-based routing, every host in the network is assumed to know its location
and its one-hop neighbors’ locations and the destination’s location. Therefore, each
host makes the routing decision solely based on the location information of itself, its
neighbors, the source and the destination. We further assume that the hosts are static
while the routing is in progress. This is very reasonable assumption since the time it
takes for routing is relatively short compared to the mobility of the hosts. Let u be
the current node, (vi, ..., v,) be the one-hop neighboring nodes of u, s be the source
node and t be the destination node. The hop counts of the path discovered by the
algorithm between the nodes s and ¢ is denoted by N(s,t). The hop counts of the
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shortest path between the nodes s and ¢ is denoted by Np(s,t). We define the hop

stretch factor as

NL(S, '[J)
ND(S,t)' (2)

HSF(s,t) =
We now extend four well-known localized routing algorithms to 3-D and use them for a
comparison with our proposed Projective FACE routing algorithms. These localized
position-based routing algorithms require only the location of a current node, its

neighboring nodes, and the destination node for the current node to make routing

decisions.

3.1.1 3-D Compass Routing

The current node u selects its neighboring node that forms the smallest angle,
man{ /viut, ..., /v ut}, together with the destination node ¢ for forwarding the mes-

sage or the data packet.

Figure 5: 3-D compass routing.

3.1.2 3-D Greedy Routing

The current node u selects its neighboring node that is the closest, min{d(vy, t), ..., d(vn, t)},
to the destination node t for forwarding the message or the data packet.
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Figure 6: 3-D greedy routing.

3.1.3 3-D Ellipsoid Routing [YS04]

The current node u selects its neighboring node that gives the smallest sum of dis-
tances, min{d(vy,u) + d(vy,t), ..., d(vy, u) + d(vn, t)}, from itself to the neighboring

node and then to the destination node ¢ for forwarding the message or the data packet.

Figure 7: 3-D ellipsoid routing.

3.1.4 3-D Most Forward Routing

Let (vy,...,v},) be the nodes perpendicularly projected on the line ut respectively.
The current node u selects its neighboring node whose projected node is the closest,
min{d(vi, 1), ..., d(v},, t)}, to the destination node ¢ for forwarding the message or the

data packet.
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Figure 8: 3-D most forward routing.

3.2 Projective FACFE Routing Algorithms

3.2.1 The Problem of 2-D Face Routing Algorithm on 3-D
Geometric Graphs

FACE routing, by using the right-hand rule, guarantees the delivery on a 2-D ge-
ometric planar graph. The line st that connects the source and destination nodes
determines the 2-D faces to be traversed as shown in Figure 9. However, this line
does not determine these faces in a 3-D geometric graph. The FACE routing algo-
rithm is thus not directly applicable on a 3-D graph.

We propose several heuristics based on the projective approach to deal with the
problem described above. Since a geometric planar subgraph such as GG or RNG
cannot be extracted from the projected graph by using only the local information
before projection (see Figure 10), the delivery cannot be guaranteed while routing on
this projected graph. Figure 10 shows a 3-D geometric graph being projected onto a
plane. While the neighboring nodes of each node are preserved after the projection,

the projected graph on the plane gives the crossing edges that cannot be eliminated
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by using only local information. The projected graph is thus a non-planar geomet-
ric graph with crossing edges that may potentially cause looping for FACE routing
algorithms. The subgraphs, GG and RNG, that we adopt to evaluate our routing
algorithms are computed from the 3-D UDG before the projection. The number of
edges is reduced by extracting these subgraphs and the number of crossing edges of
these projected subgraphs is reduced as well. As a consequence, our simulation results
have reflected the better performance on these projected subgraphs by showing the

increase in the delivery rate and the decrease in the hop stretch factor.

Vg

Figure 10: The 3-D nodes are projected onto a plane. The neighboring nodes of each
node are preserved after projection.
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3.2.2 Proposed Heuristics for Adapting to 3-D Environments
Projective FACE Routing on Two Orthogonal Planes

A plane is uniquely determined by three points not lying on a line. We compute the
first projected plane by using the source, destination and an arbitrary third (other
than the source and the destination) point such as a neighboring node of the source
node or simply the point of the origin at (0,0,0) as long as this point does not lie
on the line formed by the source and destination nodes. Our proposed Projective
FACE routing algorithm on two orthogonal planes is as follows. The points are first
projected perpendicularly onto the first projected plane that contains the line st. The
Face routing algorithm is performed on this projected graph. If the routing fails, the
points are then projected onto the second plane, which is orthogonal to the first plane
and also contains the line st. The Face routing is again performed. Although this
heuristic does not guarantee delivery, our experiments show that the delivery rate
is significantly better than other 3-D deterministic routing algorithms, such as 3-D
Greedy or 3-D Compass routing algorithms. Figure 11 shows two planes that have
the dihedral angle of 7 degrees. The line of intersection between two planes passes

through the source and the destination.

Least-Squares Projection Plane

In the Projective FACE routing algorithm, a third point is chosen arbitrarily, together
with the source and the destination points, to compute the first projection plane.
Instead of choosing a third point randomly, we adopt the mathematical optimization
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Figure 11: Two projection planes with dihedral angle of 7 degrees.

technique that attempts to find the best fitting plane to a given set of data points.
A plane with normal vector n = (a,b,c) through the point py = (¢, yo, 20) has the
equation, n-(p — pg) = 0 or a(z — z) + b(y — yo) + c(z — z) = 0. Assume there
are m data points. The point py of the least-squares plane is the centroid of these m
data points, which is =(T7; i, S ¥i, Yoy 2). We define the ordinate difference
(residuals), 7;, as the Euclidean distance from a data point i to its perpendicularly
projected point on the least-squares plane. The sum of the squares of the ordinate
differences between the fitted function of the least-squares plane and m data points
has to be minimized. That is to say Y., (r;)? is minimized. By applying the technique
of singular value decomposition (SVD) [Sha98], the normal vector of the least-squares
plane can be calculated, which with py uniquely defines the plane.

To maintain the localized characteristic of the routing algorithm, we propose that
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only the source, destination and the neighboring nodes within the 2-hop distance of
the current node are selected as the set of data points for computing the least-squares

projection plane. The heuristic is aimed to have a less distorted projected graph so

that the number of crossing edges can potentially be reduced.

Side view of LSP

Figure 12: Least-squares projection plane as the first projection plane.

Adaptive Behavior Scale (ABS): An Adaptive Routing Approach

The current node can always be seen as the source node during the routing process
since it is the node that is currently holding the message or the data packet to be
delivered to the destination. We define a parameter called Adaptive Behavior Scale
(ABS). The ABS is used to determine when to recalculate the least-squares projection
plane after a certain number of hops being traversed if the destination has not been
successfully reached. This heuristic makes the Projective FACE routing algorithm

more dynamic and robust as the looping caused by the crossing edges is possibly

27



avoided after the recalculation of the least-squares projection plane. Our simulation
results show that this heuristic leads to significant amelioration in terms of the hop

stretch factor.

Multi-Projection-Plane Strategy: Increasing the Number of Available Pro-

jection Planes

By performing the FACFE routing on the additional second plane that is orthogonal
to the first plane, a significant increase in the delivery rate has been observed from
our simulation results. We are interested in studying the effect on the delivery rate if
we increase the number of the available projected planes. All projected planes have
a common line of intersection. If we make a cross-section that is perpendicular to
all the planes and look along their intersection, the dihedral angle betwe‘)én- each pair
of neighboring planes are identical. Let Ns be the number of planes. The dihedral
angle between each pair of neighboring planes is thus % degrees. Figure 13 shows

the projected view of eight planes.

3.2.3 Nearly Certain Delivery of Adaptive Least-Squares Pro-

jective FACE Routing Algorithm

We hybridize the three proposed heuristics, the adaptive behavior scale, the least-
squares projection plane and the multi-projection-plane strategy, to develop our Adap-
tive Least-Squares Projective FACE routing algorithm. This algorithm with 32 pro-

jection planes available gives nearly certain delivery (100% shown by our simulation).
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Figure 13: An example of the multi-projection-plane strategy (8 projection planes).

Algorithm Adaptive Least-Squares Projective FACE routing

Input: s, t and a 3-D geometric graph

2. Compute the least-squares projection plane using the positions of ¢, ¢, and the

1-hop and 2-hop neighbors of c.

3. Compute the projected graph perpendicularly projected on the least-squares

projection plane.

4. Perform 2-D FACE routing until ¢ is reached, the pre-set ABS is reached or the
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pre-set, threshold value is reached.

5. If ¢ is reached, exit. If the pre-set ABS is reached, go to step 2. If the pre-set

threshold value is reached, continue to next step.

6. Compute the next projection plane if the pre-set number of projection planes

is not reached else exit.
7. Compute the projected graph perpendicularly projected on the plane.

8. Perform 2-D FACE routing until ¢ is reached or the pre-set threshold value is

reached.
9. If ¢ is reached, exit. If the pre-set threshold value is reached, go to step 6.

The heuristic of multi-projection-plane strafégy strengthens our algorithm in terms
of delivery rate and encourages the difficult routing cases, which fails to deliver using
the two orthogonal planes, to succeed in delivery. The change of the projection plane
results in the change of the geometric projected graph. The algorithm eventually

chooses different faces to perform the Face routing algorithm.

3.3 Randomized Routing in 3-D

Randomized algorithms are considered in this paper since they are relatively simple al-
gorithms for improving the performance of deterministic algorithms. Two randomized
versions of certain deterministic routing algorithms to adapt to the 3-D environment
are also proposed.
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The phases of these two randomized versions of deterministic routing algorithms
are described in detail below. They are applied at the current node during the routing
process. In principle, one neighboring node is randomly chosen to forward the message

or data packet according to the type of partition and the availability of the nodes.

3.3.1 Quadrant-Space Partition

The 3-D randomized algorithm based on the version of quadrant-space partition has

the following phases.

1. One plane is first defined by using the current, destination and a third arbitrary
point such as (0,0,0). Another plane that also contains the current and the
destination nodes is defined to be perpendicular to the first plane so that these

two planes partition the space into four quadrants.

2. If there is at least one node in one of the four quadrant spaces, one node is
selected deterministically, based on the chosen routing algorithm. For example,
suppose the Greedy routing algorithm is used with this randomized version. In
each of the four quadrant spaces separated by the two orthogonal planes defined
in phase 1, one node from the subset of the neighboring nodes is selected if that
node is closest to the destination. In the case that there is no node present in

the quadrant space, no node is selected from this quadrant space.

3. One final node out of those nodes selected from phase 2 is randomly chosen as

the next node to forward the message.
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3.3.2 Half-Space Partition

The 3-D randomized algorithm based on the version of half-space partition has the

following phases.

1. We define one plane that contains the line formed by the current and destination
nodes. This plane bisects the space into two half spaces so that each half space

contains an equal number of neighboring nodes.

2. One node is selected deterministically, based on the chosen routing algorithm,
from each of the two half space defined by the two planes. If the current
node has at least one neighboring node, one from each half space is selected in
this phase. For example, suppose the Greedy routing algorithm is used with
this randomizéd .version, in each of the two half spaces separated by the plane
defined in phase 1, one node from the subset of the neighboring nodes is selected

if that node is closest to the destination.

3. One final node out of those nodes selected from phase 2 is randomly chosen as

the next node to forward the message.
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Chapter 4

Empirical Results

4.1 Simulation Environment

We condﬁcf experiments as follows. There are 75 nodes uniformly and randomly
generated in a cube of side length 100. The transmission radius of each host is set to
a fixed value. We first calculate all connected components in the graph so that we can
identify the number of maximal connected subgraphs. We select the largest connected
component (LCC) among all the connected components to evaluate the performance
of the routing algorithms. The source and destination nodes are then randomly picked
from the LCC. The statistics are obtained from the average of 10,000 runs. In each
run, various 3-D routing algorithms are performed on the UDG, GG and RNG. The
same simulation setting is conducted for five different maximum transmission radii,

which are 15, 20, 25, 30 and 35.
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4.2 Properties of 3-D Geometric Graphs

GG and RNG are the spanning subgraphs computed from UDG so that they both
contain all the nodes of UDG. Thus, UDG, GG and RNG also have the same number
of nodes in their LCCs. Figure 14 shows the average number of nodes in the LCC for
different radii. If the radius is set to 30, the average number of nodes in the LCC is
very close to the total number of nodes, 75, in the entire graph.
Figure 15 shows the average number of edges in the LCC of each graph for different
radii. As expected, the average number of edges increases as the radius increases.
In Figures 16 and 17, we study the distribution of nodes in terms of the node
degree. For the radius of 25, Figure 16 shows the average percentages of nodes with
- various degrees of the nodes in the LCC of each graph (only the nodes in the LCC are
considered). Figure 17 shows the average percentages of nodes with various degrees
of the nodes in the LCC of UDG for different radii. It is clearly seen that each node

in the LCC is of at least degree 1.
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4.3 Performance of Position-Based Routing Algo-

rithms in 3-D

4.3.1 Performance of Projective FACE Routing on Two Or-
thogonal Planes

We study the performance of our first Projective FACE routing algorithm on two
orthogonal planes and compare its performance with other 3-D deterministic routing
algorithms (Greedy, Compass, Ellipsoid and Most Forward routing algorithms). We
compare the performance of these five routing algorithms for different radii in Figure
18 and Figure 19.

Figure 18 shows the delivery rate, given that the underlying network topology is
UDG. For the radius of 25, the Projective FACE routing algorithm performs signifi-
céntly better than the other routing algorithms. Since the projected graphs on which
the Projective FACE routing algorithm performs are not necessarily planar graphs,
we use a threshold value to terminate the routing process if the number of hops tra-
versed exceeds 2N (150 hops), where N is the number of nodes. Interestingly, we
also found that the curve, for the delivery rate, of each routing algorithm for different
radii is U-shaped (a parabola that opens upward). When the radius is small, the
number of nodes in the LCC is small. The delivery rate decreases as the number of
nodes in the LCC becomes larger. When the radius is 25, the number of nodes in the

LCC almost reaches 80% of that of the entire graph. When we continue to increase
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the radius, the number of nodes in the LCC is nearly the same as the total number of
nodes in the entire graph. However, the number of edges still increases (the average
node degree increases) and this results in the increase of the delivery rate.

Figure 19 shows the hop stretch factor. The hop stretch factor is close to 1 for
the Compass, Greedy, Ellipsoid and Most Forward routing algorithms even if the
radius is set to different values. Therefore, the routing path traversed using these
four algorithms is almost the same as the shortest path.

When the radius is set to 25, the delivery rate of Projective FACFE routing on two
orthogonal planes remains to be greater than 90%, which outperforms the other four
routing algorithms. The drawback is, however, the huge stretch factor. In Figure
20 and Figure 21, the radius is set to 25. We compare the performance of the five
routing algorithms on the three graphs, which are UDG, GG and RNG. Due to the
fact that the RNG has the least number of edges among the three graphs, Greedy,
Compass, Ellipsoid and Most Forward algorithms have worse delivery rate on that
graph. These four routing algorithms also need to route longer paths to reach the
destination, which results in slightly higher hop stretch factors. On the contrary, the
Projective FACFE routing on two orthogonal planes gives the lowest hop stretch factor
on RNG. Since the number of edges are reduced for 3-D RNG, the crossing-edges on

the projected graphs are potentially reduced.
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4.3.2 Effect of Threshold Value

We are interested in seeing the effect on the performance of our Projective FACE
routing on two planes. In Figure 22, the delivery rate is shown when we increase
the threshold value. The increase in the delivery rate is very insignificant after the
threshold value of 4N, where N is the number of nodes (75 nodes in our cases). Figure
23 shows the corresponding hop stretch factor. The hop stretch factor continues to
linearly increase even though the delivery rate stops increasing. This indicates that

the looping occurs during the routing process.

4.3.3 Effect of Adaptive Behavior Scale (ABS)

Two more heuristics, least-squares projection (LSP) plane and adaptive routing ap-
proach, are introduced to our original Projective FACE routing algorithm. We name
this algorithm the Adaptive Least-Squares Projective FACE routing algorithm. We
initially set the ABS to N hops. The LSP plane is re-calculated once the number
of hops traversed reaches the pre-set ABS. Figure 24 shows the delivery rate of the
Adaptive Least-Squares Projective FACE routing algorithm on two orthogonal planes
while the threshold value increases. The hop stretch factor has been improved, with
our adaptive routing approach, compared to that of Projective FACE routing algo-
rithm. The hop stretch factor stays relatively low even if the threshold value is large

as shown in Figure 25. The delivery rate stops increasing after the threshold value of

12N.
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Algorithms Number of Projection Planes Available | Dihedral Angle
Projective FACE 2 5
Projectived FACE 4 T
Projective8 FACE 8 2

Projectivel6 FACE 16 1

Projective32 FACE 32 35
Adap. LS-Proj. FACE 2 z
Adap. LS-Proj4. FACE 4 n
Adap. LS-Proj8. FACE 8 2
Adap. LS-Proj16. FACE 18 e
Adap. LS-Proj32. FACE 32 25

Table 2: Various projective-based routing algorithms.

We are interested in finding the appropriate ABS that allows the Adaptive Least-
Squares Projective routing algorithm to have optimal delivery rate. We fix the thresh-
old value to 12N that is observed to give the best possible delivery rate from Figure
24. The ABS is varied and the delivery rate of Adaptive Least-Squares Projective
FACE routing algorithm is plotted in Figure 26. The delivery rate gets increased by
another 2% when we increase the ABS to 125 hops. The hop stretch factor is also
improved as shown in Figure 27. Therefore, we will use 125 as the ABS value to

conduct our various Adaptive Least-Squares Projective FACE routing algorithms.

4.3.4 Projective FACE vs Adaptive Least-Squares Projec-

tive FACFE Routing

Our Adaptive Least-Squares Projective FACE routing algorithm nearly always gives
100% delivery rate if we have 16 or more projection planes available on UDG. Refer

to Table 2 for the explanations of the names of the algorithms in the following figures.
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Figure 28 shows the delivery rate of both Projective FACE and Adaptive Least-
Squares Projective FACE routing algorithms with various numbers of projection
planes available. The Adaptive Least-Squares Projective FACE routing algorithm
with 32 planes gives 100% of delivery rate on all three graphs. The Projective FACE
routing algorithm with 32 planes available achieves the delivery rate that is very close
to 100%. However, the Adaptive Least-Squares Projective FACE routing algorithms
give relatively better hop stretch factors as shown in Figure 29.

Figure 30 and 31 give the performance of the algorithms for different radii on
UDG. When the radius is set to 25, the worst delivery rate is given by all the 3-D
routing algorithms as observed in our previous simulation results. Since Adaptive
Least-Squares Projective FACE routing algorithm with 16 or more planes gives 100%
of delivery rate for the radius of 25, the delivery rates for other radii are also 100%

as expected.

4.4 2-D Routing vs 3-D Routing

We compare the performance of the routing algorithms in 2-D and 3-D.

4.4.1 Deterministic Algorithms

We consider four deterministic algorithms (Compass, Greedy, Ellipsoid and Most For-
ward routing algorithms) and compare their performance in 2-D and 3-D. Figure 32

shows the delivery rate on UDG. It is observed that the curves for the 3-D routing
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algorithms are shifted to the right with respect to the increase of the radius. Ellip-
soid routing algorithms performs the worst in terms of delivery rate among the four
algorithms in both 2-D and 3-D. Figure 33 shows the hop stretch factor. These algo-
rithms route the message or the packet with the path that is nearly the shortest in
both 2-D and 3-D environments. The Greedy routing algorithm gives slightly better

hop stretch factor than the other three in both 2-D and 3-D.

4.4.2 Randomized Algorithms

We refer to the randomized algorithms using the quadrant-space partition as ran-
dom1 and the half-space partition as random?2 in the following figures. We use three
deterministic routing algorithms (Compass, Greedy and Ellipsoid routing algorithms)
to hybridize with both of our 3-D randomized algorithms and compare them with the
2-D randomized algorithm. Figure 34 gives the delivery rate on UDG. The curves for
3-D are shifted to right with respect to the increase of radius. Figure 35 shows the
hop stretch factors. The curves for 3-D are also shifted. The two 3-D randomized
algorithms give similar delivery rates. However, the 3-D randomized algorithm using

the half-space partition performs better in terms of the hop stretch factor.
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Figure 22: The delivery rate for Projective FACE routing on two orthogonal planes
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Figure 23: The hop stretch factor for Projective FACE routing on two orthogonal
planes while the threshold value is increased.
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Figure 24: The delivery rate for Adaptive Least-Squares Projective FACE routing on
two orthogonal planes while the threshold value is increased. The ABS is set to IV.
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Figure 25: The hop stretch factor for Adaptive Least-Squares Projective FACE routing
on two orthogonal planes while the threshold value is increased. The ABS is set to

N.
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Figure 26: The delivery rate for Adaptive Least-Squares Projective FACE routing on
two orthogonal planes while the ABS varies. The threshold value is set to 12/V.
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Figure 27: Hop stretch factor for Adaptive Least-Squares Projective FACE routing on
two orthogonal planes while the ABS varies. The threshold value is set to 12/V.
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Figure 28: The delivery rate of our projective-based routing algorithms with various
numbers of projection planes available for the radius of 25.
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Figure 29: The hop stretch factor of our projective-based routing algorithms with
various numbers of projection planes available for the radius of 25.
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Figure 30: The delivery rate of our projective-based routing algorithms with various
numbers of projection planes available for different radii.
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Figure 31: The hop stretch factor of our projective-based routing algorithms with
various numbers of projection planes available for different radii.
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Figure 32: Comparison of the delivery rate for the deterministic routing algorithms
in 2-D and 3-D.
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Figure 33: Comparison of the hop stretch factor for the deterministic routing algo-
rithms in 2-D and 3-D.
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Figure 34: Comparison of the delivery rate for the randomized routing algorithms in
2-D and 3-D.
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Figure 35: Comparison of the hop stretch factor for the randomized routing algorithms
in 2-D and 3-D.
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Chapter 5

Conclusion and Future Work

We have studied the UDG and its associated spanning subgraphs, GG and RNG, in
3-D and extended the position-based routing algorithms to adapt to the context of
3-D. Our simulation showed that the Ellipsotd routing algorithm does not give better
delivery rate than the Greedy routing algorithm as the number of nodes increases.
This conclusion differs from what is claimed in [YS04].

The primary interest of the thesis is the 3-D localized position-based routing
algorithm. Before proposing our projective-based algorithms, we started by a new
routing approach in 3-D and named it JCR (Intersection Count Routing) algorithm.
The algorithm first defines a number of planes using the source and destination nodes
and their neighboring nodes as third point of each plane. The number of planes is then
equal to the sum of neighboring nodes of the source and destination. The routing
decision of a current node is determined by the greatest number of intersections

between the segment formed by the source and its neighboring node and the planes
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defined earlier. This 3-D routing algorithm, however, gives worse performance than
Greedy routing algorithm. The result of this algorithm is then excluded from the
thesis work.

Our first proposed algorithm, Projective FACE routing algorithm on two orthog-
onal planes, performs significantly better in terms of delivery rate than the other
deterministic routing algorithms. However, the projected graphs may have crossing
edges that cannot be eliminated by using only the local information. The delivery
is thus not guaranteed. We further attempted to explore different approaches and
proposed three heuristics. The heuristics of adaptive behavior scale (ABS) and the
least-squares projection (LSP) plane make our projective-based algorithm more effi-
cient by improving the hop stretch factor. By having the heuristic of multi-projection-
plane strategy, our Adaptive Least-Squares Projective FACFE routing algorithm on 16
or more projection planes gives nearly certain delivery rate on UDG (100% generated
by our simulations).

The projected graphs on the planes are not necessarily to be planar graphs and
a planar graphs cannot be extracted from these projected graphs using a localized
method. We have to use a threshold value to terminate the routing process if the
number of hops traversed exceed that value. However, we have no heuristics to
detect the looping of our projective-based algorithms on the projected graphs that are
possibly non-planar. If the occurrence of looping can be detected as soon as possible,
the efficiency of our algorithms will be potentially improved. One interesting approach

to deal with this problem is to introduce a constant memory, O(1), for memorizing a
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node and an edge. Once a certain number of hops have been traversed, the algorithm
will pick a node and store the position information of that node as well as the edge
that leads to that node as the part of the packet or message being delivered. For the
subsequent routing process, the verification of the node and the edge is required. If
the same node and the edge are detected, this indicates the occurrence of looping.
Once the looping is detected, we can use the heuristics of our adaptive approach and
multi-projection-plane strategy proposed in this thesis. Hence, the hop stretch factor
will be potentially reduced.

Our simulation results showed that the 3-D deterministic routing algorithms ( Greedy,
Compass, Ellipsoid and Most Forward routing algorithms) give nearly the shortest
path although the delivery rate of these algorithms are relatively low. By hybridiz-
ing one of the four algorithms with our Projective FACE or Adaptive Least-Squares
Projective FACE routing algorithms, we are able to benefit from both algorithms in
which the former can route with shorter path and the latter can give much better

delivery rate. This also remains as our future work.
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Appendix A

Appendix

R=15 R =20 R =25 R =30 R =35
Algorithm Avg g Avg o Avg g Avg o Avg [}
Compass 98.06%] 1.37] 82.98%]4.03] 63.15%| 4.43] 83.96%| 3.35] 96.73%| 1.74
Greedy 97.97%] 1.47] 82.52%]4.03] 62.40%| 4.21] 83.32%| 3.45] 96.09%] 1.97
Ellipsoid 95.37%] 2.09] 73.42%]4.05] 49.57%| 4.28] 66.18%] 4.17] 83.09%| 3.50
Most Forward 97.75%] 1.47] 82.41%|4.13] 62.34%| 4.58] 83.16%] 3.17] 96.30%]| 1.85
Projective FACE| 99.99%] 0.10) 99.00%| 0.97] 92.03%{ 2.50} 95.91%j 1.82] 98.51%| 1.25

Table 3: The delivery rate on UDG.
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R=15 R =20 R =25 R =30 R=35

Algorithm Avg g Avg a Avg o Avg g Avg g
Compass 1.00] 0.03] 1.01}] 0.06] 1.03f 0.10} 1.05] 0.12} 1.04] 0.12
Greedy 1.00] 0.02] 1.01] 0.04] 1.02] 0.07] 1.03} 0.09} 1.02] 0.07
Ellipsoid 1.01] 0.05] 1.02] 0.09] 1.05{ 0.12] 1.08{ 0.16} 1.10} 0.19
Most Forward 1.00{ 0.04] 1.01{ 0.06] 1.03] 0.09§ 1.04] 0.11} 1.03] 0.10
Projective FACE] 1.58| 3.09] 4.62| 7.98] 9.54| 12.30} 10.05| 14.58} 7.71{ 13.83

Table 4: The hop stretch factor on UDG.
UDG GG RNG

Algorithm Avg o Avg o Avg o
Compass 63.15%| 4.43] 60.41%| 4.93] 52.63%| 5.05
Greedy 62.40%| 4.21] 60.76%| 5.38] 52.88%| 5.00
Ellipsoid 49.57%| 4.28] 49.53%| 5.24]142.77%| 5.01
Most Forward 62.34%| 4.58] 59.44%| 5.05}51.43%| 4.81
Projective FACE] 92.03%] 2.50] 92.90%| 2.70]92.72%| 2.63

Table 5: The delivery rate for the radius of 25 on different graphs.

UDG | GG RNG
Algorithm Avg o Avg o Avg o]
Compass 1.03] 0.10}] 1.03] 0.08] 1.02| 0.06
Greedy 1.02] 0.07§ 1.02] 0.07) 1.01] 0.05
Ellipsoid 1.05] 0.12] 1.03] 0.09] 1.01] 0.05
Most Forward 1.03] 0.09§y 1.02] 0.07] 1.01] 0.05
Projective FACE| 9.54 12.30] 9.25|11.77] 8.74]10.32

Table 6: The hop stretch factor for the radius of 25 on different graphs.
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UDG GG RNG

Algorithm Avg g Avg a Avg o]
Projective FACE 03.80%| 2.19] 94.47%| 2.36] 95.06%| 2.10
Projective4 FACE 98.16%| 1.27] 98.37%| 1.25] 98.90%| 0.90
Projective8 FACE 99.51%| 0.64] 9951%] 0.69] 99.72%| 0.49
Projective16 FACE 09.95%| 0.22] 99.88%| 0.35] 99.91%] 0.29
Projective32 FACE 99.99%| 0.10f] 99.95%| 0.22] 99.94%| 0.24
Adap. LS-Proj. FACE 98.95%| 1.04] 99.03%| 0.98] 99.34%| 0.80
Adap. LS-Proj4. FACE 99.78%| 0.56] 99.80%| 0.42] 99.91%] 0.29
Adap. LS-Proj8. FACE 99.97%] 0.17] 99.98%| 0.14] 99.99%] 0.10
Adap. LS-Proj16. FACE | 100.00%{ 0.00§ 99.99%| 0.10] 99.99%| 0.10
Adap. LS-Proj32. FACE | 100.00%| 0.00§ 100.00%| 0.00] 100.00%| 0.00

Table 7: The delivery rate of our projective-based routing algorithms for the radius
of 25.

UDG GG RNG
Algorithm Avg g Avg o Avg o)
Projective FACE 24 93| 54.67]24.38| 53.30] 20.44| 43.61
Projective4 FACE 36.38] 80.04] 32.80] 69.36] 27.74] 58.93
Projective8 FACE 42.33| 97.03]37.31]83.43] 30.57| 67.51
Projective16 FACE 45.99] 113.071 39.83| 94.15] 31.96| 77.34
Projective32 FACE 46.65] 117.81]140.63] 99.22] 32.50] 83.73

Adap. LS-Proj. FACE 13.82| 27.16]12.81124.51] 11.81{20.47
Adap. LS-Proj4. FACE 15.76] 35.58] 14.59|32.19]12.82] 25.21
Adap. LS-Proj8. FACE 16.56| 40.47]15.22] 35.74} 13.06] 26.98
Adap. LS-Proj16. FACE ] 16.85] 44.02{15.26| 35.96] 13.06{ 26.98
Adap. LS-Proj32. FACE] 16.85] 44.02] 15.38| 37.88] 13.15] 28.55

Table 8: The hop stretch factor of our projective-based routing algorithms for the
radius of 25.
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R=15 R=20 R =25 R =30 R=235

Algorithm Avg a Avg g Avg g Avg a Avg g
Projective FACE 99.99%{ 0.10] 99.07%] 0.97] 93.80%] 2.19] 98.49%| 1.14] 99.80%f 0.45
Projective4 FACE 100.00%{ 0.00] 99.83%| 0.38] 98.16%| 1.27] 99.86%{ 0.37f 99.95%] 0.22
Projective8 FACE 100.00%| 0.00] 99.96%] 0.20] 99.51%| 0.64] 99.98%| 0.14] 99.99%] 0.10
Projective16 FACE 100.00%] 0.00] 99.99%] 0.10] 99.95%] 0.22] 100.00%] 0.00] 100.00%} 0.00
Projective32 FACE 100.00%] 0.00] 99.99%| 0.10] 99.99%]| 0.10] 100.00%| 0.00] 100.00%} 0.00

Adap. LS-Proj. FACE 100.00%| 0.00] 99.85%| 0.38] 98.95%| 1.04] 99.80%| 0.45] 99.93%| 0.29
Adap. LS-Proj4. FACE 100.00%| 0.00] 99.98%| 0.14] 99.78%| 0.56] 99.99%| 0.10] 100.00%| 0.00
Adap. LS-Proj8. FACE 100.00%| 0.00] 100.00%| 0.00] 99.97%| 0.17] 100.00%| 0.00] 100.00%| 0.00
Adap. LS-Proj16. FACE | 100.00%{ 0.00] 100.00%{ 0.00] 100.00%j 0.00} 100.00%| 0.00} 100.00%| 0.00
Adap. LS-Proj32. FACE | 100.00%] 0.00} 100.00%| 0.00] 100.00%{ 0.00] 100.00%| 0.00] 100.00%} 0.00

Table 9: The delivery Rate of our projective-based routing algorithms for different
radii.

R=15 R =20 R =25 R =30 R =356
Algorithm Avg g Avg o Avg g Avg g Avg g
Projective FACE 2.40] 17.13] 11.76] 41.42] 24.93| 54.67] 21.83| 54.01] 12.98]| 40.60
Projective4 FACE 2.44] 17.71] 13.88] 49.19] 36.38| 80.04] 26.39| 67.63} 13.73| 45.67
Projective8 FACE 2.44] 17.71] 14.73| 55.73] 42.33] 97.03§ 27.20| 71.70} 14.03| 48.01
Projective16 FACE 2.44| 17.71} 15.01]| 58.08] 45.99{113.07] 27.38| 72.80} 14.18| 50.46
Projective32 FACE 244} 17.71] 15.01] 58.08] 46.65]117.81] 27.38| 72.80} 14.18| 50.46

Adap. LS-Proj. FACE 1.52] 5.66] 5.35] 16.48] 13.82| 27.16] 13.44| 27.82§ 9.96] 23.85
Adap. LS-Proj4. FACE 1.48] 3.42) 5.76] 20.22] 15.76] 35.58] 14.09{ 32.68§ 10.31| 26.87
Adap. LS-Proj8. FACE 1.48] 3.42] 5.85{ 21.35] 16.56{ 40.47] 14.17] 33.55{ 10.31| 26.87
Adap. LS-Proj16. FACE] 1.48] 3.42] 5.85] 21.35] 16.85] 44.02] 14.17| 33.55§ 10.31{ 26.87
Adap. LS-Proj32. FACE|] 1.48] 3.42] 5.85] 21.35] 16.85] 44.02] 14.17] 33.55) 10.31| 26.87

Table 10: The hop stretch factor of our projective-based routing algorithms for dif-
ferent radii.

R=5 R=10 R=15 R =20 R =25 R =30 R =35
Algorithm Avg o Avg o Avg o Avg g Avg o Avg | o Avg ] o
2D-Compass 99.90%] 0.30] 91.83%| 2.70] 73.11%| 4.44] 92.73%] 2.53] 99.43%( 0.82
2D-Greedy 99.88%] 0.35] 91.29%] 2.70F 71.78%} 4.41} 91.41%] 2.65] 99.26%] 0.88
2D-Ellipsoid 98.97%| 0.99] 83.35%| 3.62] 56.39%| 5.43] 76.85%] 3.80] 91.40%] 2.87
2D-Most Forward | 99.84%] 0.39] 91.52%| 2.62] 72.48%]| 4.38] 92.17%{ 2.69] 99.32%] 0.92
3D-Compass 98.06%] 1.37] 82.98%| 4.03] 63.15%] 4.43] 83.96%| 3.35} 96.73%] 1.74
3D-Greedy 97.97%4} 1.47] 82.52%| 4.03] 62.40%] 4.21] 83.32%| 3.45] 96.09%| 1.97
3D-Ellipsoid 95.37%| 2.09] 73.42%] 4.05] 49.57%] 4.28] 66.18%| 4.17] 83.09%| 3.50
3D-Most Forward 97.756%] 1.47} 82.41%] 4.13] 62.34%] 4.58] 83.16%] 3.17] 96.30%) 1.85

Table 11: The delivery rate for the deterministic routing algorithms in 2-D and 3-D.

64



R=56 R=10 R=15 R=20 R=25 R=230 R=235
Algorithm Avg] o [Avg] o JAvg] o |Avg] o JAvg] o JAvg} o JAvgl o
2D-Compass 1.00; 0.03] 1.02]0.08] 1.0610.11} 1.081 0.14] 1.08]| 0.15
2D-Greedy 1.00§0.01] 1.00} 0.03] 1.01] 0.05} 1.01}0.06§ 1.01] 0.04
2D-Ellipsoid 1.00]0.04] 1.03}§0.10] 1.08}0.15] 1.12] 0.19]1 1.14{0.22
2D-Most Forward | 1.00} 0.02} 1.01] 0.05]1.02{ 0.07] 1.02] 0.08} 1.01] 0.06
3D-Compass 1.00]1 0.03] 1.01{ 0.06] 1.03{0.10} 1.05] 0.12] 1.04| 0.12
3D-Greedy 1.00] 0.02] 1.01{0.04] 1.0210.07]1.03] 0.09] 1.02{ 0.07
3D-Ellipsoid 1.01{0.05§1.0210.0911.05{0.1211.08] 0.16§1.10{ 0.19
3D-Most Forward 1.00]/0.04] 1.01]0.06} 1.03{0.09] 1.04] 0.111 1.03]10.10

Table 12: The hop stretch factor for the deterministic routing algorithms in 2-D and
3-D

R=5 R=10 R=15 R =20 R=25 R =30 R =35
Algorithm Avg o) Avg a Avg a Avg ] Avg g Ag | o Avg | o

2D-Random Compass 99.99%( 0.10] 98.38%j 1.16] 88.10%| 3.47] 98.30%) 1.44] 99.98%) 0.14

2D-Random Greedy 100.00%] 0.00] 98.43%] 1.21] 87.77%| 3.52] 97.90%| 1.45] 99.89%| 0.34

2D-Random Ellipsoid 100.00%| 0.00} 98.43%] 1.12] 87.72%] 2.89] 98.00%! 1.28] 99.92%] 0.27

3D-Random1 Compass 99.69%| 0.58] 91.18%§ 2.77) 75.23%§ 4.57] 93.51%| 2.65] 99.30%{ 0.79
3D-Random1 Greedy 99.73%| 0.49] 91.23%] 2.86}§ 75.14%| 4.32] 93.66%| 2.22] 99.32%| 0.82
3D-Random1 Ellipsoid 99.70%| 0.54] 91.10%] 2.65] 75.22%| 3.89] 93.30%| 2.36] 99.29%| 0.78
3D-Random2 Compass 99.58%| 0.62] 91.84%| 2.44% 77.77%] 4.76] 93.22%| 2.46] 99.26%| 0.91
3D-Random2 Greedy 99.59%] 0.62] 91.71%] 270} 77.34%| 4.78] 92.32%| 2.55] 99.04%| 0.99
3D-Random2 Ellipsoid 99.59%] 0.60] 90.98%| 2.46] 76.96%| 4.45] 92.44%{ 2.47} 99.11%| 0.87

Table 13: The delivery rate for the randomized routing algorithms in 2-D and 3-D.

R=5 R=10 R=15 R=20 R=25 R =30 R=35

Algorithm Avgl o JAvg] o JAvg] o JAvg] o JAvg]l o JAvg] o JAvg]| o
2D-Random Compass }1.12]0.66]2.09}2.20}2.70} 2.44} 1.94] 1.75} 1.36] 0.88
2D-Random Greedy 1.11]0.61]12.03}2.1112.62] 2.40] 1.83] 1.62]11.28| 0.75
2D-Random Eilipsoid 1.12]0.60] 2.02] 2.03} 2.62] 2.33§ 1.90| 1.6711.34]| 0.77

3D-Random1 Compass 1.6841.90] 3.25]13.55}4.07]| 3.70) 3.63| 3.45) 2.37| 2.22
3D-Random1 Greedy 1.65] 1.84] 3.20) 3.48] 4.08] 3.73] 3.59| 3.48) 2.36] 2.23
3D-Random1 Ellipsoid 1.66] 1.86] 3.13| 3.40} 4.14] 3.76] 3.65] 3.48] 2.39] 2.28
3D-Random2 Compass 1.63]1.71}2.56|2.67]2.66] 2.361 2.03} 1.80] 1.46] 1.02
3D-Random2 Greedy 1.6311.73]12.47|2.51] 2.60} 2.32} 1.97} 1.73] 1.43] 0.97
3D-Random2 Ellipsoid 1.67]1.74] 2.58| 2.58]2.77] 2.38] 2.19] 1.80] 1.69] 1.16

Table 14: The hop stretch factor for the randomized routing algorithms in 2-D and
3-D.
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