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ABSTRACT

Design and Performance Analysis of VDSL Systems
with Per-tone Equalization

Peng Fei Wang

Digital subscriber line (DSL) is considered as an attractive approach to transmit
high-speed data due to its advantage in the provision of affordable broadband services in
a wide range of end users without massive capital outlays. Very-high-speed DSL (VDSL)
is the latest generation of the xDSL family. It is a promising internet access technique for
broadband services, which is capable of supporting high-definition television (HDTV),
Voice over IP, and general Internet access over a single twisted pair of wires. In order to
overcome the harsh VDSL transmission environment and to realize a reliable high-speed
data transmission, equalization technique is required at the receiver to compensate for the
channel attenuation and distortion.

In this thesis, we focus on the design and performance study of VDSL systems using the
per-tone equalization (PTEQ). Some background material pertaining to VDSL systems
and equalization techniques is first presented. The per-tone equalization technique is then
investigated. Based on a two-port model of the subscriber loop, namely, the so-called
ABCD theory, the transfer function of various VDSL test loops are well formulated and
simulated. A practical VDSL system with configurations following the standard as well as
the PTEQ in the receiver is designed and simulated. Performance study is conducted over
several VDSL test loops with various channel conditions, showing a great improvement

on the SNR of the received signal and the overall transmission bit-rate of the VDSL

ii
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system as a result of employing the PTEQ. In order to reduce the computational
complexity of the training-based PTEQ initialization, a few adaptive schemes based on
the NLMS and SR-RLS algorithms are proposed. Various simulation results regarding the
convergence speed of the two adaptive algorithms, the number of equalizer taps and
different VDSL test loops are presented. A comparison of the performances of the two

adaptive initialization schemes is also presented.
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Chapter 1

Introduction

1.1 Need for DSL

Nowadays Internet access plays such an essential role in our daily activities that we need
it to work in coordination, acquire useful information, fulfill business and financial
services, and support home entertainment, etc. Moreover, the speed requirement of
internet access is becoming higher and higher to accommodate various emerging
applications, such as interactive multimedia communications, remote access to corporate
LAN:S, digital telephony, video on demand (VoD) and video retrieval or streaming, etc [1].
Broadly speaking, to transmit high-speed data from and to customer premises, four
principal media can be used, namely, digital subscriber line (DSL), coaxial cable, optical
fiber and wireless. Among the several candidates, DSL is considered as an attractive
approach, since it provides a simple, affordable mechanism to give broadband services to
a wide range of end users, varying from residences to small/medium-size businesses. In
addition, by using copper loops, it enables carriers to offer value-added high-speed
networking services without massive capital outlays.

Over the last two decades, the access techniques using DSL have been well developed.
Several types of DSL based high-speed access techniques have been proposed and some
of them have been widely put into services, such as asymmetric DSL (ADSL). There are

four main variations in the xDSL family which are briefly described as follows:
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Integrated services digital network (ISDN) DSL (IDSL)—It is expected to transmit data

from a user to a destination at 144 kbps using digital transmission. ISDN is capable of
delivering two simultaneous connections, in any combination of data, voice, and fax, over
a single line. IDSL is superior to ISDN in that IDSL provides always-on connections and
transmits data via a data network rather than the traditional voice network.

High-speed DSL (HDSL), symmetric DSL (SDSL) and symmetric high-speed DSL

(SHDSL)—They offer the same bit-rate in both upstream and downstream. HDSL

requires two phone lines to deliver the basic data rate (1,544 kbps), and it can reach a
maximum rate of 2,312 kbps when three lines are used; SDSL outperforms the HDSL by
achieving up to 2,312 kbps while requiring one telephone line only; SHDSL further
improves HDSL and SDSL, and features symmetrical data rates from 192 kbps to 2,312

kbps with one line and 384 kbps to 4,624 kbps with two lines [47].

ADSL—1t is presently the most common form of DSL used in home networking. It has

been designed to provide a higher bit-rate up to 8 Mbps for downstream while the bit-rate
is limited to 1Mbps for upstream, since many typical uses of the web, for example, file
downloading and web browsing, need more bandwidth in downstream than upstream. As
a simplified form of ADSL, G.Lite requires less installation at the expense of providing a
lower bit-rate (maximum of 1,554 kbps in downstream and that of 384 kbps in upstream).
Like G.Lite, rate-adaptive DSL (RADSL) supports a much lower maximum downstream
data rate (1,088 kbps) than regular ADSL, but RADSL is more tolerant of errors caused
by noise and signal loss through adjusting the upstream bandwidth to create a greater
frequency band for the downstream traftic.

Very-high-speed DSL (VDSL)—It is the latest generation of xDSL family. VDSL is
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designed for use in a neighborhood where optical fiber connection to the central office
(CO) is available and end users are reachable via copper wires spanning about 1.5 km
from the fiber end. It is capable of providing data transmission up to a theoretical limit of
52 Mbps for downstream and 12 Mbps for upstream in asymmetric mode, or 26 Mbps in
both directions in symmetric mode. Table 1.1 gives comparisons of the four
representative DSL techniques in xDSL family regarding bit-rate, bandwidth and the
distance covered.

Table 1.1 The xDSL family

Bit-rate Bandwidth Coverage
IDSL 144 kbps 80 kHz 10 km
HDSL 2.312 Mbps 392 kHz 5 km
ADSL 8/1 Mbps 1.104 MHz 5km
VDSL 52/12 Mbps 12 MHz 2km

Due to its fast speed, VDSL is a promising technique for broadband services and
applications through a single twisted pair of wires, including high-definition television

(HDTV), Voice over IP, and general Internet access.

1.2 VDSL Transmission Environment

VDSL has been proposed as a broadband transmission technique primarily for use in
hybrid fiber/copper systems connecting optical network units (ONUs) to customer
premises. There are two configurations for connection of ONUs to the central office, that
is, fiber to the exchange (FTTEX) and fiber to the cabinet (FTTCab). In FTTEx systems,
the customer premises are close to the local exchange and can be served directly from the

ONUs inside the CO, which is the case suitable for business service. In the second
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configuration, i.e., FTTCab systems, the ONUs are outside the CO such that residential

premises can be served from a street cabinet. The length of the loop from ONU to a

customer varies from 300 meters to 1.5 km. With FTTEx and FTTCab configurations, a

large VDSL coverage can be guaranteed regardless of the distance between customer

premises and the central office.

Subscriber loops are used to connect end users to ONUs, each of which consists of a pair

of insulated copper wires of gauges ranging from 26 AWG (American wire gauge) to 19

AWG (approximately 0.4 to 0.91 mm in diameter) [2]. A typical loop plant consists of

hundreds to thousands of twisted pairs deployed from ONU. These pairs of wires are then

grouped into a maximum of 50 cable binders, each containing 10, 25, or 50 pairs, which

are eventually dropped to customer premises.

As the subscriber loop was designed and deployed originally for voice transmission, the

transmission of high bit-rate data using the same twisted pairs is a nontrivial task. Below,

we give a brief overview of the main impairments that a VDSL system has to deal with.

® Attenuation. Signals transmitted over twisted pairs would be attenuated due to the
impedance of wires. This attenuation depends on several factors including the type of
dielectric used, the form of twisting, and the gauge as well as the length of the wire.
It increases with the frequency of the transmitted signal and the length of the wire.
Therefore, the attenuation reduces the bit-rate or capacity of the VDSL system,
especially when the loop is very long and the transmitted signal has a wide
bandwidth,

e Bridge taps. Bridge taps are open-circuited twisted pairs that are connected to a

transmission pair. They could be left from the previous installation and maintenance
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work or they are reserved for future extension of the deployment. Figure 1.1 shows a
few typical configurations of bridge taps, where (a) represents a simple bridge tap,
and (b) illustrates a more complicated but less common case, namely, a bridge tap
exists on another bridge tap. The main impairment caused by bridge taps is the big

notches in the transfer function of the transmission line, since the DSL signal is

X

(a) (b)

Figure 1.1 Bridge taps: (a) a simple tap; (b) a bridge tap on another tap

reflected back from the end of a bridge tap and the reflected signal is mixed with the
original signal, which results in very low transmission signal strength at certain
frequencies.

® Crosstalk. Crosstalk between pairs in the same cable binder is a dominant
impairment in DSL systems, and it is caused by electromagnetic radiation of other
telephone lines physically located in a close proximity. As shown in Figure 1.2, two
types of crosstalk can be distinguished: the near-end crosstalk (NEXT) caused by
signals traveling in opposite directions, and the far-end crosstalk (FEXT) caused by
signals traveling in the same direction.

As other types of DSL signals, such as ADSL and HDSL, may be transmitted through
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the same cable binder, the crosstalk can further be classified into self-crosstalk
(S-NEXT, S-FEXT), and alien-crosstalk (A-NEXT, A-FEXT). The self-crosstalk is
caused by other VDSL signals, while the alien-crosstalk is due to other types of DSL
signals. As the VDSL downstream and upstream transmissions occur in different
frequency bands, the self near-end crosstalk (S-NEXT) is normally ignored in VDSL

systems,

Multi-Pair Cable

Twisted Pair j l Twisted Pair i
|

TX/RX / \ * \ TX/RX

PR
x 7

Near End Cross Talk Far End Cross Talk
NEXT FEXT

Figure 1.2 NEXT and FEXT in a cable binder

® Radio frequency ingress (RFI), background noise and impulsive noise. The RFI
noise appears as a continuous narrow band interferer to VDSL signals whose peak
envelope power could be as high as -10 dBm. It is caused by amplitude modulation
(AM) radio signal or amateur radio (HAM) signal that is transmitted in close
proximity of a VDSL transceiver. The background noise is a common additive white
Gaussian noise (AWGN) with a fixed PSD level of -140 dBm as defined in [3]. The
impulsive noise is a temporary and random interfering signal that is caused by

switching of electronic devices such as a refrigerator, a computer, etc.
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1.3 Equalization in VDSL

To implement a reliable high-speed data transmission in the harsh VDSL channel
environment, equalization techniques are required at the receiver to compensate for the
channel attenuation and distortion. More specifically, the equalization of VDSL systems
is based on a particular modulation scheme, which is called the discrete multi-tone (DMT)
modulation. DMT is an appropriate and powerful transmission scheme adopted to cope
with the dispersive transmission characteristics of the VDSL channel. By partitioning the
overall communication channel into a set of parallel and orthogonal sub-channels (tones),
the equalization of a VDSL transmission system is reduced to a set of smaller and
independent equalization problems at different tones. If the number of tones is
sufficiently large, each separate tone becomes narrowband and the channel frequency
response can be considered flat within the tone bandwidth and can be represented by a
simple complex-valued scalar. Under the condition that no inter-symbol interference (ISI)
is introduced and each sub-channel is ideally separated in the frequency domain, the
equalization problem is then simplified as multiplying a scalar to each tone individually
at the receiver. The further details of DMT are given in Section 2.2.

In practical situations, however, the channel impulse response is usually longer than the
guard period inserted between symbols, and the sinc-shaped spectra of DMT sub-carriers
have big side-lobes (see Section 2.2.1 for detail). As a result, ISI and inter-channel
interference (ICI) are introduced inevitably. To mitigate the interferences, advanced
equalization strategies have to be adopted sequentially. As summarized in [4], a number
of equalization techniques have been proposed for DMT based systems. In these

techniques, different criteria have been used to optimize the DSL system performance,
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such as shortening the channel impulse response, maximizing the signal-to-noise ratio
(SNR), minimizing the ISI, and maximizing the bit-rate, out of which achieving the
maximum bit-rate is always the ultimate goal of DSL transmission. Among several
equalization methods aimed at maximizing the bit-rate, the per-tone equalization (PTEQ)
proposed in [5] outperforms all the others [6, 7, 8, 12], which will be the main research

focus of this thesis.

1.4 Objective and organization of the thesis

PTEQ can achieve a large overall channel capacity by means of maximizing the capacity
for each tone individually. Simulation results of PTEQ under data model for ADSL have
shown its superiority in system performance over other TEQs. It cannot only achieve a
higher transmission bit-rate, but also exhibit a better robustness in the presence of RFI or
bridge taps. In this thesis, we investigate the PTEQ technique for the VDSL system and
carry out detailed simulation study for different types of VDSL loops in various
transmission environments. The frequency response of VDSL loops is obtained by
modeling the twist pair transmission line, and a practical simulation system is constructed
based on the standard T1.424 given by ANSI (American National Standards Institute).
The computational complexity of PTEQ during data transmission is presented as well. In
order to efficiently initialize the PTEQ tap weights, besides the basic minimum mean
square error (MMSE) algorithm, this thesis focuses on the design of adaptive PTEQ
algorithms using recursive least-squares (RLS) and the least-mean-square (LMS) criteria.
The rest of the thesis is organized as follows.

In Chapter 2, we will provide background materials on the equalization issues of
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DMT-based VDSL systems. We will show what makes multi-channel modulation
attractive for broadband DSL communication systems, how DMT modulation is related to
multi-carrier modulation, and why additional signal processing is required to make DMT
modulation suitable for DSL systems. The thought behind the time domain equalization
(TEQ) and the frequency domain equalization (FEQ) will also be revealed.

In Chapter 3, based on previous TEQ and FEQ techniques, we will present the concept
and the structure of PTEQ. PTEQ is the first DMT equalization technique to guarantee
bit-rate maximization and hence outperforms other TEQs. The memory and
computational cost of PTEQ will also be discussed in this chapter. A simulation study of
PTEQ in VDSL environment is carried out, in which the parameters and processes as
required by the VDSL standard will be followed.

Chapter 4 is concentrated on the adaptive initialization of PTEQ. Although the
computational cost of PTEQ during data transmission stage is comparable to traditional
TEQ methods, it is very heavy in the initialization stage of the equalizer. In order to
reduce the computational burden in initialization, LMS and RLS algorithms are
implemented in PTEQ. The performance and convergence speed of the PTEQ using
different adaptive schemes are studied and compared through computer simulations.
Simulation results showing the improved performance of VDSL systems with PTEQ are
presented.

Finally in Chapter 5, some concluding remarks on PTEQ in VDSL systems as well as

suggestions for future study are provided.
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Chapter 2

Background

As mentioned in the previous chapter, in order to implement the desired high bit-rate
transmission, a VDSL system has to overcome several impairments due to transmission
environments by using proper modulation schemes as well as advanced equalization
techniques. In this chapter, we introduce some fundamental concepts behind the discrete
multi-tone (DMT) modulation, as well as basic principles of channel equalization applied
in VDSL systems.

In Section 2.1, multi-carrier (MC) modulation and bit loading are introduced. The
concept of MC modulation is presented in Section 2.1.1. Based on the channel capacity
definition in Section 2.1.2, which represents the maximum bit-rate that a channel could
transmit, it is argued in Section 2.1.3 that the MC modulation is capable of achieving the
channel capacity by means of a special bit loading scheme, namely, water-filling bit
loading.

In Section 2.2, DMT modulation is reviewed in detail. A modification is introduced in
Section 2.2.1 by adding a cyclic prefix (CP) to the transmitted DMT symbols, which
leads to an efficient DMT transceiver. The structure of VDSL transmitter and that of
receiver are presented in Section 2.2.2 and Section 2.2.3, respectively.

In Section 2.3, some guidelines and concepts on equalization techniques are given.
Equalization is required to recover the performance loss with DMT modulation, such as

inter-symbol interference (ISI) and inter-channel interference (ICI). Section 2.3.1 presents

10
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several TEQ techniques based on different optimization criteria, whereas Section 2.3.2
discloses the common mathematical basis shared by almost all TEQs that is based on the

maximization of a product of generalized Rayleigh quotients.

2.1 Multi-carrier Modulation and Bit Loading

2.1.1 Multi-carrier modulation concept

To transmit reliable high bit-rate signals in the harsh VDSL environment, one option is to
employ a single carrier system, in which the signal sequence is transmitted serially at a
certain specified rate, and the receiver will require much complexity to overcome the ISI
introduced by time dispersion and non-ideal frequency response of the channel.
Alternatively, another modulation scheme, namely, multi-channel (MCH) modulation can
be used to reduce the complexity of the equalization in the receiver.

MCH modulation forms a general concept to conceive a reliable communication system
by partitioning the transmission channel into N parallel and independent (or orthogonal)
sub-channels [13]. It is a natural choice to deal with a harsh transmission environment,
the constraints of limited available channel bandwidth, and the transmitting power and
receiver complexity. As a special case of MCH modulation, multi-carrier modulation
implements the sub-channel orthogonality by dividing the transmission bandwidth into
N independent frequency bands, referred to as sub-carriers or tones.

The transceiver structure of an MC system, which realizes this bandwidth partitioning, is
depicted in Figure 2.1 [14]. The incoming bit stream is fed to a channel encoder for
error-correction purposes, followed by an interleaver. The interleaver reorders the

11
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transmitted bytes to distribute a burst of errors, e.g., errors caused by an impulse noise,
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Figure 2.1 Concept of MC transmission [14]

over a longer time interval, thus avoiding the situation where data segments contain more
errors than can be corrected [15]. Then, the bit stream is split into N parallel bit streams
that are assigned to N tones, indexed from n=0 to n= N —1. The bits in each tone

could be different. It will be explained in Section 2.1.3 how the number of bits, 5, , for

each tone n is determined. After splitting, a symbol mapper translates the bits of each

tone to a complex-valued transmit (TX) symbol X, ,, where k represents the time

index and n the tone index, and the tilde “~” above x indicates a frequency-domain

version of x. Each transmitted symbol x,, corresponds to a point in a so-called
quadrature amplitude modulation (QAM) constellation [16], whose size (i.e., the number
of constellation points M, ) is related to the number of bits 5, by M, =2".
The modulator bank is fed with a sequence of N x1 transmitted symbol vectors

%oy =[ oo Fur Foa ] @2.1)
in order to generate the & -th DMT symbol

12
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5, ()= 3%, 4,(t—kT)) 22)

which is a superposition of N QAM symbols. Each term in the right-hand side of (2.2)

corresponds to the output of one individual orthogonal modulator function

é,(t) = g(H)e’*™" at a symbol rate of f, = TL Hz. All modulator functions use the same

5

2,

pulse shaping filter ¢(#), and the modulators e produce a frequency shift of

f, =nf, Hz in frequency domain. Using different pulse shaping filters in time domain

would give rise to different forms of bandwidth division in frequency domain. Generally
speaking, there are two ways to divide the sub-channels. As shown in Figure 2.2, scheme
(a) is to obtain sub-channels by dividing equally the overall frequency band. Note that the
subcarrier frequencies are orthogonal even though there is an overlap between two
consecutive sub-channels. The scheme (b) is again to divide the whole channel evenly but
without leaving overlap between sub-channels. Obviously, the first scheme is more
efficient in terms of the use of bandwidth, whereas the second scheme is advantageous in

avoiding inter-channel interference.

—
=<
[=><
>
| —

—
—
<
<
—

Figure 2.2 Frequency division of subchannels: (a) overlapped (b) non-overlapped
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The transmitted signal x(¢) is sent over the channel with impulse response A(f) and
then corrupted by additive noise z(¢), giving the received (RX) signal

y(O) = h(®)*x(t) +z(t) (2.3)

where * denotes the convolution operation. The demodulation of y(f) can be done by
means of a bank of demodulator functions ¢,"(—¢), which is matched to the transmitter

modulator bank. The N outputs of the demodulators are sampled at the symbol rate £,

and fed into the demapper to get the bits represented by a QAM symbol at each tone.
Then, the N parallel outputs are serialized to be deinterleaved and decoded eventually.

If the orthogonality of sub-channels is well preserved, no inter-carrier interference would
be introduced between the tones. Moreover, for a large number N of tones, the symbol

period T, is larger than the channel delay spread 7. Hence the tones can be considered

narrowband and the cannel frequency response can be assumed flat within a tone period
such that the inter-symbol interference can then be ignored. This leads to simple 1-tap
equalization for each sub-channel at the receiver which is often called a
frequency-domain equalizer (FEQ). The details of FEQ will be presented in Section
2.2.3.

In what follows, we will introduce the definition of channel capacity as a measure for
optimal system performance and explain how the MC system is capable of achieving the

channel capacity for a given transmitter power budget.

2.1.2 Channel capacity

The capacity C of a communication channel forms the upper bound on the number of

14
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bits that can be transmitted reliably over the channel. According to the noisy channel
coding theorem [16] given by Shannon, there exist channel codes (and decoders) that
make it possible to achieve reliable communication, with as small an error probability as
desired, if the transmission rate R is smaller than the channel capacity C.If R>C , it
is not possible to make the probability of error tend toward zero with any code. In other
words, one can always find a coding method for the error-free transmission of signals as
long as the transmission rate is lower than the channel capacity C.

Shannon derived an expression for the capacity of a flat channel in the presence of
AWGN in [17]:

C=Bb with b=log,(l1+SNR) 2.4
where C is the channel capacity in bits per second (bps), » the maximum number of
bits (per transmitted symbol) that can be transmitted reliably, B the channel bandwidth
and SNR the signal-to-noise ratio at the receiver. Shannon also suggested partitioning the
channel into a large number of narrowband AWGN sub-channels, in order to deal with
frequency selective channels. The MC system described in Section 2.1.1 is a possible
implementation of this idea. For a given channel with an overall bandwidth of B and

the signal-to-noise ratio of SNR  at the »-th tone in the receiver, the capacity of an MC

system over N parallel and independent tones can be obtained by summing the

capacities of all individual tones, i.e.,

4

-1
C =Y Bb, with b, =log,(1+SNR,) @2.5)

14

1l
<

Under the condition of a large number N, SNR, is given by:

15
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x.n

SNR, =—— (2.6)
O;

Zn

~ " .
where A, is the channel frequency response on tone n, o}, =g{|xk” } the transmit

power on tone #n and o}, = g{|§,€,nr} the power spectral density (PSD) of the noise on

tone n.

2.1.3 Water-filling bit loading

In practice, it is not possible to design a modulation scheme with limited implementation
complexity that is capable of achieving the channel capacity. In other words, practical
modulation schemes are not capable of realizing an error-free data transmission, even
when bit-rate R is lower than the channel capacity C. A certain level of bit error and a
gap between C and R have to be tolerated, leading to a feasible modification of (2.6)

by introducing an SNR gap I', for each tone in order to measure the actual bit-rate of an

MC system:

N-1
C=) Bb, with b, =1og2(1+S¥R") .7
=0

n

where b, is the actual number of bits per transmitted symbol that is transferred on tone
n. The SNR gap I', (which is often quantified in decibel (dB)) is determined by the

target BER, the finite-alphabet symbol mapping (e.g., QAM symbol mapping), the
channel coding and a noise margin [18]. The noise margin is a safety factor that accounts

for unmodeled noise sources, such as nonlinearities and impulse noise [19].

From (2.6) and (2.7), it is clear that the bit-rate increases with the transmit power of,n

16
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that is allocated to each tone. However, one cannot increase the power on each tone
unlimitedly because of the total transmit power budget in practical systems. The total

transmit power budget is given as:
N-1
ol =e{F % 1= 00, (2.8)
n=0

with X, , defined in (2.1). Then, we have to face the question as how the transmit power

is allocated in each tone so that the bit-rate R is maximized while keeping the total
transmit power within the budge. In [20], an answer has been given to this question. The

transmit power at tone »n is determined from

FRSLAS A (2.9)

where K is a constant and is not known a priori. The tones that would require a

negative transmit power og.f,n to satisfy (2.9) are turned off. That is, the power on these

tones is set to zero, since the SNR at these tones is too low to support a reliable

n’zn

[

.

38  ...100 102...255... Tone
39 101 256...

Figure 2.3 The water-filling principle
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transmission. Then, K can be derived from the total transmit power budget o7, the

number of tones with a positive transmit power o>, and the noise power on each tone.

This solution is referred to as the water-filling principle, as shown in Figure 2.3. The

name comes from the appearance of allocating the transmit power o, , which is like the

way of filling the water to a basin to reach a flat surface. When N — o, the MC system
with transmit power allocation based on the water-filling principle is capable of achieving
the channel capacity for a given transmit power budget.

Once the transmit power allocation has been determined, the number of bits b, on each

tone can be computed according to (2.5) directly, and the corresponding constellation size
of each tone can then be determined as well. Obviously, the largest number of bits is
allocated to the tones with the highest SNR. The number of bits allocated on a single tone

in VDSL ranges from 2 to 15, as defined in [3].

2.2 Discrete Multi-tone Transmission

In this section, we will refine the previously introduced multi-carrier modulation to the
discrete multi-tone modulation, by taking advantage of the discrete Fourier transform
(DFT) and the inverse DFT (IDFT). Cyclic prefix is added to a DMT symbol in order to
remove the ISI between DMT symbols as well as to function along with the DFT/IDFT
pair for DMT transmission. The structure of DMT transmitter and that of the receiver are

also discussed.

2.2.1 Cyclic prefix and DMT

18
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Due to channel delay spread, the first 7, seconds of the & -th transmitted DMT symbol

transmitted s > < b : >
signalx(t) | k-l k | k|
Channel i é i é i E f
Wy | B ;
received Dxi k1 N/ | E i
signal /(?) ‘—"““—"""I/A\i k ?\A :
b bl s——N T ]
T, T-T, T,
time

Figure 2.4 ISI between consecutive transmitted symbols

are corrupted by ISI from the (k—1)-th symbol, as illustrated in Figure 2.4. When
T, <<T,, a so-called guard period T, 27, can be inserted between the transmitted
symbols, such that the receiver may simply ignore the first 7, seconds of the received
signal and demodulate the received signal y(f) during the ISI-free time slot
((k—1T, +T,,kT;). The guard period can be implemented by inserting a prefix before

each transmitted symbol.
We now derive an equivalent discrete-time model of the transmission system. By

sampling the received signal )(¢), the transmitted signal x(f), the noise signal z(r) and

the channel impulse response (CIR) A(r) at a sufficiently high rate f, =% and

denoting the corresponding samples as y,=y(T.), x,=x(T.), z =z(T) and

h =h(IT)), respectively, y(f) in (2.3) can be written in discrete form as
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L
y = Z hx_,+z (2.10)

m=0

where the discrete-time CIR h=[#,---A ] has a length of L+1 =BW§J+1 samples and

s

the symbol |_ J denotes the floor operation. Since we need N received samples within

the ISI-free interval ((k—-1)7,+7,,kT)) to recover the NxI1 transmitted symbol vector

g

X.x 1n (2.1), the sampling period T, should not be larger than seconds, and

—gJ samples. Given the notation for a vector

5

the guard period then corresponds to v =[

that
Viij = [vk,i Vi1 Vi I (2.11)
where k is the DMT symbol index, the received and transmitted vectors with prefix can

be represented by y, .., and x,_,,.,, respectively. As the first L received samples
Yivvsa are corrupted by the ISI from vy, , ., a guard period of v samples
(v2 L) must be adopted and y, ., at the receiver will be ignored. Obviously, the use

of guard interval has reduced the bandwidth efficiency, and in turn decreased the bit-rate

by a factor of

Y Consequently, the choice of the length of the guard period v
+v

requires a proper compromise between the bandwidth efficiency and the complexity of
equalization.
Assuming that for the k-th DMT symbol a minimum guard period of v =L samples is

used and the remaining N ISI-free received samples y, are stacked in vector y, . ;.
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(2.10) can be rewritten as the following matrix form:

b, B e 0
Yo . Xy Zro
I N N M @.12)
Yin-1 0 N 0- hL- . ho X, N1 Zy N1

The k-th transmitted signal vector x,_,,, is the discrete-time equivalent of the
continuous-time transmitted signal x(#) in (2.2) in the time-interval ((k-1)T,,k7,) and

it can be written as:
N-1
Xk,—v:N—l = zgnxk,n = ka,N (2‘13)
n=0

Comparing (2.13) with (2.2), it is clear that the (N +v)x1 column vector g, is the
discrete-time version of the modulator function ¢, (f). The (N +v)xN modulation
matrix G=[g,---g,_,] maps the transmitted symbol vector X, , onto the transmitted
signal vector x,_,y_. At the receiver, the demodulation of the received signal vector
Yiono can also be represented by a matrix operation:

yk,N = FYk,O:N-l (2.14)
where the rows of F can be equivalently taken as the replacement for the demodulator
functions ¢, (~¢) of the MC system in Figure 2.1. Thus, we have to find a proper
modulator G and a demodulator F such that the N parallel and independent

sub-channels are created without introducing interferences between them.
An efficient solution has been given in [21], which is obtained by constraining the first

and the last v elements of x,_,,, in (2.12) to be equal, i.e., X, | =X, y_,.y - The
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sample vector x, ., is called a cyclic prefix (CP), as shown in Figure 2.5. The data

Cyclic
_>
prefix <+——— A Block of data symbols >
LastP P
symbols symbols
repeated

t

Figure 2.5: Cyclic prefix
model (2.12) can then be rewritten as:
Yion-1 = HeX oy + 2 on

where the channel matrix H. isan NxN circulant matrix:

B O 0 h h

B, - h 0 0 h
H.=|h - h h 0 0

0 h, - B B

0 0 h o h |

.15)

(2.16)

From the property of circulant matrix [22], H. can be represented by the discrete

Fourier transform (DFT) based eigenvalue decomposition (EVD):

= gH z
H. =%"H,,%

(2.17)

where £ is the NxN DFT matrix, £ the NxN inverse DFT (IDFT) matrix,

and H,, a diagonal matrix with the diagonal elements representing the discrete

channel frequency response:
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~ ~ o~ h
h, =[h0--.hN_l]f =‘¢N|:0 :| (2.18)
(N=L-1)x

Thus, one can replace the modulation matrix G in (2.13) with the IDFT matrix £

and the demodulation matrix F in (2.14) with the DFT matrix £, i.e.,
Xpona = ‘{/XIH’ik,N (2.19)

Yinw =AY iona (2.20)
such that the modulation and demodulation processes can effectively decouple the

channel into N parallel and independent tones, represented as follows:
Yin= HD,Nik,N +Zy (2.21)

where Z,, =%z, ,, . That is, the output signal at the »-th tone can be written as:

P=hi  +%,, (2.22)

By using the fast Fourier transform (FFT) algorithm for the DFT and IDFT, a discrete
multi-tone modulation (DMT) scheme can be well constructed.

The DMT modulation is a digital version of the original MC scheme in Section 2.1.1.

This is because the 7 -th row of the modulation IDFT matrix, denoted as £” where
J2n J2mmN-y T
./‘;={1 e . e N (2.23)

is equivalent to a bank of modulation functions ¢,(r) in (2.2) when the shaping filter is

a rectangular time-window and in the discrete form of N samples. However, the tones
are now overlapped in frequency, since the rectangular time-window has the sinc-shaped
spectrum with one main lobe and many side lobes. This is one of the methods to divide

the bandwidth as described in 2.1.1 and it is conceptually shown in Figure 2.2 (a).
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2.2.2 DMT transmitter

The discussions in the previous subsection form the basis of DMT modulation which has
been adopted in VDSL systems. We now describe in detail the structure of the DMT

transmitter. That of the receiver will be given in the next subsection.

—p
CP

*

X0 Xeo |

Serial-to & L Yi,1 s

Reed-Solomon -parallel| : :
10110 encoder 1101101 Nk ¥ X Filters
’ + 1 QAM [k, k|l L + -,
Interleaver z:gz;lﬂ ~  |[N-point /S DAC
X
¥ | IDFT
RN
Yrv-f

Figure 2.6: The DMT transmitter

The structure of a DMT transmitter is shown in Figure 2.6, which has a similar form as
the MC transmitter in Figure 2.1. The incoming bit stream is first encoded (e.g., using a
Reed-Solomon channel encoder [23] in VDSL), interleaved and split into parallel bit
streams. The number of bits in each parallel stream may be different, which can be
decided during the channel estimation and bit loading stage using the algorithm described

in Subsection 2.2.3. The bit streams are then mapped to QAM symbols X, ,. At each

DMT symbol instant k£, a block of QAM symbols, denoted as an Nx1 transmitted
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symbol vector X, , is fed to the modulation IDFT at a DMT symbol rate f, = i The

5

IDFT output at DMT symbol time % is given by x,,. We need to mention that, since
DSL systems use baseband transmission, the transmitted samples x,, should be real.

This is accomplished by imposing complex conjugate symmetry to X, , , namely,

T T

~ ~ ~% ~%

Xer1 ka = Xeva 7 X oy (2.24)
e ko

Note that N denotes the DFT/IDFT size, and % is the number of actual parallel

streams (i.e., tones) that can be used. Finally, a CP is added to obtain x,_,,_,, and the
N +v samples are then fed serially to the front-end of transmitter filter at a sample rate
equal to f, =(N+v)f,. The discrete-time sample x, is transformed into an analog

signal via a digital-to-analog converter (DAC). The front-end filters include low-pass and
high-pass filters to separate the plain-old telephone service (POTS) signal and the DSL

upstream and downstream transmissions.

2.2.3 DMT receiver

Figure 2.7 depicts a DMT receiver that performs the reverse operation of the transmitter.

The received signal y(f) is input to the front-end of a receive filter and then sampled by

an analog-to-digital converter (ADC). The TEQ block will be explained in the next

section. The samples of the received signal, y,, are stacked as the (N+v)x1 received

vector 'y, .y, where k is the DMT symbol index. The first v samples of y, _, .,
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Figure 2.7: The DMT receiver

i.e., ¥, correspond to the guard period to absorb the ISI between DMT symbols, and

thus are discarded. The remaining samples are split into N parallel streams, and

demodulated by means of a DFT to deliver y,, . Since the last % output samples,

~ . N . .
namely, Y v, are complex conjugate of the first 5 samples, as stated in Section
,2< -

2.2.2. Therefore, only ik M needs to be further processed. In addition, the DMT
5 -2‘

receiver equalizes the received signal to compensate for the channel attenuation. Since
we have assumed that the signals are transmitted through N parallel and independent

tones, the equalization is straightforward. That is to say, each tone just needs to be scaled

by the inverse of the discrete channel frequency response, i.e., gn = 71,,’1 . The estimate of
the transmitted symbol X, , is then given by
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"x’:.k,n = 6;,nj}k,n = En_l (5nik,n + Zk,n) = ik,n + E;lzk,n (2'25)
The one-tap equalization per tone is called the frequency-domain equalizer (FEQ).

Finally, the output of the FEQ is de-interleaved and decoded to recover the original

information bit stream.

2.3 Equalization for DMT-based Systems

2.3.1 Time domain equalization

In Section 2.2.1, it has been stated that the CP length v should be larger than or equal to
the channel dispersion delay L (the length of the channel impulse response) in order to
avoid ISI and ICI. In practice, however, the CP length is usually not sufficiently large
considering the bandwidth efficiency and the channel CIR characteristics. As a
consequence, the received tones at the receiver are not orthogonal and there is a
significant amount of ISI/ICI at the input of the decision devices.

Therefore, additional equalization is required in order to render the DMT modulation
suitable for VDSL systems. It has been suggested in [19] that a digital filter w could be
inserted before DFT demodulation, as shown in Figure 2.7, which is called a time-domain
equalizer (TEQ). It acts as a channel shortener such that the convolution of the A -tap
TEQ filter w and the CIR h of length L, ¢=h*w, has an actual length smaller than or
equal to the CP length v. Then the orthogonality between the tones is restored and the
ISI/ICI vanishes. In theory, however, the convolution e¢=h*w has a length of

L+M -1, which is normally larger than v. In order to shorten the channel impulse
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response, one can design the TEQ w such that most of the energy of the overall impulse
response is concentrated on the first v samples. We can denote the output of the TEQ w

as:

Yi—vnvaw = [yk,-v,w U Vievaw ]T (2-26)

where the subscript w denotes signals have been filtered by the TEQ w. After

discarding the CP y, the n-th equalized DFT output is given by

—v~Lw?

¢

wXpn t Zppw T ISI,MW + ICI (2.27)

yk,n,w =

k.n,w

where ¢, is the scalar of the overall frequency response on tone » and the residual

and ICI

knw

terms ISI depend on the equalizer design. The SNR, in (2.6) can then

knw

be modified as

7 2

[o ™
SNR, =
o, +&{|IST, .,

Znw

C

n

+eflcr,,,

. (2.28)
}

The design of TEQ is crucial and non-trivial. It has a considerable impact on all terms in

(2.28). Moreover, the equalization is performed before the DFT module, while the SNR

(2.28) is determined after the DFT. Hence, the TEQ should act in such a way that it
reduces jointly the ISI/ICI as well as the noises on all tones. The bad spectral containment
of the sinc-shaped tone spectrum complicates the TEQ task, as it causes leakage of the

desired signal, the residual ISI/ICI, and the noise to neighboring tones.

2.3.2 Common framework for TEQ design

Optimal TEQ design has turned out to be difficult and costly. Different TEQ design

criteria have been proposed for the design of TEQs, yielding a number of TEQ methods.
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Resorting to simplified procedures that are primarily based on time domain channel
shortening, the TEQ has been designed so that the convolution of the channel CIR and
the impulse response of the TEQ produces an overall impulse response with almost all of
its energy concentrated within a window. Two out of the most popular and earliest
channel-shortening TEQ design methods are the minimum mean-square-error (MMSE)
TEQ and the maximum shortening-SNR (MSSNR) TEQ. In the DSL context, however,
the maximization of bit-rate in a quasi-stationary environment is targeted. The
above-mentioned two designs are based on a time domain criterion that aims at low
computational complexity, and therefore, do not provide a maximum bit-rate.

Some TEQ design methods aiming at the bit-rate maximization have been presented,
including the maximum geometric SNR (MGSNR) TEQ design proposed by Al-Dhahir
[24], the maximum bit-rate (MBR) TEQ design given by Arslan [25] and the maximum
data rate (MDR) TEQ given by Milosevic [26]. These methods use some approximations
and assumptions in their adopted SNR models and therefore, they are suboptimum
without achieving a true maximum bit-rate.

All the TEQ design methods mentioned above fall under a common TEQ design
framework [4] that can be represented as a unified mathematical notation for different
equalizer designs, i.e., the maximization problem of a single generalized Rayleigh

quotient or that of a product of several generalized Rayleigh quotients

N[I

max -
v o, oW Aw

-1 T
w Bw

(2.29)

where w is typically (but not always) the weight vector of the M -tap TEQ, N,

typically the number of active tones, and the matrices A, and B, are defined for the

n
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specific TEQ designs. Three categories of TEQ design approaches have been summarized

in [4], i.e., the single Rayleigh quotient case (N, =1), to which the MMSE and MSSNR
TEQ design methods belong; the multiple Rayleigh quotient case (N, >1) based on which

the MGSNR, MBR and MDR methods were developed; and the case of multiple filters
each representing a single quotient, of which the PTEQ is a proper example.

PTEQ consists of a set of complex-valued equalizers that are designed separately for each
tone and gives a true maximum bit-rate. The MMSE optimization is performed in PTEQ
for each tone. The per-tone approach exhibits a significantly improved performance
compared to other TEQs. For a certain range of synchronization delay, the per-tone
approach gives a larger capacity for each single tone and hence results in a larger total
capacity. Moreover, the capacity is not sensitive to the synchronization delay within this
range, implying that if an exhaustive search over the synchronization delay range cannot
be afforded, it is easy to pick an appropriate synchronization delay when using PTEQ [5].
Even though each single tone is treated individually with an optimal equalization in the
frequency domain, the total computational effort for data transmission still remains
comparable with other equalization techniques. However, the PTEQ requires a high
memory cost and a large computational amount for initialization. Therefore, it is
imperative to develop efficient and direct PTEQ initialization algorithms, preferably,
adaptive initialization schemes, such as the least-mean-square (LMS) algorithm and the

square-root (SR) recursive least-squares (RLS) algorithm.
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2.4 Conclusions

In this chapter, we have introduced the basic concepts of MC and DMT modulations as
well as the basic principles of channel equalization applicable to DSL communication
systems. First, we have shown how MC modulation is theoretically capable of achieving
the channel capacity. Then, some restrictions and approximations were discussed in order
to obtain an MC modulation scheme that can be implemented in practice, namely, the
DMT modulation. We have explained why a CP has been introduced in the transmitter of
DMT modulation and how it can be used to avoid ISI and ICI. It has been shown that the
DMT scheme results in an efficient and channel-independent modulation and
demodulation by using DFT, IDFT and a simple 1-tap equalizer. It has also been pointed
out that the DMT modulation scheme alone is not sufficient for high-speed DSL
communication. As the use of an insufficiently long CP along with overlapped
sinc-shaped tone spectrum results in a bit-rate far below the channel capacity, additional
equalization is needed to enhance the bit-rate. For the purpose of equalization, the TEQ
has also been discussed, disclosing a common framework for TEQ designs. The PTEQ as
an important equalization technique for VDSL has been briefly introduced in this chapter,

which will be detailed in the next chapter with practical performance studies.
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Chapter 3

Per-tone Equalization Technique for VDSL

As discussed in Chapter 2, the commonly used equalization structure consists of a
time-domain equalizer (TEQ) and a 1-tap frequency-domain equalizer (FEQ) for each
tone. In this chapter, an alternative equalization structure will be described, namely, the
per-tone equalization (PTEQ), which implements a multi-tap FEQ for each tone
individually. In the new structure, the SNR of each tone is maximized by solving a
minimum-mean-square error (MMSE) problem, such that a maximum bit-rate of the
overall system can be achieved. A performance study of the VDSL system using PTEQ is
carried out by considering several VDSL test loops and typical impairments in the VDSL
transmission environment according to the ANSI standard T1.424.

In Section 3.1, PTEQ is presented in detail. Mathematical basis leading to the formulation
of PTEQ is given in Section 3.1.1, along with the PTEQ structure. It is shown in Section
3.1.2 that the complexity of PTEQ during data transmission is comparable to other
TEQ/FEQ methods.

In Section 3.2, the simulation of VDSL test loops is conducted. Section 3.2.1 introduces
the method of obtaining the channel impulse response (CIR) of VDSL test loops by
means of modeling RLCG (resistance, inductance, capacitance and conductance)
characteristics of the transmission line. The simulation results of CIR of different test
loops are shown in Section 3.2.2.

In Section 3.3, simulation study of VDSL systems using PTEQ in the standard
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transmission environment is performed. The standard signal and transceiver
configurations in practical VDSL systems as defined in [3] are introduced in Section
3.3.1. Simulation results for various test loops, channel noise models and equalizers with

different taps are given in Section 3.3.2.

3.1 Per-tone Equalization Technique

3.1.1 PTEQ concept and structure
In order to derive the PTEQ algorithm, the TEQ and FEQ operations in Figure 2.7 need

to be presented mathematically. Given the received signal vector at DMT symbol time &

as y, = [ Vi " YeoVia " Vena :|T and the TEQ tap-weight vector

w=[w, - w] 3.1)
where M is the number of TEQ taps, the k -th equalized DMT symbol is the
convolution of the received signal y, with the TEQ w. Since for every DMT symbol
we only need N equalized signals at the TEQ output and the added prefix is discarded,
the convolution can be represented in matrix operation by defining an NxM Toeplitz

matrix Y, ofthe k-th received signal vector as

Yo 0 Ve—mn
Y = : : 3.2)

Yina 0 Ven-u
Then, the Nx1 equalized signal vector at the TEQ output can be written as
Yiw =YW (3.3)
where the subscript w is added to identify the equalized signal. The DFT of y, , can be
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written as

yk,w = ‘ZV(Yk,w) = Z£,(Y,w)

B (34
=(£Y,)w=Y,w
or its n -th element corresponding to the output of on tone » is given by:
Piww =F (Y,W)=(F Y)W =p, W (3.5)

In (3.4), Y, is an NxM matrix comprised of the DFTs of the columns of Y,, and
f),f’n =4"Y, in (3.5) isa 1xM vector comprised of M consecutive DFT coefficients
for tone 7. It follows from (2.25) that the transmitted symbol X, at the n-th FEQ
output can then be estimated as:

%op = Ao = Bha (W) = DLW, (3.6)
where 07: is the conjugate of the complex-valued FEQ coefficient c?n ontone n.ltis
seen from (3.6) that the TEQ vector w and the FEQ parameter d’; have been combined
into a single tone-dependent M x1 PTEQ coefficient vector w, .

It is also clear from (3.5) and (3.6) that the estimation of each transmitted symbol %, ,

requires the calculation of A consecutive DFTs plus a matrix-vector multiplication,
which is computationally intensive. An efficient way of computing these M DFTs has
been proposed [27], which is based on the Toeplitz structure of Y,. Each item in the
IxM vector p,,, denoted as p, [m],me[0,M—1], is related by the following
recursion:

Pealml=a,py [m=11+ (¥, _p = Vi yom)s M=1lys M =1 (3.7

where «, =exp(—j2z(n—1)/N). Thus, the DFT of a column of Y, can then be
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derived from the DFT of its previous column plus the correction term. It follows from

(3.7) that
_ Ay
Py, = ,,[j } (3.8)
k,n
where
0 0 0 1]
0 1 a,
T = : I
0 1 M=2
1 « a? O;‘H

Ay, isan (M—1)x1 vector of difference terms, namely,

_yk,—M+l - yk,—M+N+1— _Ay b~ ]
A Yeem T Vemmen | Ayk,—M
Ay, : =l . (3.9)
L Ve Vena | L AV

and y,, isgivenby

e =T Viowa = Pen[0] (=01 .N=T)  (3.10)
In this way, only one DFT has to be performed to obtain )7,(’,, (n=0,1,---,N —1), and the
M -1 remaining DFTs can be calculated from j,, along with a linear combination of

M -1 tone-independent Ay, . The computation of p,, for N, active tones thus
requires one DFT given by (3.10), M -1 subtractions in (3.9) and N (M-1)

recursions in (3.7). Using (3.6) and (3.8), the symbol estimate )%k’n can be written as:

ik,n = [Ayli j}k,n ]V*n = an[Ayg ij,n ] T: VHnuk,n (311)
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where v, =T,w, and u,, =[Ay, 7,,1". As shown in Figure 3.1, the PTEQ is now

implemented as an M -tap filter V, for each tone separately.

+Q T B c
YN+v | - Ay
k
% < .
Vg I ] X0

0 e - >} > —
z IF t K
f v,[0] TvO[M—z] VoM -1]
. N-point P 1 'JI; . J%k L

: DFT | 0 —= o S
[ : vy [0] v, [M-2] vy [M-1]
Z—l
Vi

L L

Figure 3.1 The per-tone equalizer
The SNR on tone # can then be maximized by determining the coefficient v, , which is

equivalent to the minimization of the mean-square-error (MMSE) at the PTEQ output of

each tone. The estimation error of tone # is given by

_ jot ~ L H =
Con =X "X =V My, T X, (3.12)

According to the MMSE criterion, we need to find the PTEQ coefficient vector for each

2, L, .
is minimized. That is, we

tone n, v, , such that the mean of the squared error |ek’n
need to solve the following cost function for tone #:

B (3.13)

. H ~
min g{‘v =X,
. : :
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where &£{} denotes the mean operation. Using Wiener-Hoff equations for linear
transversal filters [28], the solution to (3.13) can be given by

_ H -1 ~* oy 2 -
e g{uk,nu k,n} g{uk,nxk,n}— (O-u,n) G uin (314)
where o, =¢f{u, u; } is the auto-correlation matrix of the input signal w, ,, and
0., =¢&fu, X, .} the cross-correlation vector of the input signal u, , and the desired

u

response X, ,. They can be obtained based on the knowledge of the channel impulse

response, the channel noise and a series of training symbols sent by the transmitter.

3.1.2 Complexity of PTEQ

The computational complexity of PTEQ is similar to that of the traditional TEQ/FEQ
during data transmission. When TEQ/FEQ is used in the receiver, for each DMT symbol,

we first need to calculate the convolution of the received signal vector y, ..., Wwith

the M -tap real-valued TEQ w , which requires NM real multiplications and

N(M —1) real additions. We then need to undertake one N point DFT of the TEQ

output, plus %complex multiplications to get the product of the complex-valued DFT

output and the coefficient of the 1-tap complex-valued FEQ. Note that one multiplication
of two complex-valued numbers is counted as four real multiplications and two additions,

while one multiplication of a complex-valued number with a real-valued number involves

two real multiplications. The implementation of the FEQ requires %x4 real

multiplications and —g/;x2 additions. For the implementation of PTEQ, we need one
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DFT of the un-equalized signal vector y, plus the operations required for % linear

combinations of the complex-valued vector v, with one complex-valued DFT output
Vi, aswellas M -1 real-valued difference terms Ay. (see (3.11)). Therefore, a total
N C e N .
of —-2—[4+2(M —1)] multiplications and ?[2+2(M -D]+(M —-1) additions are
required at the PTEQ receiver. In both cases, it is assumed that all tones are used for
- . . N
transmission, that is, the number of used tones is Ch

The computational complexity of the TEQ/FEQ technique and that of the PTEQ are
shown in Table 3.1 and Table 3.2, respectively, in terms of the number of real

multiplications and additions. In both cases, DFT is realized by the FFT algorithm which

Table 3.1 Complexity of equalization with TEQ/FEQ

Number of real multiplications | Number of real additions
TEQ NM N(M-1)
FEQ L x4 N x2
2 2
Total N(M +2) NM

Table 3.2 Complexity of PTEQ

Numjb cr of.real Number of real additions
multiplications
difference terms
Ay,f 0 M-1
PTEQ %[4 +2(M -1)] %[2 +2(M -1)]
Total N(M+1) NM +M -1
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is at the computational complexity of O(Nlog(N)) [29]. As the FFT module is common

for both techniques, its implementation cost is not counted in the tables.

It is seen from Table 3.1 and Table 3.2 that the total complexity of PTEQ and that of

TEQ/FEQ during data transmission are comparable and both are of order NM . However,

computing the MMSE solution (3.13) for all tones to initialize the PTEQ coefficient v,

requires heavy computations, since it is based on the statistical result of the received large
-length signals. Therefore, we will present adaptive algorithms for the initialization of

PTEQ coefficients to reduce the computational complexity in Chapter 4.

3.2 Modeling of VDSL Test Loops

In order to conduct a performance study of PTEQ in VDSL, we need first to formulate
the channel impulse response of VDSL transmission lines. In [3], seven types of VDSL
test loops are given for various transmission environments in terms of different loop
lengths and gauges of wire as well as bridge taps, etc. In this section, we first introduce
the method of modeling the twisted pair, and then present the simulation results of the

frequency response of several test loops.

3.2.1 Modeling of twisted pair

Most twisted-pair phone lines can be well-modeled for the transmission of frequencies up
to 30 MHz by using a two-port model, namely, the so-called ABCD theory. The ABCD
theory has been well covered in basic electromagnetic texts, and has been presented in

[30] to model the DSLs. A general circuit exploiting such a two-port model is shown in
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Figure 3.2. The relationship between the input and the output of the two-port model is

given in terms of the voltage-current pair,

e e

I; 1,
® @
Vs i - |
L 4 L4
Source Two-port model Load

Figure 3.2 A general circuit exploiting a two-port model
A B . . .
where ¥ = c D is the two-port matrix. From (3.15), the transfer function of the

two-port model can be given by % The four frequency-dependent parameters

1

A,B,Cand D fully describe the characteristic of the two-port model. Moreover, a

cascade of multiple two-port models can be represented by a product of a number of the

o
ey, ., | V= (3.16)
II IN IN

which allows for the calculation of the transfer function of a more complicated network.

two-port matrices,

The two-port modeling is suitable for the twisted-pair phone line, since the line can be
characterized by the resistance, inductance, capacitance and conductance (i.e., RLCG)

per unit length, and the whole phone line can be regarded as a cascade of many segments
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with unit length. Figure 3.3 shows the two-port model of a segment of twisted-pair phone

line.
I(x) \/\/\/\_va\ I(x +dx)
+ —> | Rk Ldx l — & 7 Re o
V(x) Cx T G Vix+d)  y_G4jwc

Figure 3.3 Two port model for a segment of twisted-pair phone line
For a segment of phone line of length d , the two-port matrix can be represented as [9]:

cosh(yd)  Z,sinh(yd)

¥ = (3.17)

ZLsinh( yd)  cosh(yd)

0

where Z, = /%%é— = \/% andy = \/(R+ja)L)(G+ja)C) =~/ZY . More specifically,

Z, is the characteristic impedance of the twisted pair and y the propagation constant for

the twisted pair, both of which characterize the segment of transmission line and can be
determined by measurement. Standard values of these parameters for different types of
twisted-pair phone lines can be found in [46]. As a special case, a bridge tap of length d

can be modeled as:

1 0

¥ = (3.18)

1
—tanh(yd) 1
——tanh(yd)

0
Based on the above modeling method and the deployment of test loops, the transfer

function of VDSL channels can then be calculated.
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3.2.2 Simulation of VDSL test loops

Seven VDSL test loops have been given in [3], which are shown in Figure 3.4. There are
four types of telephone lines introduced in the VDSL test loops, including TP1, TP2, TP3

and FP, whose RLCG values can be found in ANSI T1.417-2001 spectrum management

x (ft) TP1; y (ft) TP2

VDSLI
z (ft) of TP2 250 fit (76.2m) FP
VDSL2 ®
u (ft) of TP2 250 ft (76.2m) TP3
VDSL3 °
a a
= =
B g
=+ e
=S 2
a =
S f
v (ft) of TP1 « -
VDSL4
el /
150 ft (45.7m) TP2 S
)
/ :
550 ft (167m) TP2 100 ft (30.4m) TP2 250 ft (76.2m) TP2 E
VDSL5 —e
50 ft (15.2m) TP3
1650 ft (503m) TP1 650 ft (198m) TP2
VDSL6 o & VDSLS5
1650 ft (503m) TP1 2300 ft (701m) TP2
VDSL7 ® ® VDSL5

Figure 3.4 VDSL test loops [3]
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standard [46]. The loop length parameters x, y, z, u and v shown in Figure 3.4 are

categorized into short, medium and long sizes individually, as given in Table 3.3.

Table 3.3 VDSL test loop length [3]

Variable name Short value Medium value Long value
x (VDSL1) 1000 ft. (304.8m) 3000 ft. (914.4m) 4500 ft. (1371.6m)
y (VDSL1) 1500 ft. (457.2m) 3000 ft. (914.4m) 4500 ft. (1371.6m)
z (VDSL2) 1500 ft. (457.2m) 3000 ft. (914.4m) 4500 ft. (1371.6m)
u (VDSL3) 1500 ft. (457.2m) 3000 ft. (914.4m) 4500 ft. (1371.6m)
v (VDSL4) 1000 ft. (304.8m) 3000 ft. (914.4m) 4500 ft. (1371.6m)

Based on the modeling method introduced in Section 3.2.1, the frequency response of the
VDSL test loops are shown in Figure 3.5. It is clear from the figures that the channel
attenuation is increased with the frequency, which intensively influences on the
transmitted signals occupying a wide bandwidth. As a result, equalization technique is
required at the receiver to compensate for the channel attenuation. From all the test loops,
it is also seen that the attenuation is increased with the length of the loop. Thus the
achievable transmission bit-rate on a long loop is lower than that on a short loop. Test
loop 1 represents the situation that an underground wire is used to link the customer to a
ONU, while test loop 2 and test loop 3 denote a aerial wire (z ft. or u ft. TP2) connected
with a drop wire of different types (FP in loop 2 and TP3 in loop 3). Test loop 4 shows
the situation where bridge taps are introduced on a transmission line, and test loops 5
through 7 give more complex situations to cover more joints and bridge taps. As we have
stated in Section 1.2 and observed from Figure 3.5, for the loops with bridge taps (VDSL
test loop 4-7), there are notches in the transfer function at certain frequencies. At those

frequencies the bounced back signal is approximately 180 degrees different in
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Figure 3.5 Frequency responses of VDSL test loops
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phase from the original transmission signal, meaning that the length of the bridge tap is

an odd multiple of one-quarter of the signal’s wavelength. It can be represented as:
A
d=(2m+l)z meters m=0,1,2--- (3.19)

where d is the length of the bridge tap and A4 the wavelength of signal. Since the

wavelength is equal to the velocity divided by frequency, i.e., A=v/f, and in the

telephone wire v can be approximated by c¢/1.5, where ¢=3x10° m/s is the speed

of light, we can get the notch frequencies as:
50
Jooen = ;(Zm +1) MHz m=0,1,2-- (3.20)

Note that they are quite matched for the simulation results of VDSL test loop 4-7 as

shown in Figure 3.5.

3.3 Simulation of PTEQ in VDSL

In this section, the per-tone equalization is simulated in a VDSL system through
computer programs, trying to show the performance improvement of VDSL systems after
using the PTEQ at the receiver. In [5], a data model is constructed for the study of the
PTEQ performance based on ADSL channel settings, which uses a matrix-based
computation to avoid the implementation of a practical DMT transceiver. However, this
data model is based on some simplified assumptions and omits the constraints on the
transmitted signals. Moreover, since the number of tones is greatly increased from 256 in
ADSL to 4096 in VDSL, a much more memory cost is incurred for the matrix-based
computation. Hence, this data model is not suitable for computer simulation of a VDSL

system. In our simulation study, we try to implement a practical VDSL system according
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to ANSI standard T1.424, using the specified signals, noises, channels and modulation
schemes. In Section 3.3.1, some conditions for the simulation are shown to build a VDSL

system. Simulation results as well as some remarks are given in Section 3.3.2.

3.3.1 Simulation conditions

The received signal can be got by means of a convolution of the channel impulse
response and the transmitted signals plus channel noises. In Section 3.2, we have got the
channel frequency responses of VDSL loops. The VDSL channel impulse response can
then be obtained by transferring the response in frequency domain into time domain
using Fourier transforms. To practically simulate the VDSL system, we need further
information about the transmitted signals, noises and other parameters, which will be
described as follows.
Training signals. A wire line channel is typically slowly time-varying as channel
variations are caused by weather conditions and temperature [32]. This allows for a
training-based equalizer initialization during the connection set-up phase. A specified
DMT symbol training sequence is transmitted for initializing the equalizer. The training
signal is made kof all the allowable downstream tones modulated in 4 QAM, which means
that the symbol of each tone shall be mapped from 2 bits. The 2-bit pseudo-random
number is the output of a pseudo-random bit generator defined by the following equation:
d=d _,®&d |, (3.21)
The bit generator is illustrated in Figure 3.6. Initially, all the registers of the bit generator

are set to one. For a VDSL system that uses ¥ tones, N bits shall be generated for
2

every DMT-symbol by the scrambler shown in Figure 3.6, denoted as d,d,---d,_,d,_,.
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> dn—l > dn—2 R > dn—9 > dn—lO_' dn—-ll

Figure 3.6 Bit generator for training signal
The first two bits d,d, correspond to tone 0, the next two bits d,d, to tone 1, ...In
general, bits d, d,,,, correspond to tone ;. The two bits on each tone are then mapped
to one of the four QAM symbols (i.e., 1+1i,1-1i,—1+1i,—1—17). If the scrambler is reset

at the start of every symbol (i.e., all registers are reset to one), the same N bits will be
used each symbol. This periodic training sequence is called a REVERB signal. On the

other hand, if the scrambler is not reset, but keeps running for the subsequent symbols, a

Power spectrum desity of transmitted signal
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Figure 3.7 PSD of transmitted signal (each tone corresponds to 4.3125kHz)

non-periodic training sequence, called the MEDLEY signal, will be generated.

Additionally, the signal transmitted on each tone has to comply with the transmission
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PSD mask. Figure 3.7 illustrates a PSD mask of VDSL downstream for FTTEx
deployment. As a result, the transmitted training signal of each tone has to multiply by a
spectrum shaping coefficient to restrict the signal power on each tone.

NEXT and FEXT. As we have introduced in Section 1.2, FEXT and NEXT are two types
crosstalk in VDSL transmission environment. The power spectrum density (PSD) of

NEXT and FEXT is given by:

2

2
PSD(f) = PSDUpstream x ’HNEXT(f’n)I + PSDDownstream x IHFEXT(f’n’Z)

(3.22)

where PSD the disturber’s

Upstream

is the disturber’s upstream PSD, PSD

Downstream

downstream PSD, and |H ., (f, n)|;2 and |H ., (f,1,0) ? are given by:

H yier o) = K yr X (1749)° 5 £ x (1= |H s () (3.23)
and

H e (Fo 1D = Kper % (2149)° xIx £ X [H s (I (3.24)

respectively, where K, =8.818x10™, K, .., =7.999x10™°, nis the number of

¥ 10% . Farend crosstalk (FEXT) coupling function for VDSL Inop1, 20 disturbers x 107 Nearend crosstalk (NEXT) coupling function for VDSL toopt, 20, disturbars
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Figure 3.8 FEXT and NEXT coupling function for VDSL loop 1, 20 disturbers
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disturbers and [/ the length of the pairs. Figure 3.8 plots the NEXT and FEXT coupling
functions of VDSL test loop 1 with 20 disturbers, where (a) represents the FEXT
coupling function and (b) the NEXT coupling function. As we can see from Figure 3.8,
NEXT is usually more harmful than FEXT because NEXT is not attenuated by the
transfer function of the line. By combining the downstream and/or upstream PSD of
disturbers (e.g., ADSL, HDSL, VDSL) with the coupling functions, the FEXT and NEXT
can be well constructed through (3.22) to (3.24).

Parameters. Table 3.4 summarizes the parameters for the simulation of a VDSL system.

Table 3.4 Parameters for the simulation of a VDSL system

Number | Description Parameter
1 Tones 4096
2 DFT/IDFT size 8192
3 Cyclic prefix length 640
4 DMT symbols per second 4000
5 Tone spacing 4.3125 kHz
6 Coding gain 4.2 dB
7 Noise Margin 6dB
8 Total transmitter power 14.5 dBm
9 Effective downstream tones 32~865 and 1210~1966
10 Background noise PSD -140 dBm/Hz
11 Bits per tone 2~15 bits
12 Duplexing method Frequency division duplexing (FDD)

A VDSL system uses N _ 4006 tones to transmit data, with each tone carrying 2 to 15
2

bits depending on the SNR of the tone. The DFT/IDFT size is accordingly twice double
of the number of tones, i.e., N=8192. An appropriate CP length has been chosen as
v=640 to avoid the ISI between DMT symbols. Every second 4000 DMT symbols are

transmitted, giving a sampling frequency of f'=4000x(8192+640)=35.328 MHz , and
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a tone spacing of f'/ N =4.3125 kHz. The bandwidth of the transmitted signal is thus
4.3125x4096 =17.664 MHz . However, the bandwidth of VDSL systems is limited up to

12 MHz . The water-filling method introduced in Section 2.1.3 is used to calculate the

bit-rate, which requires to determine a SNR gap I',. In VDSL, the same SNR gap T', is

chosen for all tones. For a QAM symbol mapping and a target BER of 107, a gap of 9.8
dB is obtained [31]. This gap can be reduced by means of channel coding. When
Reed-Solomon coding is employed, a coding gain of 4.2 dB is obtained. Additionally, a
noise margin is typically set to 6 dB [19], giving an overall SNR gap of

I', =9.8—-4.2+6=11.6dB. In order to transmit bidirectional signals on the single line, an

upstream and downstream duplexing method is required to separate the transmitter and
receiver signals. In VDSL, frequency division duplexing (FDD) is used, with different
bands of downstream and upstream as shown in Figure 3.9 and Table 3.5. As a

A

Optional band

/

Ist Downstream(lD) Ist Upstream(lU) 2nd Downstream(ZD) 2nd Upstream(ZU)

[
>

fo fl f2 f3 f4 f5 Frequency

Figure 3.9 VDSL band allocations

Table 3.5 VDSL band separation frequencies

. . f0 f1 f2 f3 f4 f5
Separating Frequencies
(MHz)

0.25 | 0.138 | 3.75 52 8.5 12

consequence, the effective tones used for downstream are approximately from #32 to
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#865 and from #1210 to #1966. It should also be mentioned that the synchronization is
assumed perfect in the simulation, such that the delay of the received signal in reference

to the transmitted one is omitted.

3.3.2 Simulation results

In this section, based on the transmitted MEDLEY training signal, whose PSD is shown
in Figure 3.10, simulation results for various VDSL test loops are obtained and shown in
comparison with the calculated PSD. We first give a simulation study of the channel
attenuation and distortion. Then, the SNR of test loops with different number of equalizer
taps is presented based on three channel noise models. Last, the transmission bit-rate of
the simulated VDSL system is obtained, with respect to various test loops and different
number of equalizer taps.

Experiment 1, Channel attenuation and distortion.

Power spectrum density of transmitted signal
30 T T T r T r T

40

B0}

R0 F

70 F

Magnitude (dB)

B0

80 F

-100+
-~

_1 10 1 1 1 ] il 1 1 L 11
0 01 D2 03 04 05 -06-.07 08 089 1

Frequency (normalized)

Figure 3.10 PSD of transmitted signal
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PSD of received signal on VDSL test loop' 3

-AD T T T T T T
. ——~=short
&0 _':. medium
ant
€
% 00+
L1
=
Z
3P
G
=
40}
-160
_180 1 1 1 1 1 1 1 1 L
0 0.1 02 03,04 .05 06 ..07 08 09 1

Frequency (hormalized)

Figure 3.11 PSD of received signal on VDSL loop 3

Channel noises are not generated in this experiment, in order to evaluate the pure channel
influences on the received signal. Figure 3.11 depicts the PSD of the received signal for
loop 3 without channel noises, regarding the short, medium and long loop length as listed
in Table 3.3. The frequency has been normalized to one. This plot clearly shows that the
transmitted signal has been greatly attenuated, especially at high frequencies, and the
attenuation is increased with loop length. As we mentioned in the previous chapter, if the
cyclic extension is longer than the channel impulse response, the inter-symbol and
inter-channel interference will be eliminated, and then the received signal on each tone is
just equal to the transmitted signal on that tone multiplying the tone’s attenuation. In
Figure 3.12, we give a comparison of the PSD of the received signal and that of the
multiplication result on VDSL loop 1. As shown in Figure 3.12, for the short loop, the

received signal PSD is well matched to the results of a simple multiplication of the
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transmitted signal PSD with the channel frequency response. However, for the long loop,

the PSD of the received signal, as represented by the dotted lines in Figure 3.12, is higher

Cornparasion of received and calculated signal PSD

'20 T T T T T T T T T
""""" Received signal P3D (long)
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)
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Figure 3.12 Comparison of received signal PSD and calculated signal PSD for VDSL
test loop 1

than the calculated signal PSD. It suggests that a certain ISI/ICI be introduced in the
received signal or certain ISI/ICI power be counted in the PSD of the received signal.
Hence, in the presence of channel noises, the calculation of SNR requires counting in
both the channel noises and the residual ISI and ICI due to the long channel impulse
response.

Experiment 2, SNR of various test loops with different number of taps and different
channel noise models.

Three noise models representing several typical VDSL system channel environments [3],
as given in Table 3.6, are adopted in this simulation. Figure 3.13 depicts the PSD of the

three noises for the long length VDSL test loop 3. The RFI in noise model 2 is the AM
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radio noise centered at 710 KHz, with the noise power of -55dBm.

Table 3.6 Test noises models

Model number | Description Noises

1 Range test 20 VDSL self crosstalk and AWGN

2 RFI test 20 VDSL self crosstalk ,RFI and AWGN
3 Crosstalk test 10 ADSL, 16 ISDN, 4 HDSL and AWGN

Magnitude (dBrn)

Three noises models on VDSL test loop 3 {long)

-60 T
8 maodel 1
J0b R T DR N R A maodel 2 {
i ——=—model 3
o 4
anl! 4
_100 - -
-0} 1
120+ -
30} ~e T 1
_140 1 1 ST 1 ] l L -l l 1
0 0.1 0.2 03 0.4 05 0.6 0.7 0809 1

Frequency {normalized)

Figure 3.13 PSD of three noise models on VDSL loop 3 (long)

An efficient way to calculate the SNR on tone #» is given by:

Note that the denominator in (3.25) has taken into account all possible noise contributions.

SNR, =

Power

of desired signal

n

Power of (received signal — desired signal)

Figure 3.14 through Figure 3.16 present the SNR of the received signal on VDSL test

loop 3 with the noise model 1, 2 and 3, respectively, each including the result without

using PTEQ and that with PTEQ of 4, 8 or 16 taps.
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SNR of received signal on VDSL loop3 (shart)

g0 T r T T T T T r T
—+= - 5NR without PTEQ
— = = SNR with 4 taps PTEQ ||
———SNR with B taps PTEQ
SNR with 16 taps PTEQ ||
v}
=
ANl e T
W : -~ I R T
20} “‘--\_\_‘ N
'30' .\"\“:
A0} o
A0 1 1 1 L 1 1 I 1 {
0. -01 02 03 .04 05 06: 07 08 09 1

Frequency (normalized)

Figure 3.14 SNR of received signal on VDSL test loop 3 (short) with noise model 1
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Figure 3.15 SNR of received signal on VDSL test loop 3 (medium) with noise model 2
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Figure 3.16 SNR of received signal on VDSL test loop 3 (long) with noise model 3

Experiment 3, Bit-rate of different test loops with different number of equalizer taps.

Based on the water-filling algorithm (see Section 2.1.3), we can calculate the
corresponding bit-rate with different loop conditions. A bit-rate table regarding different

test loops and different number of taps is listed in Table 3.7, which is considered under

Table 3.7 Bit-rate of VDSL test loops with noise model 2

VDSL test Bit-rate (Mbps)

loop number | Without PTEQ | 4-Tap PTEQ | 8-Tap PTEQ | 16-Tap PTEQ
1 (short TP1) | 39.96 41.91 43.12 46.76

2 (short) 36.36 38.17 39.39 42.71

3 (medium) 17.72 26.79 29.84 32.77

4 (long) 1.01 3.22 3.628 4.608

5 40.66 42.48 43.82 47.44

6 10.82 18.84 20.14 23.49

7 3.53 8.12 8.48 9.5
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Bit rate versus PTEQ taps for different test Joops
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Figure 3.17 Bit-rate versus PTEQ taps for different VDSL test loops

the noise model 2 (see Table 3.6). The bit-rate plot versus the number of PTEQ taps

corresponding to the parameter in Table 3.7 is shown in Figure 3.15.

From the above simulation results, some observations can be made:

1. A better bit-rate can be achieved for short loops than long ones. Since the attenuation
is increased greatly with the length of loops, the achievable bit-rate of short loops
could reach as high as 40 Mbps, whereas that of long loops is only about several
Mbps. This observation complies with the VDSL system requirement, namely, a
very-high speed can only be achieved on short loops (300m), which implies that a
longer service range is possible at the price of reducing the bit-rate. In addition, the
bit-rate on a long loop with bridge taps would be greatly reduced, e.g., the long VDSL
test loop 4 can only achieve about 1 Mbps.

2. Bit-rate can be increased by employing PTEQ. Due to the compensation of the
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channel attenuation and distortion, SNR on each tone is maximized, thus increasing
the bit-rate. Figure 3.14 through Figure 3.16 have clearly indicated that after the
equalization, the SNR of the received signal is significantly improved, and it exhibits
a nearly constant within a certain range of frequency. Thus, a better transmission
bit-rate is obtained according to the water-filling bit loading method.

3. Using more PTEQ taps would increase the bit-rate. As we can see in Table 3.7, the
bit-rate is becoming higher when more PTEQ taps are applied. However, short loops
are improved less compared to long loops. For example, the bit-rate on short length
VDSL test loop 2 is raised about 17.5% after applying a 16-tap PTEQ, while the
bit-rate on long length VDSL test loop 4 is raised about 360% after applying a 16-tap
PTEQ. This is because the channel attenuation of short loops is not as high as that of
long loops, which results in a larger improvement space for long loops. To
compensate for this large attenuation and distortion on long loops, a large number of
equalizer taps is needed, and thus, for a given bit-rate goal, less equalization taps are

required for a short loop comparing to a long loop.

3.4 Conclusions

In this chapter, we have discussed the per-tone equalization (PTEQ) technique and
various VDSL test loops, and simulated the SNR and bit-rate of VDSL systems using the
PTEQ. The mathematic bases of PTEQ and its structure have been presented. Then, the
complexity of PTEQ during data transmission has been analyzed. It is drawn that the

complexity of PTEQ is comparable to that of other TEQ/FEQ methods. In order to
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evaluate the performance of PTEQ in VDSL, the frequency response of seven VDSL test
loops have been obtained by means of the two-port modeling. The simulation results of
these loops have also been given. Furthermore, the training signals, noises and other
parameters that are required to construct a practical VDSL system were also discussed.
Simulation results of VDSL using PTEQ are given, including the PSD of the transmitted
and received signals, the SNR and the achievable bit-rate. It has been shown that the
PTEQ is able to well compensate the channel attenuation and distortion, thus resulting in
a higher transmission bit-rate. Simulation results regarding various VDSL test-loops and
different number of taps in PTEQ were also listed. The bit-rate for a short length loop is
not increased as significantly as it is for a long loop. It has also been pointed out that the
complexity of PTEQ is similar to that of TEQ/FEQ during the transmission of data.
However, more computational effort is needed to initialize the PTEQ parameters. To
further the initialization cost of PTEQ, adaptive equalization techniques are required,

which will be discussed in the next chapter.
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Chapter 4

Adaptive per-tone equalization in VDSL

In the previous chapter, we have discussed the PTEQ in a VDSL system. During the
system’s setup stage, a training sequence can be transmitted to initialize the PTEQ tap
weights, trying to maximize the whole system transmission bit-rate. After the
initialization, the PTEQ tap weights are determined and fixed, and the system steps into
data transmission stage. We have shown that, during data transmission, the computational
complexity of PTEQ is similar to that of the traditional TEQ/FEQ. However, the PTEQ
initialization based on the MMSE criterion is a heavy burden. As seen from equation

(3.13), in order to maximize the SNR of each tone, a computation of the auto correlation

2

o,, and the crosscorrelation o, is required. Since the computation is based on the

entire received training signal during initialization stage, a large computational
complexity as well as memory storage is required.

In this chapter, adaptive algorithms are used to reduce the computational complexity of
the initialization of PTEQ. The equalizer tap weights are updated based on the previous
equalizer tap weights as new training data come in, thus avoiding the need to store and
compute all available data. Furthermore, the channel and noise characteristics of a VDSL
system may vary with time due to the changing weather conditions, temperature,
crosstalk and RFI. An adaptive equalizer in data-driven mode is capable of tracking these
changing environments in data transmission stage, and thus keeps the system

performance as high as possible [33]. In this chapter, we focus on two adaptive
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equalization algorithms, namely, the least-mean-square (LMS) and the recursive
least-squares (RLS). In particular, the normalized LMS (NLMS) algorithm and QR-based
RLS algorithm for the initialization process are presented in detail. Performance study of
using these adaptive algorithms for several VDSL test loops is carried out, according to
standard VDSL system configurations.

In Section 4.1, LMS adaptive PTEQ initialization is discussed. The basic LMS algorithm
is given in Section 4.1.1. To overcome the gradient noise amplification problem in LMS
[28], a modified LMS algorithm, which is called the normalized LMS (NLMS) is also
investigated. The application of the NLMS algorithm to the initialization of PTEQ is
presented in Section 4.1.2.

In Section 4.2, RLS adaptive PTEQ initialization is presented. The basic RLS algorithm
as well as the square-root RLS (SR-RLS) algorithm developed to improve the numerical
stability of the basic RLS, is presented in Section 4.2.1. The adaptive initialization
process employing QR-RLS algorithm is given in Section 4.2.2.

In Section 4.3, a simulation study of both NLMS and QR-RLS for PTEQ initialization is
carried out. The simulation is performed in the standard transmission environment
introduced in Section 3.3.1. Various simulation results regarding different equalizer taps,
iteration numbers and test loops are presented. A comparison of the performances of these

two adaptive algorithms is also given in this section.

4.1 LMS-based PTEQ Initialization

4.1.1 LMS and NLMS algorithms

The least-mean-square (LMS) is a widely used adaptive algorithm due to its simplicity
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and other important features. It requires neither the measurement of pertinent correlation
functions, nor the matrix inversion. The relatively low computational complexity in
comparison to other adaptive algorithms makes it a more feasible and cost-effective
method in practical applications.

Figure 4.1 gives a common structure of an adaptive equalizer, and Figure 4.2 illustrates

/

Y N Xy
| Transversal filter w,

[

Adaptive weight-control e(n), I
mechanism

v

A 4

Figure 4.1 A commonly used equalizer structure
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| Z e z e vose z
G Gy X

Figure 4.2 The structure of transversal filter

the structure of a transversal filter. In general, an adaptive filter consists of two processes:
1. Filtering process. The input signal is fed into a transversal filter containing a set
of taps to generate an estimate of the transmitted signal. An estimation error is
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computed by comparing the filter output to the desired signal.
2. Adapting process. It is to adjust the tap weights in accordance with the estimation
error and the input signal, based on a specific algorithm.

The LMS algorithm can be described as three basic relations:

Filter output:
X, = WHkyk 4.1)
Estimation error:
e, =x, —X, “4.2)
Tap weights adaptation:
W, =W, +uye, 4.3)

An estimate of the desired signal x,, denoted as x,, is generated by filtering the input
signal y, with a transversal filter w,. An estimation error e, is then obtained by
comparing the desired signal x, with the estimated signal X,. The new tap-weight
vector w,, is got by modifying the current tap weights. The second term on the right
side of (4.3), uy,e’,, represents the adjustment that is made to the current tap-weight
vector w,. The parameter x is called step-size which controls the adjustment speed

and in turn the convergence speed of the tap-weight vector as the iteration proceeds from

one cycle to the next. The iterative procedure is normally started with an initial guess
w,.

In the above standard LMS algorithm, the correction term uy,e”, applied to the
tap-weight vector w, at iteration k+1 is directly proportional to the tap-input signal

y,- As a result, when y, is large, a gradient noise amplification will be introduced. To
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overcome this problem, a modified LMS algorithm, namely, the normalized LMS (NLMS)
algorithm can be employed, in which the correction term is normalized with respect to
the squared Euclidean norm of the tap-input signal at iteration % .

The NLMS algorithm can be viewed as the solution to a constrained optimization

problem [34], which leads the tap-weight adaptation to

W =W+ £ 2 Y€y 4.4)

[yl

where i is a positive real scaling factor to control the step-size from one iteration to the

next, and ”y k”; is the Euclidean norm of the tap-input signal y,. It is clearly seen from

(4.4) that the product vector y,e”, is normalized with respectto |y, ||§ .

The NLMS in form of equation (4.4), however, still has a numerical difficulty, namely,

when the tap-input signal y, issmall, y,e’, will be divided by the small squared norm

ly k”; . To overcome this problem, a slight modification is made to equation (4.4), giving:

Wi =W, + ,U___2 Y€ 4.5)

a+ ”yk "2
where a>0 is a small constant. The NLMS algorithm is convergent in the mean-square

sense if 0< ji <2, as shown in [36]. In addition, the normalized LMS algorithm exhibits

a rate of convergence that is potentially faster than that of the basic LMS algorithm [35].
Thus, we use the NLMS algorithm instead of the basic LMS algorithm for PTEQ

initialization, as discussed in the next section.

4.1.2 NLMS-based PTEQ initialization
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Based on the NLMS algorithm introduced in the previous section, an adaptive method to
initialize the PTEQ tap-weight vector can be developed as follows.
The estimate of the transmitted training signal of tone #, as given in (3.11), is a linear

combination of the equalizer tap vector v, and the tap-input signal vector u,,, which

can be rewritten in the iteration form as:

A

ilc,n = VHk,nuk,n = ka,n[Ayz; j}k,n ]T (4'6)
where the subscript £ has been added to v, , representing the tap weights at the & -th

iteration. The estimation error of the transmitted signal can then be given as

A

=%, - %, 4.7)

SN

Using (4.7), the tap-weight vector can be updated as follows

Y7, .
Viern = Vin T U, € i 4.8)

N 2
a+||u el

. 2
Note that the norm of the input vector ”u «nll, can be calculated from the norm of the

2

tone-independent difference terms Ay, and the norm of the DFT output y, . The first

norm ||Ayk||z needs to be computed only once for all tones at each iteration. The

NLMS-based PTEQ initialization process is summarized in Table 4.1.

The parameter K in Table 4.1 denotes the maximum iteration number, i.e., the number of
training symbols transmitted at setup phase. The simulation of this adaptive algorithm for
PTEQ in VDSL systems will be given at Section 4.3. A major problem of NLMS is the
low convergence speed [28]. In the next section, the recursive least-squares (RLS)
algorithm will be presented, which has a much higher convergence speed at the expense

of more computational burden.
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Table 4.1 NLMS-based PTEQ initialization process

Initialize PTEQ tap-weight vector v, for each tone 7
For £=0,1,2------ K
Compute Ay, and Vin - Construct u, = [Ay: Fenl
Compute the norm of tone-independent difference terms
a=lov @)
For each tone n
Compute the equalized output, as given by (4.6)
‘):ék,n =v7 U,
Compute the estimation error, as given by (4.7)
€rn= ';ék,n - ’%k,n

Compute the norm of the DFT output j‘/k,n

B=3, (4.10)

Update the tap-weight vector according to (4.8)

+—H e =V A — D, ¢ @4.11)

VvV =V u
k+l, k, 2 k. ok,
g g a+"“k a+A+B """

R b

End
End

4.2 RLS-based PTEQ Initialization

The number of training symbols transmitted during setup phase is limited due to the
constraint initialization time for practical VDSL system. As a consequence, a fast

converge adaptive algorithm is desired. The RLS adaptive PTEQ initialization can then
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be used instead to overcome the slow convergence of NLMS. In this section, we will first
discuss the RLS algorithm as well as the square-root RLS (SR-RLS) algorithm in Section
4.2.1. An adaptive QR-RLS based PTEQ initialization technique is then given in Section

42.2.

4.2.1 RLS and SR-RLS algorithm

Suppose at time index k, an input data vector y, is fed into a transversal filter w. An
estimate of the desired signal x, , denoted as x,, is generated at the filter output. The
estimation error e, is then given by e, =x, —X, . From the least squares criterion, the

goal is to find the tap weights of the transversal filter, such that the following total

squared error
x 2
c(w) =3l
im
k
=>'f -y of
=0

4.12)

is minimized. In recursive implementation of the least squares method, we need to use the
input data at new iteration to update the estimate of the transmitted signal. Also, it is
natural to give a larger weight to the most recent error. Therefore, the cost function is

modified as

k
Cw)=3 ke[

(o ] 4.13)
221 ’Ixi—yiwkl
pry

where an exponential weighting factor A*~,i=1,2---k;0<A<1 is introduced to

mitigate the contribution of the past data, which affords the possibility of following the
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statistical variations of the data when the filter operates in a non-stationary environment

[28]. As such, A is often called the forgetting factor. Note that the tap-weight vector w

in (4.12) is modified to w, in (4.13), which represents the tap-weight vector at iteration
k. w, remains fixed during the iteration for the computation of the cost function
C(w) as given in (4.13). The optimum value of the tap-weight vector w,, for which the

cost function C(w) attains its minimum value, is defined by the equation in the matrix

form;
O w, =D, (4.14)

where @, is the correlation matrix of the tap-input signal defined by:

k
o, =) AFyy”, (4.15)

i=]

and D, is the cross-correlation vector between the tap-input signal and the desired

signal, defined by

k
D, = Z Ay x, (4.16)

i=1
The symbol H in (4.15) denotes the Hermitian transpose and the asterisk * in (4.16)

denotes the complex conjugation. In order to compute the tap-weight vector w, in the
adaptive fashion, we need to find the recursive formation of D, and ®~', . According
to the definition of D, in (4.16), it can be represented recursively as

D, =AD, ,+y,x’, (4.17)
The recursive computation of @', can be obtained based a matrix inversion lemma

[37], giving
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_ ﬂ’—zq)—lk—lykkaq)_lk—l

(I)-l Zﬂ,_IQ—l
¢ - 1+ﬂ'—1ka(I)_1k—IYk

(4.18)

To simplify the computation of (4.18), let

— ’rlq)_lHYk
ol ﬂ'_lka(I)_lk—lyk

(4.19)

which is called the Kalman gain. Also note that K, =®7'y,, that is, the gain vector is
defined as the tap-input signal vector y, transformed by the inverse of the correlation
matrix @, . Using (4.19), (4.18) can be rewritten as:

o' =10, -A1'Ky? @' (4.20)
Thus the tap-weight vector can be given by

w,=w, +K, (x*k "kawk-l) (4.21)
=W, +Kk§*k

With the equations (4.19) to (4.21), the RLS algorithm is well constructed. The adaptive
computation can start from some initial values of w, and @®~',. Comparing (4.21) and
(4.3), it is clear that the tap weights update equations of RLS and LMS are similar. For
both of them, the new tap weights are obtained from the previous tap weights plus one
correction term, and the correction term is calculated based on the estimation error.
However, there are two differences between them. In (4.3), the estimation error of the
LMS algorithm is multiplied by gy, , while in the RLS, the estimation error is
multiplied by the Kalman gain K, . Since K, is a vector with the dimension equal to
the number of taps M , each tap weight in effect is controlled by one of the elements of
K, ; whereas the LMS algorithm has only the single adjustable parameter u .

Consequently, a much faster convergence is obtained by the RLS algorithm. The other
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difference is the computation of the estimated signal. In the LMS algorithm, the input
signal y, isequalized by the current tap-weight vector w,, i.e., y,w,; whereas in the
RLS algorithm, the estimated signal is the output of input signal y, equal
ized by the previous tap-weight vector w,_, i.e., y,w,_ . The estimation error denoted
by &, in (4.21) is thus sometimes called a priori estimation error.

The RLS algorithm stated above has a numerical robust problem [38]. More specifically,
since ®, denotes the correlation matrix of the tap-input signal, as shown in (4.15), the
@', is nonnegative definite. However, the recursive computation of @', in (4.20) is
computed as the difference between two nonnegative definite matrices, hence the
resulting @', may not be nonnegative definite any more. Unless the numerical
accuracy employed at every iteration of the algorithm is high enough, unacceptable result
may be introduced. This problem can be overcome by using some numerically stable
transformations of the correlation matrix [40]. In particular, @', can be propagated in a

square-root form, by using the Cholesky factorization

O =0 7,2, (4.22)

1 H
where @ 2, is an upper triangular matrix, and ® 2, is its Hermitian transpose. The

1
Cholesky factor @ 2, is commonly referred to as the square root of the matrix ®', .

Since the product of any square matrix and its Hermitian transpose is always positive

definite, the nonnegative definite character of @', is preserved. Consequently, the
1

numerical robust of the RLS algorithm using the Cholesky factor (I)_Ek for recursive
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computation is generally much better than that of using ®~', itself. Similarly, one can
also use the square-root of ®, for the adaptive computation.

The square-root adaptive filtering algorithms for RLS are known as the QR-RLS
algorithm [41], the extended QR-RLS [43], and the inverse QR-RLS [42]. They all use an

orthogonal triangularization process known as the QR decomposition [37] on the
correlation matrix of the tap-input signal ®, or its inverse ®',. In [39], a unified

treatment of the QR-RLS algorithms for exponentially weighted RLS is given. In the next

section, the initialization of PTEQ using the QR-RLS algorithm is presented.

4.2.2 QR-RLS based PTEQ initialization

Since the square-root RLS is numerically more stable, it is commonly more suitable for
adaptive equalizers rather than the standard RLS algorithm. In this section, the
initialization of PTEQ using the QR-RLS algorithm is presented.

As has been given in Section 4.1.2, an estimate of the transmitted training signal on tone

n is obtained iteratively as a linear combination of the equalizer tap vector v, and the
tap-input vector u, ,, as given by:

Sop =V AL 5, )=V, (4.23)
The correlation matrix of the tap-input signal is given by:

k
®, => 1u_u
k.n ; in in (424)

— H
- Rk,nR k.n

where R, is the lower triangular Cholesky factor of ®, . The QR-RLS adaptive
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algorithm is based on iteratively updating the square root of ®, , i.e., the lower
triangular matrix R, . Substituting the tap-weight vector v, for w, in (4.14) and

multiplying both sides of the equation with R™, , a new vector can then be obtained as:

k.n?

P, = R”,ka,” =R”,,D (4.25)

nkan

As given in the QR-RLS algorithm, a pre-array to post-array transformation of R, ,can

be found as [28]:
ﬂ’_;Rk—l,n uk,n Rk,n 0
i_Eka—l,n fk,n 0,,= ka,n &7 (4.26)
0 l qu,nR_Hk,n }/%k

where ©, , is a unitary rotation that operates on the elements of the tap-input data
vector u,, in the pre-array, annihilating its elements one by one, so as to produce a

block zero entry in the first row of the post-array. From (4.26), we can see the recursive

relation between R, , and R, ,. Furthermore, with the updated block values of R,
and p” x» 1nthe post-array, the tap-weight vector v, , can be computed by

VHk,n = ka,nR_lk,n 4.27)
Thus, as long as we can find a unitary rotation ®,, that can zero out the tap-input data
vector u, ,, an update formula for the lower triangular R, can be well constructed.

One method to generate the unitary rotation ©,, is through the product of a series of

Givens rotations [28], each of which is given as
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1 0 .0 - 0
o -.. cos¢m e 0 e e"”sin¢m
0 - 0 TR B 0

_0 cee —e"gin ¢m N | cos ¢m |

where the Givens rotation Q,, (m=0,1---M —1) zeroes out the m-th element of the
vector u, . Thus, through the equations (4.23) to (4.28), an adaptive computation can
start from R,, and p,, for each tone n. The QR-RLS based PTEQ initialization

process is summarized in Table 4.2.

As shown in (4.26), the QR-RLS algorithm operate directly on the tap-input data w, . In

[11], an inverse QR-RLS algorithm based PTEQ initialization method is given, which can

be easily implemented with a systolic structure. However, in the inverse QR-RLS the

il . .
tap-input data vector u,, is transformed by the @ *, ~ before the recursive calculation,

resulting in a more computational complexity.

The u,, can be split into the tone-independent difference terms Ay, and the DFT
output j,, of each tone. By virtue of this, a split SR-RLS algorithm [10] can be used,

such that the memory and computational cost is reduced, on the other hand, its

convergence speed of is lower than that of the full SR-RLS algorithm.
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Table 4.2 QR-RLS based PTEQ initialization process

Initialize R, and p,, foreachtone n

For £k=0,1,2------ K
Compute Ay, and Vi » Construct w, = [Ay: jk,n]T
For each tone n

For m=1,2---M , determine Givens rotations Q, ---Q,, , such that

R, w Rivn  Oua
a0 Q- = LT 5 (4.29)
p k.n xk,n p k+l,n
Apply exponential weighting to R, 41, for next iteration
R
R, =—>= (4.30)
/12

Apply exponential weighting to pH k41, fOr next iteration

P

P, =—% (4.32)
yE
Update the tap-weight vector
ka+1,n = ka+1,nR—1k+l,n (4.33)
End
End
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4.3 Simulation of Adaptive PTEQ Initialization for

VDSL

In this section, the adaptive per-tone equalization technique is investigated through
computer simulations. Two adaptive algorithms, namely, the NLMS and QR-RLS, are
considered in the simulation. The simulation is performed on several VDSL test loops as
given in Section 3.2, as well as using standard system conditions specified in the ANSI
standard T1.424. Configurations of the simulation system are given in Section 4.3.1. In
Section 4.3.2, we present the simulation results, including the convergence behaviour of
the two algorithms, the convergence speed versus equalizer taps, and the adaptive

initialization performance for different VDSL channel models.

4.3.1 Simulation configurations

As has been introduced in Section 3.3.1, during the adaptive initialization of PTEQ for a
VDSL system, a prescribed training sequence is sent by the transmitter, which can be
further categorized into the non-periodic MEDLEY signal and the periodic REVERB
signal. A PSD mask applies on the transmitted signal by means of multiplying a spectrum
shaping coefficient to each tone. The received signal is obtained through the convolution
of the channel impulse response and the transmitted signal plus some channel noises.
Three channel noise models are introduced in the simulation, as given in Table 3.6,
representing the range test, RFI test and crosstalk test, respectively. Based on the received
noisy signal, the PTEQ tap weights can be computed iteratively according to the adaptive

algorithms. In our simulation, the NLMS and QR-RLS algorithms are adopted, whose
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training processes have already been presented in Table 4.1 and Table 4.2, respectively.
The parameters for the simulation of adaptive PTEQ initialization in VDSL systems are
summarized in Table 4.3. The length of the training sequence is set to 512, i.e., 512 DMT
symbols. The number of training symbols is set according to the standard and it is

suitable for the computer simulation cost. The value of the forgetting factor A (see

Table 4.3 Simulation parameters of adaptive PTEQ initialization for VDSL

Number | Description Parameter
1 Training sequence length 512
2 Tones 4096
3 DFT/IDFT size 8192
4 Cyclic prefix length 640
5 DMT symbols per second 4000
6 Tone spacing 4.3125 kHz
7 Coding gain 42 dB
8 Noise Margin 6 dB
9 Total transmitter power 14.5 dBm
10 Effective downstream tones 32~865 and 1210~1966
11 Background noise PSD -140 dBm/Hz
12 Bits per tone 2~15 bits
13 Duplexing method Frequency division duplexing (FDD)
14 Forgetting factor 4 of RLS 0.99
15 Step size z of NLMS 0.1

Section 4.2) for the RLS initialization is chosen as 0.99. The step size z in the NLMS

initialization is set to 0.1. Other parameters used in the simulation system have been
described in Section 3.3.1. Also, synchronization is assumed perfect in the simulation
such that the delay of received signal and transmitted signal is omitted. Simulation results

based on these system configurations are depicted in the next section.
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4.3.2 Simulation results

In this section, various simulation results are presented. First, we investigate the
convergence behaviour of the NLMS and the QR-RLS based schemes based on two
different training sequences, i.e., the MEDLEY and REVERB signals. Then, for both
algorithms, the SNR evolution of different tones is depicted. As a performance measure
for the adaptive equalization, the convergence in terms of bit-rate is presented afterwards,
the relation between the convergence speed and equalizer taps is shown as well. Finally,
we illustrate the performance of the adaptive algorithms for a wide range of VDSL test
loops.

Experiment 1, Convergence behaviour based on different training sequence.

As we have introduced previously, the REVERB training signal is periodic with the DMT

« 10" . Comparison of convergence for different training sequénce

1 T T T T T T T T T
--------- Learning curve of REVERB signal
= Learming curve of MEDLEY -signal

Bit rate {bps)

I 1

- I I L i i 1 1
0 a0 100 150 200 250300 350400 @ 450 500
lteration

Figure 4.3 Comparison of different training sequences for the NLMS-based PTEQ

initialization of VDSL test loop 2 (medium) with 8 taps and noise model 1
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% 107 Comparison of convergence for different training sequence

45 T T T T 7 T ! ! I .
-------- Learning curve of REVERB signal

4+ Learning curve of MEDLEY signal

Bit rate (bps)

u 1 L i i 1 1 [} 1 1 1
0 a0 100 150 200250 300 - 350 400 450 500
iteration

Figure 4.4 Comparison of different training sequences for the QR-RLS-based PTEQ

initialization of VDSL test loop 2 (medium) with 8 taps and noise model 1

symbol length. which means that each tone always has the same two bits assigned to it
for successive DMT symbols. Whereas the non-periodic MEDLEY signal brings no

correlation between the two bits mapped on tone j during the m -th DMT symbol and

those mapped on the same tone during the m +1-th DMT symbol. Figure 4.3 and Figure
4.4 depict the bit-rate convergence plots of NLMS and QR-RLS, respectively, based on
the two different training sequences. They clearly show that the MEDLEY signal archives
reasonable convergence behaviour while the REVERB signal cannot obtain a stable and
smooth learning curve. This is because the bit loading algorithm is based on the
assumption that the signal and noise are both white. In other words, there should be no
correlations between the signal and noise. Therefore, we use the MEDLEY training

sequence for the consequent simulations to give a proper performance study.
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Experiment 2, SNR evolution of adaptive PTEQ initialization.

Figure 4.5 and Figure 4.6 depict the SNR evolution during the update of the PTEQ tap
weights when using the NLMS and the QR-RLS, respectively. The simulation is
performed for the VDSL test loop 2 (medium) with an 8 taps PTEQ and noise model 1.
The plots indicate that for both schemes, as more iteration goes, the SNR on the effective
transmission tones become higher. Thus, a more desirable shape of the SNR is obtained,

rendering a better transmission performance of the system.

SNR-evolution of NLMS initialization
50 “ “l T T T T 13 T T T

—~——k=20
......... k=501
= — - k=100
k=250 ||
— k=500 |
[teration number k

o

=

o

=

(5]
DR |
a0l .
An} i
_SD H 1 1 ! 1 1 1 L 1

] 04 02. 0304 .05 0607 08 09 10

Fregquency (normalized)

Figure 4.5 Evolution of the SNR during the NLMS-based PTEQ initialization of
VDSL test loop 2 (medium) with 8 taps and noise model 1

Experiment 3, Bit-rate convergence of adaptive PTEQ initialization.
The convergence behaviour in terms of the overall transmission bit-rate for an 8-tap
PTEQ is depicted in Figure 4.7. The VDSL test loop 3 (medium length) is employed in

conjunction with the channel noises of model 2 as given in Table 3.6. The bit-rate of the
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SNR evolution of QR-RLS initialization
BU T T T T T T T T T

SNR (dB)

_BD 1 I 1 Il 1 1 1 Il L
0 0.1 0203 :04 05 06 07 .08 09 1.0

Frequency (normalized)

Figure 4.6 Evolution of the SNR during the QR-RLS-based PTEQ initialization of
VDSL test loop 2 (medium) with 8 taps and noise model 1

25 -W/ =
ot g A
— R R e SN e
a 2 _/'Jb K .
= P
= Tt ——QR-RLS
= 1.5 S T RN TR TR DR MMSE o
7 —-—--NLMS
1 ! 2
!
!
05F 4
!
0 -

D. a0 100 :.150 - 200 .-+-260 .. 300 360 - -400 - 450 500
lteration

Figure 4.7 Comparison of different bit-rate convergence curve for the PTEQ

initialization of VDSL test loop 3 (medium) with 8 taps and noise model 1
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MMSE solution resulting from a 512 length training sequence is shown in the figure as
an upper bound for the comparison of the adaptive algorithms. The plot clearly shows
that the convergence of the RLS algorithm is much faster than that of the NLMS
algorithm. The overall transmission bit-rate is calculated based on the SNR of each tone,
using the Water-filling algorithm given in Section 2.1.3. The performance of bit-rate
incorporates the tone-dependent SNR into one measure representing all the tones. Figure
4.8 depicts the bit-rate convergence of different noise models for the NLMS and the
QR-RLS initialization schemes, which is simulated for medium length VDSL test loop 3.
It is shown that the noise model 3 achieves the fastest bit-rate and the noise model 2 leads

to the lowest one. For all the noise models, the QR-RLS achieves a faster convergence

gt 2 ———0R-RLS noise model 2 {]
2 _,.;-“ ——[IR-RLS noise model 3
=15 R QR-RLS noise-model 1 |
o B N = L NLMS noise madel 1
=== NI'MS5 noise model 2
r NLMS noise model 3
“I."_,_‘,_,.,»\"-v-@'x'd"f"‘ﬁ
05} T i
o
!
D ) 1 i

I I 1 1 1 L 1 1
0 50 100 . 1&b 200250 300+ 350 400 - 450500
lteration

Figure 4.8 Comparison of bit-rate convergence of different noise models for the
NLMS and QR-RLS -based PTEQ initialization of VDSL test loop 3 (medium), with
8 taps
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than the NLMS method. In addition, the learning curve of noise model 2 is much lower
than noise model 1 for NLMS, which implies that the increased channel noise reduces the
convergence speed of NLMS.

Experiment 4, Comparison of convergence speed of different number of PTEQ taps.
Figure 4.9 depicts the bit-rate learning curve for the NLMS and QR-RLS initialization
processes. The plots present the convergence speed for VDSL test loop3 (medium), noise
model 2, when the number of adaptive filters is 4 and 8. It is clearly seen that the
convergence speed of NLMS is reduced as the number of taps increases. For the QR-RLS

algorithm, the learning curve of 4-tap PTEQ and that of 8-tap PTEQ just have a slightly

10 Bit rate convergence of different number of taps
3.5 T T L] T T T ¥ T T
3t e T TN T
P>
B I
et
25F A
P ————NLMS 4 taps
Jr ‘ = =--NLMS 8 taps
& 9 : """"" QR-RLS B taps
= —— ~QR-RLS 4 taps
B
=15 1
o
1 ¥ el
e et N PN T i T M N
051k e T -
et
0 1 i

1 1 1 1 1] i H 5
0 B0 .. 100 150 200280 300 3500 400 450 ROD
ltetation

Figure 4.9 Bit-rate convergence of VDSL test loop 3 (medium) using NLMS and
QR-RLS for PTEQ initialization with noise model 2

difference. As we have stated in Table 3.7, the PTEQ with a larger number of taps will
achieve a higher maximum bit-rate. As a consequence, the convergence speed of

QR-RLS is also reduced as the number of taps increases. In order to clearly show the
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relation between the convergence speed and the number of taps, Figure 4.10 depicts the
number of training symbols is required as a function of the number of taps, such that the
bit-rate can reach a specific percentage of the MMSE solution. Due to the different
convergence speed of QR-RLS and NLMS, we choose the target bit-rate as 98% and 70%
of the MMSE bit-rate for the QR-RLS and NLMS, respectively. The number of PTEQ
taps ranges from 4 to 16. It is clear from this figure that the convergence speed decreases
with the increase of the number of taps. Hence, besides the consideration of memory and
computational cost, the convergence speed is another factor that affects the choice of an
appropriate number of taps

Experiment 5, Bit-rate convergence of different VDSL test loops.

Convergence speed versus the number. of taps

450 T T T T T
—4——QR-RLS
—BE—NLMS

400

350

300

lteration {training symbols)

150 1 1 i I 1
4 B 8 10 12 14 16

Number of PTEQ taps

Figure 4.10 Convergence speed of QR-RLS and NLMS as a function of the number
of PTEQ taps for VDSL test loop 3 (medium) with noise model 1

In order to illustrate the performance of the NLMS and QR-RLS initialization for various
VDSL channels, simulation is carried out for the VDSL test loops 1 to 7. Table 4.4
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indicates the number of iterations required for QR-RLS to reach 98% of the bit-rate
obtained from the MMSE PTEQ, and that for NLMS to reach 70% of MMSE bit-rate.

The noise model 1 is used in this simulation, and the number of PTEQ taps is set to 8. It

Table 4.4 Convergence behaviour of QR-RLS and NLMS for VDSL test loops 1 to 7

(noise model 1, 8 taps)

VDSL test | Symbols to reach 98% of | Symbols to reach 70% of 2:[:/::2
loop number | MMSE bit-rate of RLS MMSE bit-rate of NLMS
(Mbps)
1 (short TP1) 212 206 45.14
2 (short) 236 225 41.36
3 (medium) 262 232 30.44
4 (long) 224 212 3.79
5 284 276 45.32
6 252 237 21.69
7 211 215 8.65

is shown in this figure that the transmission speed converges for all the VDSL test loops.
For the QR-RLS initialization process, the transmission speed on all the VDSL test loops
is convergent within 512 iterations.

From the simulation results given above, we can see that both the QR-RLS and the
NLMS algorithms can well initialize the PTEQ tap weights for different VDSL test loops.
However, the QR-RLS algorithm yields a much faster convergence speed than the NLMS
algorithm. Within a training sequence of 512 symbols, all VDSL loops can almost
achieve the MMSE bit-rate by the QR-RLS initialization, whereas the NLMS
initialization can only achieve about one-half of the MMSE bit-rate. In addition, the
convergence speed of both of them decreases with the increase of the number of taps,

which imposes another factor on the choices of the equalizer tap size.
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4.4 Conclusions

In this chapter, adaptive algorithms have been discussed for the initialization of PTEQ in
VDSL systems to reduce the memory and computational cost. In particular, two adaptive
algorithms, namely, the NLMS and the QR-RLS have been investigated for applications
in VDSL equation.b It has been shown that the NLMS can overcome the gradient noise
amplification problem of the standard LMS algorithm and have a better convergence
performance. The QR-RLS is one of the square-root RLS algorithms, which is
numerically more stable than the original RLS algorithm, because of the factorization of
the correlation matrix of the tap-input signal. Two initialization processes for the PTEQ
are presented, based on the NLMS and QR-RLS algorithms, respectively. Simulations
using these initialization processes in the VDSL systems have been conducted, where the
configurations as specified in the standard are adopted in the simulation system. A
comparison of the convergence speed based on these two initialization processes is
carried out, in which the bit-rate of QR-RLS shows a much faster convergence than that
of the NLMS. Simulation results based on different VDSL test loops and different noise
models have also been given. For both of the adaptive algorithms, the PTEQ tap weights
well converge to the MMSE solution. The relation between the convergence speed and
the number of equalizer taps was also examined, showing that the convergence speed

decreases with the increase of the number of taps for both algorithms.
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Chapter 5

Conclusions and Future Work

In this chapter, we draw general conclusions in Section 5.1 and provide suggestions for

future work in Section 5.2.

5.1 Conclusions

The realization of high bit-rate data transmission through existing digital subscriber loops
(DSL) is being pursued by telecommunication companies due to its advantage in
providing broad-band services to various end-users without massive capital outlays.
Per-tone equalization (PTEQ) is considered as one of the most efficient equalization
techniques in the DSL receiver to tackle the harsh transmission environment and support
a reliable high-speed data transmission. In this thesis, we have carried out the design and
performance study of practical VDSL systems with per-tone equalization. We have also
investigated the performance of adaptive PTEQ techniques using NLMS and SR-RLS
algorithms. The objective of the thesis has been to examine the performance of practical
VDSL systems with the configurations as required by the ANSI standard as well as the
performance improvement of VDSL systems using the PTEQ technique in terms of the
SNR of the received signal on each tone as well as the overall transmission bit rate.

We have first introduce the current position of DSL as one of the most widely deployed

broadband access media, including the brief history of xDSL family and the main
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challenges in the development of practical xDSL systems. A number of impairments that
render harsh DSL transmission environment were then enumerated, necessitating the
adoption of advanced equalization techniques to increase the DSL coverage and offer
more broadband services to as many customers as possible.

The basic concepts of multi-carrier (MC) and discrete multi-tone (DMT) modulations
have been introduced. We showed that the MC modulation is capable of achieving the
channel capacity while the DMT modulation‘ is a feasible, complexity-constrained
transmission scheme to approximate the ideal MC modulation. DMT modulation makes
use of the very efficient DFT/IDFT-based modulation and demodulation scheme, leading
to a simple equalizer structure in the receiver, namely, a bank of 1-tap frequency
equalizers (FEQs). We have explained that a cyclic prefix (CP) needs to be added
between transmitted DMT symbols to avoid the ISI and ICI. However, the length of CP
specified in the ANSI standard is not sufficiently large, which, in conjunction with the
bad spectral containment of sinc-shaped DMT symbols, results in a bit rate that is far
below the channel capacity. Therefore, additional time-domain equalization (TEQ) is
required. The per-tone equalization as a result of combing the TEQ and FEQ into a
multi-tap complex-valued equalizer for each individual tone has been developed, which
can maximize the capacity for each tone and lead to a larger total capacity than any other
TEQ designs. The diagram of PTEQ has been depicted and the computational complexity
of PTEQ during data transmission has been discussed.

We have designed and simulated a practical VDSL system according to the ANSI
standard T1.424. The frequency response of seven VDSL test loops has been obtained by

means of the two-port modeling. The simulation results of the frequency response of
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these loops have been depicted. The training signals, noises and other parameters that are
required to construct a real VDSL system have been employed. Simulation results,
including the PSD of the transmitted and received signals, the SNR and the achievable
bit-rate, have been presented, showing that the PTEQ can well compensate the channel
attenuation and distortion and yield a higher transmission bit-rate.

In order to reduce the memory and computational cost for the initialization of PTEQ in
VDSL systems, two adaptive algorithms NLMS and SR-RLS have been adopted. The
equalizer tap weights are updated at each iteration by using the training signal.
Simulation results have shown that the system converges very well with the MEDLEY
training signals and the bit-rate of SR-RLS converges much faster than that of the NLMS.
The relation between the convergence speed and the number of equalizer taps has also
been examined, confirming that the convergence speed decreases with the increase of the

number of taps for both NLMS and SR-RLS.

5.2 Suggestions for Future Work

The channel and noise characteristics of VDSL systems may vary with time due to the
changing environment. As proposed in the newest VDSL standard, the bits assigned to
each tone should be adjustable seamlessly with the changing SNR on that tone during
data transmission, which is called the bit swapping. In order to keep the system
performance as high as possible during data transmission, the equalizer taps should be
adjustable to track these channel variation. A further study for a VDSL system utilizing
bit swapping can be conducted to examine the tracking performance of the PTEQ during

data transmission.

88

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Although the RLS algorithm shows a fast convergence speed, its computational cost is
relatively high. Further study is suggested to adopt the complexity reduced algorithms,
such as the order-recursive adaptive filters, whose computational complexity is increased
linearly with the number of adjustable filter parameters while a fast convergence speed is
retained [28].

In this thesis, we have focused on the DSL communication in a single-input single-output
(SISO) context, that is, one DMT transmitter communicates with one DMT receiver over
a single twisted pair. Recently, there has been an increased research interest in the
so-called multiple-input multiple-output DSL (MIMO-DSL) [44, 45]. By exploiting the
crosstalk among the twisted pairs in one binder, the co-located modems are able to
cooperate at the end of the binder. Additional performance gains can be obtained by
considering a binder of twisted pairs as a MIMO system. The MIMO-DSL techniques
may be combined with an appropriate equalizer to deliver a better performance.
Therefore, it is worth while studying the equalization issues in the MIMO-DSL systems

in the near future.
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Appendix

Amateur Radio Bands Recognized by ANSI

Table A.1 Amateur radio bands recognized by ANSI

Start frequency (MHz) End frequency (MHz)

1.810 2.000

3.500 4.000

7.000 7.300

10.100 10.150
14.000 14.350
18.068 18.168
21.000 21.450
24.890 24.990
28.000 29.700
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