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ABSTRACT
The variance stabilizing transformations formally introduced
by Bartlett (1947) are often seen to also approximately
normalize the random variable. This is so not due to the
variance stabilizing property, but becausé these transformations
often induce approximate symmetry. In this note, we obtain a
condition under which the variance stabilizing transformation
is also an approximately symmetrizing traﬁsformation and examine
some familiar transformations in this 1ight. We also construct
a differential equation, analogous to Bartlett's for obtaining
an approximately symmetrizing transformation and illustrate it

in terms of common cases.

Key words: variance stabilizing transformation, symmetrizing
transformation.



1. INTRODUCTION

The earliest consideration of a transformation which
stabilizes the variance is due to R.A. Fisher when he proposed
7= tanh™'r in 1915 and /2x€ -1 1in 1922 as approximately
normalizing transformations of the correlation coefficient r
and the Xi variable respectively. Bartlett (1947) introduced
variance stabilizing transformations formally for the purpose of
utilizing the usual analysis of variance in the absence of
homoscedasticity. He showed how to derive these using a
differential equation, and, as illustrations, confirmed the
variance stabilizing character of z and /6;3- and gave many
additional examples including the square root of a Poisson random
variable and the function arcsin vp of the binomial sample
proportion p. Since then, these transformations have been
variously studied and refined essentially with a view to
improving normality. Thus, Anscomb (1948) improved VX of the
Poisson variable X to /X+ (3/8), arcsin /p to
arcsin /fé + (3/8))/ (1 + (3/4)), and Hotelling (1953) in his

definitive study of the distribution of the correlation
coefficient, proposed numerous improvements of Z.

Now, we note that eQen though many variance stabilizing
transformations of random variables have near normal distributions

and they simplify the inference problems such as confidence



interval estimation of the parameter, the stability of variance
is not necessary for normality. However, approximate symmetry

is clearly a prerequisite of any approximately normalizing
transformation. Hence, an approximately symmetrizing
transformation of a random variable may be a more effective
method of normalizing it than stabilizing its variance.
Historically, this was first illustrated by Wilson and

Hilferty (1931), who showed that the cube root of a chi square
variable obtained by them as an approximately symmetrizing
power-transformation provides a normal approximation superior

to that based on Fisher's variance stabilizing transformation.
Their approach of constructing a skewness reducing power
transformation has now been extended to many other distributions,
e.g. to noncentral chi square by Sankaran (1959), to quadratic
forms by Jensen and Solomon (1972), to sample variance from
non-normal populations and multivariate 1ikelihood ratio
statistics by Mudholkar and Trivedi (1980, 1981, 1982). In the
next section, we present a condition under which the variance
stabilizing transformation is also an approximately symmetrizing
transformation, and examine some familiar transformations in this
light, The final section, contains a differential equation
constructed analogous to Bartlett's, which gives an approximately

symmetrizing transformation.



2. A CONDITION UNDER WHICH A
VARTANCE STABILIZING TRANSFORMATION
IS ALSO AN APPROXIMATE SYMMETRIZING

"TRANSFORMATION,

Let {Xn}T be a sequence of random variables such that
Vﬁ'(xn - 8) ~ N(O, oz(e)). Let also 53(8) and 54(6) be
moments of Xy, around 6, then using Taylor's formula we can

write for any smooth function g(x ),

n
4 ; J
- qglg) = 3 s 1 odgle) g
g(x ) - gfe) 3;:1 (X, - 8)" 3, 4 n, (2.1)

where R -~ 0 in probability as n - «, Using (2.1) we can

write, approximately (upto 0(12))
n

iy (9(X)) = g'%1g" £ (8)+3 " F,(0)3, (2.2)

~

where f,(8) = £5(0) - 3eq(0)ey(e), F,o(0) = a4(e)—a§(e),

g(0) = E{x,. -0), 5=1, 2,3, 4. Nowif glx ) is

a variance stabilizing transformation, we have,
g'(e) = c/a(e). (2.3)

If this g is also approximately symmetrizing, then

i.e. g__]n s(e) = %—f1(e)/f2(@). (2.4)



Thus, to be able to get a variance stabilizing transformation
which will also be symmetric, Ist four moments of Xn must
satisfy (2.4). Now, we examine some transformations in this

light.

2.2.1 Fisher transformation of Correlation Coefficient

From Hotelling (1953) we get up to order 0(12),
n

file) = - 6o(1 - oz)s/nz,
fole) = 2 (1 -0 42,
and o(p) = (1 - pz). We find that (2.4) is satisfied because

2
both sides of (2.4) equal - 2p/ (1 - o7).

2.2.2 Binomial Proportion

Let p be the sample proportion from a Binomial population with
n trials and probability of success ¢, then from Kendall
(1979, p.p. 121) we obtain
£1(0)= 0 (1 -6) (1 - 20)/n?

f,(0) = 207 (1 - 8)%/n?,

and o(e) = ngTET!g). In this case the condition (2.4) is
not satisfied because %’ f](e)/fz(e) = %— Eli%g_gwlfil Hence
arcsin v:;is not a "good" symmetrizing transformation. This
comment should be understood in view of the fact that there

may be other transformations with considerably smaller

skewness than arcsin v



2.2.3 Poisson Variable

Let X have a Poisson variable with mean 6, then

f](e) =g, fz(e) =9 + 262 and c(é) = /8 . Since,

d A _1 %.f (8) /£, (65 =2/(1+26) , the condition
o 2 1 2 3

in (2.4) is not satisfied. Hence, there is no transformation
which is variance stabilizing as well as approximately
symmetrizing.

2.2.4 Chi Square Random Variable

Let X has a chi square distribution with parameter n®. Then

letting Xn = X/n, we have f1(e) = 863/n2,

4 1 . -
fz(e) = 89/n2 + 0(753)- Hence, %af1(e)/f2(e) = 2/38

d 1n o(e) = (1/6). Again, we see that condition (2.4) is

and —

de
not satisfied.

The examples in Secs. 2.2.2 through 2.2.4 demonstrate that
there may be a possibility to get a better normalizing
transformation than given by the variance stabilizing
transformation. To accomplish this, we construct a differential
equation to obtain such a transformation and examine its

solutions for the cases discussed in section 2.



3. Symmetrizing Transformation

T mvndaia A Ak o~
iln Oraer tO get a

such that us (g(X_)) = ¢, we may use equation (2.2) for

n
g (g(Xn)) and thereby obtain (if ¢' #0),

! s Ty(8)
g —&-»_-—v?'—(———' (31)
g' 3 fple)
Hence, solution for g(.) can be obtained by solving
: f](e)
-_-_Z;J‘.{ﬁ._;de
g(o) = J'e 3) 75000 7 g, (3.2)

which can be regarded as an approximately normalizing
transformation. Now we examine (3.2) for the cases considered
in section 2.

3.1 Correlation Coefficient

In this case we have

, 2o do
g(p) = v e ] - pz dp

dp

i
—
et
N
S
[=)
©

%‘1n (1 +p)/(Y - p)]1 , which is Fisher's Z

and it confirms our conclusion in (2.1).



3.2 Binomial Proportion

In this case the symmetrizing transformation g(6) is given by

o(0) ZJ e 17301 - )73 o, (3.3)

This transformation may be contrasted with the variance

stabilizing transformation gv(s)

g.(8) =.[ 6'1/2(1 - e)'llzde. (3.4)

v
We note that (3.3) does not have an explicit solution but

can be numerically evaluated for any argument.

3.3 Poisson Variable

Let X be a Poisson variable with mean né then consider,

S

2 n
, we have f(6) = o/n?, £,(8) = 207 4 g(lg) Hence,

2
-2/3 1 de
,f € ] 26 do

n n
3 273
70 .

Xn =

il

g(e)

(3.5)

Thus, Pcisson variable is better normalized by a power
transformation with power = 2/3 as compared to the square
root transformation, which 1is variance stabilizing.

3.4 Chi Square Random Variable

Consider the set up in (2.4), we have

g(6) = f e 2 oy

3 61/3, (3.6)

Il



The above transformation is the well known Wilson-Hilferty

cube-root transformation.

4. DISCUSSION

We have given an easily verifiable condition which tells
whether variance stabilizing transformation is a good
normalizing transformation. In case this condition is not

met, it may be possible to get an explicit normalizing
transformation through a differential equation. We may also

use the condition derived here to propose a measure pn of the
normalizing strength of the variance stabilizing transformation,
which is given by

f1(e)

- ayd 1n o(8) f (4.1)
£ 2 1 OA\Y)
2075

=2
=3

A value of n close to 1 gives good normalizing strength,
n less than 1 indicates negative skewness and a value greater
than 1 indicates a positive skewness. This measure for various

examples given here is presented below.

Random Variable n
Correlation Coefficient 1
Binomial Proportion 2/3
Poisson 1/3

Chi-Square 2/3
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