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A bstract
Fault Detection and Isolation of Jet Engines using Neural Networks

Seyed Sina Tayarani Bathaie

The main objective of this thesis is to  design a fault detection and isolation (FDI) 
scheme for the aircraft jet engine using dynamic neural networks. Toward this end 
two different types of dynamic neural networks are used to learn the engine dynamics. 
Specially, dynamic neural model (DNM) and time delay neural network (TDNN) are 
utilized. The DNM is constructed by using dynamic neurons which utilize infinite 
impulse response (IIR) filters to generate dynamical behaviour between the input 
and output of the network. On the other hand, TDNN uses several delays associated 
with the inputs of the neurons to achieve a dynamic input-output map. We have 
investigated the fault detection performance of each structure. A bank of neural 
networks consisting of a set of 12 networks th a t are trained separately to capture 
the dynamic relations of all the 12 engine param eters are considered in this study. 
The results show th a t certain  engine param eters have be tter detection capabilities 
as com pared to the others. Moreover, the fault detection performance was improved 
by introduction of the concept of ’’enhanced fault diagnosis scheme” which employs 
several networks and monitors several engine param eters simultaneously to enhance 
and improve the accuracy and performance of the diagnostic system.

The fault isolation task is accomplished by using a multilayer perception (MLP) 
network as a classifier. The concept behind the isolation is m otivated by the fact tha t 
there is a specific m ap between the residuals of different networks and a particular 
fault scenario. We show th a t the MLP has good capability in learning this map and 
isolates the faults tha t are occurring in the jet engine. To dem onstrate our diagnostic 
scheme capabilities, 8 different fault scenarios are simulated and according to the 
simulation results, our proposed FDI scheme represents a promising tool for fault 
detection as well as fault isolation requirements.
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Chapter 1 
Introduction

1.1 G eneral A rea o f R esearch
Fault diagnosis has been a m atter of wide interest during the past few years due to 
im portance of reliable operation in industry and in everyday life. The ability to detect 
the fault in an operation in an early stage is not only im portant for the safety reasons 
but also it can  avoid the high cost of a failure and overhaul of a system. Hence, 
fault diagnosis is becoming more significant in industry. In aerospace industry jet 
engine related costs involve a large portion of the operating cost of an aircraft. Fault 
diagnosis of engines allows one to avoid the high costs of a stopped flight or even 
unnecessary replacement of parts and elements of the je t engine. Hence, an early 
diagnosis of the jet engine can lead to im portant consequences in the maintenance 
cost of the aircraft.

Fault diagnosis algorithms are primarily divided into two different categories, 
namely model-based and data-driven (intelligent-based) approaches. Model-based 
approaches mostly rely on analytical redundancy and employ analytical m athem at­
ical model of the system [1] [2]. However, it is usually quite challenging to find an 
exact m athem atical model of the system due to existence of uncertainties, unmodeled 
dynamics, noise and disturbances.
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In contrast, data  driven approaches mostly rely on historical or real-time data  
from the system measurements, and do not require detailed m athem atical model of 
the system. Hence, intelligent-based m ethods have received lots of attention  in the 
literature. Among the intelligent-based fault diagnosis approaches, artificial neural 
networks (ANN) are among the popular m ethods due to their promising capabilities in 
learning the dynamics and input-output relations of a system. They provide a viable 
tool for dealing with nonlinear problems and modelling complex and nonlinear systems 
with great flexibility and capability. However, in some cases static neural networks 
suffer from some drawbacks. The information flow in a static neural network is always 
from the input to the ou tput in feed forward networks and there is no feedback in 
the network. Moreover, the static neuron does not model time delays associated with 
the dynamics of the system. Due to the fact th a t practical systems have a dynamic 
input-output behaviour, static neural networks cannot be an appropriate tool for 
modelling their dynamics. Hence, recently a great deal of a ttention has been paid to 
dynamic neural networks (DNN). Dynamic neural networks employ internal feedback 
within the neurons of the network. This implies tha t the network has a local memory 
characteristic and can generate dynamic input-output behaviour.

Due to the fact th a t the aircraft je t engine is a highly nonlinear dynamic system, 
a static neural network is not a proper approach to learn the dynamics of the engine. 
Hence, dynamic neural networks are used in the literature for modelling dynamic 
systems such as the aircraft engine.

1.2 Statem ent o f th e  Problem
The main objective of this thesis is to  develop a fault diagnosis scheme for a dual 
spool turbo fan engine using dynamic neural networks. The engine in a highly non­
linear dynamical system, hence, a dynamic neural network is required to learn the
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dynamics of the aircraft engine. Moreover, since there is generally no accurate ac­
cess to the m athem atical equations of an engine, therefore developing model-based 
approaches would be a challenging task leading to high costs. Therefore, intelligent- 
based fault diagnosis schemes are of great interest. Towards this end, two different 
types of dynamic neural networks are used in this thesis to  learn the dynamics of the 
engine namely, dynamic neuron unit and time-delayed neural networks. The fault di­
agnosis capabilities and comparisons between these two approaches are made through 
extensive set of simulation scenarios and case studies. An enhanced fault diagnostic 
approach is also presented to improve the fault detection performance by employing 
a bank of neural networks and residual generators.

The fault isolation task is also accomplished by using a neural network classifier 
and the residuals generated by the fault detection module. Simulation results show 
tha t a multi-layer perceptron can be useful tool for performing fault isolation in the 
aircraft je t engine.

1.3 L iterature R eview
1.3.1 Fault D iagnosis and Isolation (FDI)
The term  fault is defined in the literature as an unexpected change in the system 
function. Faults are generally classified as occurring in the actuators, or sensors or 
components of the process.

Fault diagnosis task is carried on after a healthy operation of the system is avail­
able using either model-based approaches or process history-based approaches using 
either quantitative or qualitative methods [3] [4]. On the other hand, the difference 
between healthy model output and actual output generates a signal tha t is called a 
residual. This signal would be used as a measure to detect the occurrence of a fault in
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Diagnostic Methods

Process Model-Based Process History-Based

Quantitativ Qualitative . , . .

Fault Trees Structural

Figure 1.1: Classification of the diagnostic m ethods [10].

the system. This residual can  also be post processed using signal processing methods 
or frequency analysis for isolation and fault identification tasks.

Q uantitative model-based approaches are based on state estim ation, param eter 
estim ation and parity space concepts. The idea behind these methods is tha t a fault 
will cause changes to some physical param eters and can lead to a change in certain  
state  or model param eters. Therefore, by monitoring the estim ated param eters one 
can detect and isolate a fault [5].

In contrast, in qualitative model-based approaches the relationships between sys­
tem  param eters are used to describe the system behaviour by some qualitative terms 
such as if-then and causalities rules. Qualitative model-based methods can be used 
either as qualitative causal m ethods or abstraction hierarchies. The information flow 
in the causal models can be developed in various forms such as digraphs, fault trees 
or qualitative physics. The details regarding the qualitative methods are presented
in [4].
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Another fault diagnosis approach which is shown in Fig. 1.1 is based on the 
process history. In these approaches it is assumed th a t a large amount of historical 
data  are available. These da ta  can be transform ed to useful information for fault 
diagnosis through various methods known as feature extraction. Feature extraction 
can be either qualitative or quantitative. Qualitative history-based methods can be 
mainly by expert systems or qualitative trend analysis [5]. Generally the rule-based 
expert systems need an extensive da ta  about the history of the process and the rules 
and the diagnosis reasoning corresponding to these rules. Hence, the approach might 
be tim e consuming to develop due to the necessity of processing huge amount of data
[5].

Neural networks and statistical classifiers are the main m ethods for extracting 
quantitative historical information. Main statistical feature extraction methods are 
based on partial least square (PLS), principal component analyze (PCA) and statis­
tical pa ttern  classifiers [6]. Generally quantitative feature extraction methods formu­
late the fault diagnosis problem as pa ttern  recognition problem. The details on these 
approaches are presented in [6].

The most im portant classifier tha t is used also in this thesis is the neural network 
classifiers. These networks have been employed extensively in pa ttern  recognition 
problems and system identification [7] [8]. The interest towards neural networks in 
fault diagnosis is due to their capabilities to cope with uncertainties, nonlinearities 
and complexities. Hence, neural networks are considered as powerful modelling tools 
for representing highly nonlinear processes.

As presented earlier, fault diagnosis task will carried on after a healthy behaviour 
of the system is available using either model-based approaches of process history-based 
approaches. It is generally desirable to have knowledge about the system beyond the
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presence of a fault, tha t is fault detection and to actually isolate the location or char­
acteristics of the fault. In the past, fault isolation has been limited to simple cases in 
which a single measure was interpreted as a specific fault. However, nowadays more 
sophisticated methods of fault isolation have been developed. Usually some form of a 
fault evaluator or reasoner is used to provide the fault isolation capability. The exam­
ples of this form are the case-based reasoning which is based on past experiences to 
reason ones way from the observed changes and conditions from the normal situation.

Various m ethods have been used to perform the isolation task in the literature. 
P atan  et al. [9] presented a multiple model approach for the fault isolation of the sugar 
evaporation process. They used three dynamic neural networks which were trained 
in the faulty scenario, com paring the residuals of the faulty-trained network with the 
residual of the network training in the healthy mode. Therefore, when a fault has 
occurred the corresponding faulty network residual will be zero and the fault can be 
isolated. In [10] an isolation approach was presented by using a self organizing map 
(SOM) network followed by a linear vector quantization (LVQ) network to isolate 
the faults in the voltage, current and torque of a satellite. In [11] a recurrent neural 
network was used to detect and isolate the faults in the satellite actuators where the 
diagnostic scheme was designed to isolate three thruster faults occurring in the first, 
the second and the th ird  pair of the satellite actuators.

1.3.2 Engine Fault D iagnosis
Aircraft engine fault diagnosis has been a m atter of wide interest in recent years for 
performing tasks such as preventing catastrophic failures and costly com ponent dam ­
ages, increasing the flight safety by early detection of engine malfunctions, reducing 
time for m anual fault isolation and reducing delays and cancellations by performing 
timely on-wing maintenance. Engine fault diagnosis algorithms can be classified into
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model-based or intelligent-based (process history-based) approaches or a hybrid ap­
proach of both model-based and intelligent-based methods. Both model-based and 
history-based techniques have been extensively studied in the literature for health 
m onitoring of aircraft je t engines. Kalman filters are used as one of the most popu­
lar tools in the model-based fault diagnosis th a t has been extensively studied in the 
literature [12] -[13]. A multiple model fault detection and isolation scheme for the 
je t engines is proposed in [13], a bank of linear kalman filters is designed where each 
filter corresponds to a specific operating mode of the engine and a hierarchical fault 
diagnosis architecture is proposed for both  single and concurrent faults.

Generally engine performance is represented by commonly called health param ­
eters [14]. These param eters are not directly measured and can only be estim ated 
by the measured data. This procedure is often called the gas path  analysis (GPA) 
[14]. Gas pa th  analysis is used to monitor the health indicators of the engine. In 
this m ethod the health param eters of the engine would be analyzed to monitor the 
health status of the engine. Common engine faults consist of various anomalies and 
issues such as blade erosion and corrosion, excess clearances or plugged nozzles and 
foreign object damage (FOD). These faults result in changes in the thermodynam ic 
performance of the engine as measured by compressor flow capacities and adiabatic 
efficiencies [15].

Various approaches are used to estim ate the health param eters in the gas path  
analysis, where the most popular methods have been Kalman filter [16] [17], least 
squares m ethods [18], fuzzy logic [19], genetic algorithms [20], and bayesian belief 
networks [21]. Yan et al. [22] applied a fusion approach of multiple classifiers for 
a gas path  fault diagnosis. Urbain [23] employed a gas pa th  analysis to isolate the 
single and multiple faults in the turbine engine.

An observer-based fault detection and isolation scheme was presented by P atton  et
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al. [24]. In their study the observers are used to generate diagnostic residual signals. 
They also outlined ideas for improving the robustness properties of the diagnostics 
system.

A condition-based monitoring system was constructed in [25] by using a qualitative 
model-based approach. In their approach, intelligent computerized systems monitor 
gas turbines to satisfy maintenance needs based on the tu rb ine’s condition rather 
than  on a fixed number of operating hours. They showed th a t the developed system 
cuts costs and improves performance significantly. Recently artificial intelligence 
approaches such as neural networks [26], and Bayesian networks [21], fuzzy logic 
[27], have also been applied to the GPA.

Although, model-based techniques have their advantages in terms of on-board real­
time applications, their reliability for health monitoring often decreases as the system 
complexity and modelling uncertainties increase. In contrast, data-driven approaches 
mostly rely on real-time or historical da ta  from the engine measurements, and do not 
require a detailed m athem atical model of the engine. Neural networks are popular 
methods tha t are widely used in the aircraft engine fault diagnosis [28, 20, 29, 30, 31]. 
Support vector machine and fuzzy logic networks have also been introduced for fault 
diagnosis of jet engine in the literature [32].

1.3.3 Neural N etw ork-B ased Fault D iagnosis
A wide range of various neural networks (NNs) has been implemented for the gas 
turbine engine fault diagnosis, such as the feed forward back propagation neural 
networks [28] and m odular neural network system [20]. In [29] a neural network 
was used to detect input-output control sensor fault in the single shaft engine. The 
diagnosis involves dynamic observers along with a neural network to classify observer 
residuals into different fault classes. Joly et al. [30] exploited a NN as a pro-active
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engine diagnosis tool which used a large amount of engine da ta  recorded for Rolls 
Royce engines. A comparative study was conducted in [31] for an effective feature 
extraction using neural networks for novelty detection in highly dynamic systems such 
as the gas turbines. In their work several multilayer perceptron, linear networks, radial 
basis function network as well as Kohonen and probabilistic networks were constructed 
and trained. Multiple neural networks were utilized in [33] along with GPA m ethod 
to isolate component-and-sensor faults in the engine. Several hybrid approaches were 
also used for fault diagnosis purposes such as a hybrid neural-network where part 
of the model was replaced by influence coefficients [34]. They have reported tha t 
the accuracy of such a network was favourable com pared with the back-propagation 
neural network and the Kalman filter approach. M ohammadi et al. [35] also applied 
a hybrid fault diagnosis m ethod to the gas turbine engine using a hybrid autom ata. 
The complete survey of neural network-based methods has been reviewed in [36, 37].

Most of the static neural networks are used for off-line and steady state engine 
fault diagnosis. In [38] a back propagation NN was used for fault diagnosis of the 
engine where noise-contained training and testing data  were generated using influence 
coefficient m atrix. In their work the inputs to the network were selected based on the 
number of sensors th a t are available in the engine. The pressure and the tem perature 
of bo th  the turbine and the compressor as well as the shaft speed are considered as 
inputs of the network. They showed tha t under high level noise condition NN fault 
diagnosis can only achieve a 50-60% of success rate. The performance of NN and 
Kalman filter in the engine fault diagnosis has also been a m atter of interest. Volponi 
et al. [39] made a comparative study between the neural networks and Kalman filters 
in the gas turbine performance diagnosis.

Several other intelligent-based m ethods have also been used for fault diagnosis 
of aircraft engine in the literature. Bayesian networks are presented in [40] for the
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off-line fault diagnosis of industrial gas turbine in the steady state. A hybrid m ethod 
of neural networks and a support vector machine (SVM) was used for the health 
m onitoring of the gas turbine engine [32].

1.3.4 D ynam ic Neural Networks
Dynamic neural networks have received a lot of attention  recently due to their capabil­
ities in modelling nonlinear dynamical systems. The dynamic behaviour is introduced 
to the neural network by either internal feedback inside the neurons or through the 
external feedback. The dynamic network with internal feedback normally exploit FIR 
(finite impulse response) or IIR  (infinite impulse response) filters along with the ac­
tivation function to generate a dynamic characteristic in the network. These filters 
are built inside the neurons, therefore the neurons of such a network are generally 
known as dynamic neurons [41, 42, 43, 44, 45, 46, 47, 9]. Another form of dynamic 
neurons was presented in the time-delay neural networks where the static neuron in 
modified by augmenting a delay associated w ith the weights of the network. This 
modified neuron has now the capability to generate dynamical behaviour in the net­
work [48, 49, 50]. The other category of dynamic neural networks is constructed 
based on the static neural network concept [7, 51]. In these networks the structure 
of the network is changed by using some external feedbacks to generate dynam i­
cal behaviour. Various structures are presented in the literature for dynamic neural 
network with external feedbacks where tapped delay lines are used [7] along with a 
static network to generate dynamics in the structure. Recurrent neural networks are 
the other form of dynamic networks which employ extensive feedback between the 
neurons of different layers [51]. Li et al. [52] used a recurrent Elman network to 
construct a fault diagnosis scheme for the reaction wheel on the satellites. They also 
applied a recurrent neural network for failure detection and isolation in the actuator
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and thruster of the satellite [53].

Figure 1.2: A dynamic neuron with an internal IIR  filter [46].

Ayoubi [41] presented a class of neuro-dynamic structures tha t employ an internal 
feedback between the input and output of the neurons using an IIR  filter to  generate 
a local memory characteristic in the overall network based on the concept of dynamic 
neuron. The structure of this dynamic neural model (DNM) is shown in Figure 1.2. 
In this structure the filter is located prior to the activation function, however, in [50] 
another structure was used where the filter is placed after the activation function of 
the neuron. This will result in a simpler input-output relationship in the network. 
However, Yazdizadeh [49] showed th a t in order to model a nonlinear dynamical system 
using this structure a delayed sample of the ou tput is required as an input to the 
network.

Dynamic neural networks have been recently introduced to control and perform 
fault diagnosis due to their capabilities in learning the dynamics of nonlinear systems. 
In [54] a dynamic neural unit was presented to control an unknown nonlinear system. 
In [45] a dynamic neural model was used to detect actuator faults in the attitude 
control subsystem of a satellite. P atan  et al. [9] employed the DNM for fault detection 
of real sugar evaporation processes. They used a simulation perturbation  stochastic 
approxim ation for updating the network param eters. Moreover, a multiple model for 
healthy and faulty modes was developed to perform the isolation task in the system. 
Valdes [44] employed the DNM for fault detection and isolation of thrusters in the 
formation flying of satellites in a series-parallel structure where the network is using
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a delayed feedback of the actual output for the training phase and a feedback of the 
network activity for the recall phase. Korbicz et al. [55] used the DNM tha t is used 
in this thesis for process modelling and fault diagnosis. They applied their m ethod 
for identification of the nonlinear system and for a two tank  process [55]. Yazdizadeh 
et al. [50] applied their modified form of dynamic neural network for identification of 
nonlinear dynamical systems. Later on M ohammadi et al. [43] applied the dynamic 
neural network th a t was developed by [50] for fault detection of the aircraft je t engines. 
They considered three engine param eters and three separate networks are trained for 
fault diagnosis of the engine. The series-parallel approach was utilized in the recall 
phase where the residuals are generated.

Time delayed neural networks (TDNN) is another neuro dynamic structure where 
a static neuron is modified by introducing a delay along with each weight to generate 
dynamical behaviour in the network. This network was originally introduced by 
W iable [48] and was used for phoneme recognition. The difference between the TDNN 
and taped delay network is tha t in the TDNN the delays exist in all layers whereas in 
the taped delay network delays are only presented to the input layer. These networks 
are powerful tools for recognition of spatio-tem poral patterns and can be trained by 
using back propagation algorithm.

In the conventional time-delay neural networks the delays are fixed throughout 
the training, hence, to achieve a be tter performance adaptive neural networks are pre­
sented in the literature [49]. In the adaptive time delayed neural networks (ATDNN) 
the delays are also updated in the training procedure as well as the weights of the net­
work. Yazdizadeh [49] applied the ATDNN for identification of four different classes of 
nonlinear dynamic systems. Different training structures were presented to guarantee 
a stable learning of all the nonlinear classes. The ATDNN was applied for identifica­
tion of a two-link flexible robot in [56]. TDNN was also used in several applications in
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modelling industrial systems. In addition to the original application of the TDNN in 
speech recognition, TDNN was also applied to several other applications, such as im­
age sequence analysis [57] and trajectory generation [58]. TDNN was also introduced 
for fault diagnosis in some applications such as automobile transm ission gears along 
with a radial basis function [59] and for damage detection of the railway bridges [60].

1.4 T hesis C ontribution
The contributions of the work developed in this thesis are detailed as follows:

• An influence m atrix is developed and presented to evaluate the effects of each 
fault on all the jet engine param eters. Faults are then classified into three 
different classes of High/Norm al and Low severity levels using the influence 
matrix.

•  Twelve different neural networks are trained based on the dynamic neural model 
approach. The fault detection performance of each network is presented on all 
the eight faults scenarios th a t are considered.

•  Twelve different neural networks are trained based on the tim e delay neural 
networks approach. A series-parallel structure for the TDNN is presented to 
detect the faults in the jet engine.

•  A single-input single-output TDNN was also developed as a fault detection tool 
and its performance was compared with the other neural networks methods.

•  A fault isolation scheme was presented by using the MLP to isolate faults tha t 
are occurring in the jet engine.

•  An enhanced fault diagnosis scheme was developed and applied to the je t engine 
by using a multiple residual generator strategy.
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• It has been observed through extensive simulations th a t the SISO TDNN has 
be tter isolation capability in comparison with the DNM. Moreover, for fault 
detection, one can conclude tha t the series-parallel TDNN has the best perfor­
mance as compared to the two other networks in detecting faults as small as 2 
percent on average.

1.5 T hesis O utline
The organisation of this thesis is as follow: C hapter 2 includes the background infor­
m ation on the input-output behaviour of both  the DNM and the TDNN approaches 
as well as their updating rules. Moreover, the engine m athem atical model and the 
equations of a dual spool turbo  fan engine are presented. The types of the faults tha t 
are considered in this thesis and the influence coefficient m atrix are also presented 
in Chapter 2. The proposed fault detection strategies by using the dynamic neural 
networks as well as the simulation results and discussions are presented in Chapter 3. 
Chapter 4 presents our proposed fault isolation scheme and the corresponding simu­
lation results. The conclusions followed by the future work are presented in Chapter 
5.
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Chapter 2

Background Information

2.1 D ynam ic N eural M odel A pproach
A neuro-dynamic structure is presented in this section based on the Ayoubi model [41], 
which in thesis is called dynamic neuron model (DNM ). This network is constructed 
based on the concept of a dynamic neuron and is constructed by adding internal 
dynamics which makes the neuron’s activity depend on the internal neuron states. 
This can be obtained by integrating an infinite impulse response (IIR) filter within 
the standard static perceptron structure. Figure 2.1, represents the structure of such 
a dynamic neuron model.

The input-output relations of the network can be obtained by three main modules. 
The first module is the adder, which is similar to  the static neuron, th a t is

r
x(k) =  W Tu(k) =  ^  w pu p(k) (2.1.1)

p=1

where W  =  [wi, w2, ...wr]T denotes the input-weight vector, r  denotes the number of 
inputs, and u(k) =  [u1(k), u 2(k), ...ur (k)]T denotes the input vector (T denotes the 
transpose operator). The output of the adder is passed through an IIR  filter by which
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a dynamic m apping is created between the input and the ou tput of the neuron. For 
example, by applying a second order filter, the output of the filter and filter transfer 
function would be respectively:

y(k) =  - a iy ( k  — 1) — a 2y(k — 2) + box(k) + b ix (k  — 1) + b2x (k  — 2) (2.1.2)

u t  -^  bo + biq 1 + b2q 2 /0 1

H ( q ) =  — = 2  (2.1.3)1 + a iq  1 + a2q 2

where x(k) is the filter input, y(k) is the filter output, a  =  [a1, a2]T and b  =  [b0, b1, b2]T
are the feedback and feed-forward coefficients of the filter, respectively and q is the
shift operator.

The neuron output can  now be expressed as:

y (k) =  F  (g.y(k)) (2.1.4)

where F (.) is a nonlinear activation function th a t produces the neuron output and 
g is the param eter of the activation function defining its slope. Introducing g to the 
activation function can be very helpful particularly in case of nonlinear activation 
functions such as hyperbolic tangent or sigmoidal [61]. Due to the adaptive nature of 
this param eter the neuron can better model a biological neuron.

Figure 2.1: A dynamic neuron having an internal IIR  filter.

Let us consider an L-layered network as shown in Figure 2.2 using the dynamic 
neurons tha t are described by a differentiable activation function F (.). Let N  denote 
the number of neurons in the l-th  layer, O ln (k) denote the ou tput of the n th  neuron
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of the lth  layer, and wp,(k) denote the input of the lth  layer, generated from the p-th  
neuron of the previous layer at discrete times k (l =  1 ,...,L ; n =  1 ,...,N l). The 
activity of the n th  neuron in the lth  layer is defined by:

D Nl-1 n
On (k) =  F  [gny(k)] =  F  [gn(^  bdn ^  wlnpUlp (k  — d) — ^  ad n^n(k — d))] (2^ 5)

d=0 p=1 d=1

It can be seen from equation 2.1.5 tha t the network outputs depend on the past 
outputs y(k — 1), y(k — 2), ..., y(k — n). Since an activation function F (.) is an 
invertible function (e.g. tangent hyperbolic), then network outputs will also depend 
on past outputs y(k — 1), y(k — 2), ... , y(k — n). Consequently, the expression for 
the last layer outputs is given by equation (2.1.6), where r ( .)  is a nonlinear function 
representing the overall network map. One should note th a t normally the activation 
function of the output layer is linear in this case y(k) =  y(k). This shows th a t the 
network outputs are nonlinear functions of the inputs and their delays as well as the 
previous outputs samples, tha t is

O£(k) =  r[y (k  — 1 ),.. .,y(k — m s), u (k ),u (k  — 1),.., u(k — n s)] (2.1.6)

2.1.1 E xtended  D ynam ic B ack-Propagation A lgorithm
The proposed dynamic neural model param eters will be updated  using an extended 
dynamic back-propagation which is similar to the static back-propagation algorithm 
with some modifications tha t makes it applicable to the dynamic neuron. The main 
objective of the learning process is to adjust all the unknown network param eters so 
tha t the nonlinear system can be identified by the proposed dynamic neural network 
by using a given training set of input-output pairs. The unknown network param eters 
are w, a, b, g , where w  =  [w^p]l=1,...,L;n=1,...,N;;p=1,...,N;_1 is the weight m atrix, a  =
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Figure 2.2: Dynamic neural network architecture.

[aldn]l= 1 ,...,L;n= 1 ,...,Nl;d= 1 ,...,D and b  =  [bldn}l= 1 ,...,L;n= 1 ,...,Nl;d= 1 ,...,D are the filter param eters 
matrices, where D denotes the order of the IIR  filter, and g =  [g^d]l= 1,...,L;n= 1,...,Nl 
denotes the slope param eter matrix.

As stated  earlier to  adjust the network param eters, pairs of the healthy input 
and output data  sets are used. The back-propagation error is widely applied for the 
purpose of training static networks. Its extension to dynamic applications are known 
as the extended dynamic back-propagation algorithm (EDBF) [55]. The objective of 
the EDBF is to adjust all the param eters of the network vector 7  =  [w ,A ,B ,g] to 
minimize the performance index J based upon the error function e(k) which is defined 
by:

1 N 1 N 
J  =  2  £ f e ( k ) ) 2 =  2 £ ( » ? ( k )  — » (k )) '2 (2.1 .7)i=1 i=1

where e^k) denotes the error of the ith output defined as difference between the 
desired response yd(k) and the actual response yfe(k) and N denotes the number of 
outputs.

The adjustm ent rule of the EDBA for the network param eters has following form:
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y!  (k + 1) =  y!  (k) +  nAi  (k)Si„ (2.1.8)

where 7  represents the unknown generalized param eter vector, n is the learning rate, S 
denotes the sensitivity function for the elements of the unknown generalized param eter 
vector and A is the generalized output error which is described separately for the 
ou tput layer and the hidden layer as given below:

• Hidden layers generalized output error

Ni+i
Ai  =  £ ( Ai+1(k)9i+1 b0+ V + V 'f e L ) (2.1.9)

•  O utput layer generalized output error

AL =  en(k)F'(yLn) (2.1.10)

The sensitivity function S is also defined as follows:

•  Sensitivity w ith respect to the weight param eters

m m
SWpn (k) =  9 n ^ 2 /  binup(k — i) — ^  a inSWpn (k — i)] (2.1.11)

•  Sensitivity w ith respect to the feedback param eters

Si in (k) =  —gi yn(k — i) (2.1.12)

•  Sensitivity w ith respect to the feed-forward param eters

=  gi X i (k — i) (2.1.13)
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SL (k) =  y! (k) (2.1.14)

• Sensitivity w ith respect to the slope param eters

Based on equations (2.1.8)-(2.1.14) the updating law for each network param eters 
can be rew ritten as follows:

• Hidden layers param eters

- Weight parameters:

Ni+i
(k + 1) =  wip (k) +  n [ £  (Ai  (k)gZ+1b0+1wZ+1)F' (y!n(k))] (2.1.15)z=1

m m
gi [£  binUP(k — i) — £  ainSWpn (k — i)] i=0 i=1

- Filter feedback parameters:

Ni+i
a in ( k + 1) =  ai ( k ) —n [£ (An(k)gZ+1b0+1wZ+1)F' (y1n(k))]gnyn ( k —i) ^ . ^z=1

- Filter feed-forward parameters:

Ni+i
b i(k  +  1) =  bi(k) — n[ £  (Ai(k)gZ+1b0  ̂1wZ+1)F  '(y U k ^ g iX iX k  — i) (2.1.17)

z=1

- Slope parameters:

Ni+i
g i (k +  1) =  g i (k) — n [£  (Ai (k)gZ+1b0+1wZ+1)F' (y!n(k))]y(k) (2.1.18)z=1

•  O utput layer param eters
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- Weight parameters:

wip (k +  1) =  wip (k) +  n [en(k )F ' (y1n(k))]gn£  binUp (k — i) — £  aL SWpn (k — i)]i=0 i=1
(2.1.19)

- Filter feedback parameters:

ai (k +  1) =  ai (k) — n [en(k )F  ' (y1n(k))]gnyn (k — i) (2.1.20)

- Filter feed-forward parameters:

bi (k +  1) =  bi (k) — n [en (k )F  ' (y1n(k))]gnx n(k — i) (2.L 21)

- Slope parameters:

g i (k +  1) =  g i (k) — n [en (k )F ' (y1n(k))]y(k) (2.1.22)

2.2 T im e D elayed N eural N etw ork Approach
Time delayed neural networks was primarily introduced by [48] for phenomena recog­
nition. The structure of this network is similar to a static network with some slight 
modifications. In conventional static neuron the activity value of the neuron is the 
weighted sum of the inputs whereas in the TDNN certain delays are introduced to 
all the weights. Figure 2.3 depicts the structure of such a dynamic neuron. In the 
TDNN the number of branches th a t connect each two neurons may be more than  one 
depending on the structure of the network while in a static neuron there is only one 
connection between each two neurons. In our proposed TDNN the number of connec­
tions between each two neurons is equal to the number of delays associated to all the
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weights of a layer. The number of delays in our proposed TDNN is assumed to be 
fixed for the process. The capability of the TDNN for representing an input-output 
map of a nonlinear system in shown analyticity below.

Figure 2.3: Time delay neuron.

The TDNN is constructed based on the concept of the dynamic neuron tha t is 
presented in Figure 2.3. The network consists of L layers with N  neurons in the lth 
layer. Since we are dealing with identification of a nonlinear dynamical system of the 
aircraft jet engine and the structure of the engine we consider for our investigation 
is in the form of a single-input single-output (SISO) system our network will also 
have one input and one output. However, as shown subsequently for a series-parallel 
structure a m ulti-input single-output (MISO) network will be used. Every bounded, 
monotonically increasing and differentiable nonlinear function may be used as an 
activation function. Specially we use a tangent hyperbolic activation function for the 
hidden layer neurons and a linear activation function for the output layer .

We use the following notation to present the input-output equations of the net­
work. The output of the j th neuron in the lth layer at time t is denoted by oj (t). The 
delay associated to the weights of lth layer is fixed and is denoted by where Tl is 
the delay between the neurons of layer l and neurons of l — 1 layer and is varying from 
0 ,1 ,..., The weights connecting the j th neuron in the lth layer to the ith neuron
in the l — 1th layer are denoted by wjiT; . Note tha t j  varies from 1 to Nl and i varies 
from 1 to Nl1. The equations for a typical neuron are now w ritten as:
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N 1- 1 Tm a x

netj =  Y 1 Y 1  j  oi 1(t -  t1) (2.2.x)j i—1 t 1=0

oj (t) =  a (n e tj (t)) (2.2.2)

where netj is the weighted input of the neuron in the layer at tim e t. The 
output of the ith neuron in the first layer is given by

oi (t) =  a ( £  Wit ix (t -  1 -  T 1)) (2.2.3)T 1=0

where x t-1 is the external input to the network. If o] is substitu ted in o2 it yields:

Ni t M ax TM ax
o2(t) =  j 2 ( a (£  w11t i x (t - 1 -  t 1 -  t 2)))] (2.2.4)i—1 t2—0 t 1=0

Since i varies from 1 to N 1 and t 1 and t2 vary from 0 to Tmax and 0 to t2 
respectively, then o2 (t) can be w ritten as

° j (t) =  a[x (t -  1 ),x (t -  2)...,x ( t -  1 -  Tmax -  Tmax)] (2.2.5)

It can be shown by extension th a t the output of the last layer is given by:

°L(t) =  r [x ( t  -  1), x (t -  2), ..., x (t -  1 -  r^ax -  Tmax... -  Trnax)] (2.2.6)

where r[.] is a nonlinear m apping tha t the network realizes.
The proposed time-delay neural network param eters are updated  by using the 

Levenberg-M arquardt algorithm. Levenberg-M arquardt was developed in [62] to ob­
tain  a second-order training speed while not requiring the com putation of the Hessian 
matrix. Provided th a t the performance index is in the form of a sum of squares, the

23



Hessian m atrix can be represented as:

H  =  J T J  (2.2.7)

and the gradient can be computed as

g =  J T e (2.2.8)

where J  denotes the Jacobian m atrix and e denotes the neural network error. The 
Jacobian m atrix contains the first derivatives of the network errors with respect to 
the biases and weights and is computed by using the ordinary backpropagation al­
gorithm which is generally less complex than  computing the Hessian m atrix. In the 
Levenberg-M arquardt algorithm  a Newton-like update approxim ation is introduced 
to the Hessian m atrix as follows:

Xfc+1 =  -  [JTJ  +  ]-1 J Te (2.2.9)

where this approxim ation would be equivalent to the Newton’s m ethod [63] when the 
scalar ^  is zero. W hen ^  is large, this approxim ation would be similar to the gradient 
descent algorithm having a small step size. Generally, the Newton’s m ethod is more 
accurate near the error function minimum and also has a faster performance rate. 
Hence, it is desirable to shift towards the Newton’s m ethod as quickly as possible. 
Thus, ^  is decreased after each step and is increased only when a step increase in the
performance function is observed. Using this approximation, one can be assured tha t
the performance function is always reduced at each iteration of the algorithm.

Based on the equation (2.2.6) one can conclude th a t this general TDNN has the 
capability of learning the dynamical system depending on the past inputs. Hence, it 
has been used extensively in the literature for applications such as trajectory planning,
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speech recognition and time series prediction [57, 59, 58]. However, as shown in equa­
tion (2.2.6) the final input-output map does not include past samples of the output, 
hence, theoretically the general structure of TDNN cannot be used for identification 
of nonlinear class of dynamic system depending on both  the delayed samples of the 
inputs and outputs. Yazdizade [50], presented four different structures of TDNN for 
identifying different forms of nonlinear dynamic systems. In the following section we 
will study the series-pararell structure which was used for representing a more general 
class of nonlinear systems in the form of:

y (t) =  / [y ( t -  x ),y ( t -  2 ) , ..., y ( t -  N s ) , u ( t -  1 ) , u ( t -  2 ) , ..., u ( t -  Ms)] (2.2. i 0)

We will see tha t with a small modification in the structure of the TDNN it is 
possible to identify a dynamical system in the most general form.

2.2.1 Series-Parallel Structure
In the series-parallel structure a delayed sample of the output is used as an additional 
input which yields the structure of the network as shown in Figure 2.4. This figure 
depicts the structure of our proposed neuro-dynamic network, where a feedforward 
TDNN is utilized to approxim ate the nonlinear function /  [.] of the engine dynamics. 
In this structure a delayed sample of the ou tput is utilized as an input to the network. 
Assuming th a t this input (that is the delayed of the engine output) is denoted as x 2, 
and the original input (of the engine) as x 1, the output of 1st layer neuron is given 
by:

T1 T1' max ' max
01(t) =  ^[ ̂  1 X1(t — 1 — t 1) +  ^  " w j^ ix 2(t — 1 — t 1)] (2.2.11)

T 1=0 T 1=0
If o1 is substitu ted in o2 following along the same steps for the general TDNN it 

can be shown th a t the ou tput of the second layer neuron can be w ritten by:
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Figure 2.4: Training of the TDNN in the series-parallel structure.

° i (t) =  a [x 1( t - 1 ) , ...x 1 (t -  1 - t1 «x -  T2  ax ) , x 2( t - 1 ) , ...x 2 (t- 1 - t1 «x -  T2  ax ) (2.2.12)

and by substituting x2(t) w ith y(t) and x 1 with u(t) in the above equation, the output 
of the last layer can be w ritten as:

°L (t) =  r [u ( t -  1), u (t -  2), .. . ,u (t -  1 -  t 1  ax -  Tm ax... -  Ti a i ) , (2.2.13)
y(t -  1), y(t -  2), ..., y(t -  1 -  Tmax -  Tmax... -  Tiax )]

T h e  T D N N  R ec a ll A rc h i te c tu re

As presented in the previous subsection a series-parallel architecture has the ability 
to identify a nonlinear dynamic system and represents its dynamics. However, for 
the fault diagnosis problem, some modifications should be made to perform fault 
detection of the system. In the fault diagnosis the ou tput of the system is the signal
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Figure 2.5: The TDNN structure in the recall phase.

which is being monitored to detect the occurrence of change or fault and the neural 
network is modelling the healthy system. Therefore, the residual signal which is the 
difference between the network output and the actual system output is needed.

W hen a fault occurs in the system, since the delayed sample of the output is 
being fed to the neural network the output of the network will not then represent the 
healthy engine. For this reason we need to use a different structure in the recall phase. 
In this phase the network has already been trained and the weights and the other 
network param eters have already been set to fixed values and are frozen. Hence, one 
can assume th a t the difference between the actual output of the healthy system and 
its estim ated value by the neural network is sufficiently small. Therefore, one can use 
the delay of the network produced output instead of the actual system output as an 
input to the neural network.

Figure 2.5 depicts the structure of the resulting network in the recall phase. Note 
tha t in this structure the neural network is assumed to have been well trained since 
differences between the network output and the actual ou tput could then cause a
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large steady state error in the estim ation error.
Moreover, unlike the DNM approach presented in the previous section, this struc­

ture is more useful for an off-line fault diagnosis. This is due to the fact th a t the 
structure of the network should be changed after its training phase and it cannot be 
directly used in an on-line diagnosis and should be trained first and then the modified 
structure can be used in the diagnosis system.

2.3 Jet Engine M athem atical M odel
In this section a nonlinear m athem atical model for a dual spool je t engine (Figure 
2.6) is presented based on the work of Naderi et al. [64]. For transient response 
model of the jet engine, rotor and volume dynamics are considered in the equations 
of motions. Considering the volume dynamics, the engine components are assumed 
to be volume-less and a volume among the components is considered to model an 
imbalance mass flow rate. This modelling consideration allows the elimination of 
large algebraic loops and provides a reasonable ground for development of a generic 
and a modular model of the jet engine dynamics. The modules and the information 
flow among the various components for a dual spool engine are shown in Figure 
2.7. In the following, detailed m athem atical expressions corresponding to the engine 
dynamics as well as each specific component are presented.

2.4 G eneral O verview  of th e  C om ponents o f the  
Engine

A turbofan engine is a modern variation of the common gas turbine engine. In the 
turbofan engine, the core engine which is the combination of high pressure compressor,
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Figure 2.6: The dual spool turbofan engine .

high pressure turbine, and combustion chamber is surrounded by a fan which is in the 
front and an additional low pressure turbine at the rear [65]. The fan and the turbine 
are composed of many blades and are connected by a shaft. In this type of engine 
some of the fan blades tu rn  with the shaft connected to the low pressure compressor 
and the low pressure turbine while some other fan blades remain stationary. The 
fan shaft passes through the core shaft (high speed shaft) and makes a dual spool 
turbofan engine. One spool connecting the fan and the low pressure compressor to the 
low pressure turbine and the other corresponds to the core engine and is connecting 
the high pressure compressor to the high pressure turbine.

In the turbofan engine the incoming air is captured by the engine inlet. A part 
of the incoming air passes through the fan and enters the high pressure compressor 
and then into the combustion chamber where it will be mixed with fuel before the 
combustion occurs. The hot exhaust passes through the core and the fan turbines

29



Figure 2.7: Engine modules and the information flowchart [63].

and then towards the nozzle. This airflow which is used in the dynamic equations of 
the turbofan engine is called the core airflow and is denoted by m c. The rest of the 
incoming air passes through the fan and bypasses or around the engine. The part of 
the air th a t goes through the fan has a velocity th a t has been increased from its free 
stream  value. This airflow is denoted by m /  and is the fan flow, or the bypass flow. 
The ratio of m /  to m c is called the bypass ratio.

2.4.1 R otor D ynam ics
Energy balance between the shaft and the compressor results in the following differ­
ential equation:

~JT =  nmech WT -  dt (2.4.1)
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j ( N.2n )2where E  =  — 2— , w t  denotes the power generated by turbine, denotes the 
power consumed by compressor, nmech denotes the mechanical efficiency, and N  de­
notes the rotational speed.

2.4.2 Volum e D ynam ics
As mentioned above, the volume dynamics is considered to take into account the 
unbalance mass flow rates among various components. Assuming th a t the gas has zero 
speed and has homogenous properties over volumes, this dynamics can be described 
by the following equation:

P^= "VT ( £  -  £  mout) (2.4.2)

where P  denotes the pressure, T  denotes the tem perature, V denotes the volume, 
R denotes the gas constant, m in denotes the input mass flow, and m out denotes the 
ou tput mass flow.

2.4.3 C om ponents
C o m p re sso r

The compressor behaviour, as a quasi-steady component, is determined by using 
the compressor performance map which is obtained from the commercial software 
package GSP (gas turbine simulation program) [66]. The GSP, a component based 
modelling environment, is a tool for the gas turbine engine performance analysis. 
G SP’s flexible object-oriented architecture allows steady-state and transient simula­
tion of any gas turbine configuration by using a user-friendly drag and drop feature. 
Gas turbine configurations are simulated by establishing a particular arrangement of 
engine component models in a model window. Given the pressure ratio (nC) and
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the corrected rotational speed (N/v^B), one can obtain the corrected mass flow rate 
(m Cv^B/A) and efficiency (nc ) from a performance map by using a proper interpola­
tion technique, where B =  Ti/T 0 and A =  Pi/Po, i.e. f n C V B /A  =  f „ c (N/v^B,nC) and 
nC =  f nc (N/v^B, n c ). Once these param eters are obtained, the compressor tem pera­
ture rise and the mechanical power are obtained as follows:

T  =  T-J- o J- i
' 1 Y-l '
1 +  n r (nc7 - 1 )nc (2.4.3)

Wc =  m ccp(T0 -  Ti) (2.4.4)

where T0 denotes the ou tput tem perature, Ti denotes the input tem perature, m c 
denotes the compressor mass flow rate, and cp denotes the specific heat at constant 
pressure.

T u rb in e
Similar to the compressor, the turbine behaviour is also determ ined by using the 

turbine performance map (from the software package GSP [66]). Given the pres­
sure ratio (nT) and the corrected rotational speed (N/v^B), the corrected mass flow 
rate (tot v^B/A) and the efficiency (nT) are obtained from the performance map, i.e. 
m tv ^ /A  =  fm T (N/v^B, nT) and nT =  f nT (N/v^B, nT). The tem perature drop and the 
turbine mechanical power are obtained as follows:

T  =  To i 1 -  nT (1 -  ^ t 7 ) (2.4.5)

Wt =  totCp(Ti -  T0) (2.4.6)

C o m b u s tio n  C h a m b e r
The dynamics inside the combustion chamber is governed by equations (2.4.7) and
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(2.4.8). In fact, the combustion chamber represents both  the energy accumulation 
and the volume dynamics between the high pressure compressor and the high pressure 
turbine at the same time. In other words, we have

P cc  =  p C c Tcc +  YRTCC (rhc  +  rh f  -  t o t ) (2.4.7)TCC VCC

T cc = -[(cpTcmc +  nccH um f -  CpTccmT) -Cv m cc (2.4.8)
CvTcc (m c +  m f -  mT)] 

where Pc c  and Tc c  denote the pressure and tem perature of the combustion chamber, 
respectively, m T denotes the turbine mass flow rate, C C  denotes the combustion 
chamber, m f denotes the fuel flow rate, 7  denotes the heat capacity ratio, cv denotes 
the specific heat at constant volume, denotes the fuel specific heat, and R denotes 
the gas constant.

2.4.4 N onlinear Equations o f M otion
In this subsection, a set of nonlinear equations corresponding to a dual spool jet 
engine is provided. In the engine intakes, by assuming adiabatic process, the pressure 
and the tem perature are computed as follows:

Pd Ti i Y -  1 , ,2P —  =  1 +  n d ^ ^  mPaamb
Y-1

(2.4.9)

1 ^ -------M 2 (2.4.10)Ta b 2
For a low pressure compressor, the pressure ratio n Lc is calculated from the volume 

dynamics between the high pressure compressor and the low pressure compressor as 
described by equation (2.4.2). The rotational speed (N2) is obtained from the solution 
to equation (2.4.1) for the spool tha t is connecting the low pressure compressor to
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the low pressure turbine. According to the pressure ratio and the rotational speed, 
the corrected mass flow and the efficiency are obtained from the performance map, 
therefore the tem perature rise can be obtained from equation (2.4.3). Similar to  the 
low pressure compressor, for high pressure compressor, pressure is obtained from the 
volume dynamics th a t is described by equation (2.4.7). The rotational speed (Ni) 
is obtained from equation (2.4.1) for a spool tha t is connecting the high pressure 
compressor to the high pressure turbine.

Finally, the pressure ratio of high pressure turbine is obtained from the volume 
dynamics between the high and the low pressure turbines, and the pressure ratio 
for the low pressure turbine is calculated by using the volume dynamics after the low 
pressure turbine. The mass flow rate  of the nozzle is computed as follows. If condition
(2.4.11) holds, the mass flow rate is obtained from equation (2.4.12), otherwise, it is 
determined from equation (2.4.13). In other words, we have

PPa b
~ PP ni nn(1 +  Y)_

Y-1 (2.4.11)

m n \ J T ni _ u An Pamb Tni (2 4 12)
Pni \ / Tni R Pni Tn0

/ — 7 —1 t  — 7 —1where =  W2cpnn(1 -  (—s2 ) 7 ), =  1 -  nn(1 -  (—p2 ) 7 ), anda / 5 ni V ni ni ni

mn V ^  u An Pcrit Tnm n \/ u An Pcrit T ni (2 4 13)
Pni \ / Tni R Pni Tcrit

and where —p 1 =  (1 — - ( 2-1)) y-  1, ^  =  2yR, and TCoi =  . Here, it is assumed—n7- nn ' 7+1 ’ ../5V 7+1’ Tn,- Y + 1 ’
tha t Pni =  PLT and Tni =  TM which is obtained from the energy balance in the mixer 
as follows:
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m l t t l t  +  p m l c t lg  /0 , ^
Tm =  m lt +  0 m Lc (2A 14)

where n denotes the nozzle, n  denotes the nozzle input, u denotes the speed, A
denotes the area, no denotes the nozzle output, c rit denotes the critical and LT  and
L C  denote the low pressure turbine and the low pressure compressor respectively.

To summarize, the nonlinear set of governing equations of the dual spool je t engine
are given as follows:

Tcc = -[(cpTc m c +  ncc H urn  /  -  CpTcc m r ) -  Cv Tcc (m c +  m  /  -  m r  )] (2.4.15)Cv m cc

nima,chm l tc p(T h t -  T l t ) -  m h c  cp(T lc  -  Td) (2.4.16)

No h tCp(Tcc -  Thc ) -  m hc cp(Thc -  Tlc ) 
J 2N 2 ^ (2.4.17)

Plt =  (m lt +  PmLc -  win)M (2.4.18)

P cc  =  Tcc +  i R T gg (tbhc  +  m / -  m h t  )Tcc c  Vcc (2.4.19)

p'Lc =  TALC ((1 -  P )m  lg  -  m  h g  )VLLc (2.4.20)

Pht =  RThT (^^lt +  Pm  lg -  rmn) vht
(2.4.21)

where m /  =  PL A  x m™0̂ , and the PLA (power level angle) is the control signal or
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Eng ine M easured Parameters Description

L C t Tem perature in the  Low Pressure Compressor

L C p Pressure of the  Low Pressure Compressor

H C t T em perature of the  H igh  Pressure Compressor

H C p Pressure of the  H igh  Pressure Compressor

H T t T em perature of the  H igh  Pressure Turbine

H T p Pressure of the  H igh  Pressure Turbine

LTt T em perature of the  Low Pressure Turbine

LT p Pressure of the  Low Pressure Turbine

N i The ro ta tiona l speed of the  spool connecting the  low pressure 

compressor to  the  low pressure tu rb ine

n 2 The ro ta tiona l speed of the  spool connecting the  h igh pressure 

compressor to  the  h igh pressure tu rb ine

C C t T em perature of the  Com bustion  Cham ber

C C p Pressure of the  Com bustion  C ham ber

Table 2.1: Engine measured parameters.

the input u =  PL A  and m i s  the maximum fuel flow rate, ach and n^ac^ denote 
mechanical efficiencies, and J  and J 2 denote the inertia of high and low pressure 
shafts, respectively. Moreover, all the performance maps of the compressors and the 
turbines are adopted from the commercial software package GSP [66].

2.5 Engine D ata  G eneration
All the data  tha t is used in this work are generated by using a Simulink m athem atical 
model of the dual spool je t engine model developed in the previous subsection as well 
as in [64]. The engine model is operating in the cruise mode at the low altitude of 
4000m. The engine is being controlled by the PLA (power level angel). Hence, the fuel 
flow rate  is changing from 40% to 95% of the maximum fuel rate. The initial ambient 
param eters are set corresponding to the altitude of the cruise mode. This leads to 
the ambient condition of Tamb =  262 centigrade and Pamb =  0.63 atmosphere. The
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Mach number is set to  0.7 and is assumed to be fixed in the cruise mode. To ensure 
tha t the model is as close as possible to the practical engine operation measurement 
noise was considered when reading the sensor data.

It is assumed there are 12 measurable param eters in the engine and by changing 
the input at each stage the sensor value for all the 12 param eters are collected. 
The param eter set is presented in Table 2.1. However, in reality depending on the 
engine and the application th a t the engine is operating the number of the measurable 
param eters vary. In [13] the following param eters are considered as the measurement 
vector, namely [Ni , N2, H C P , H C T, LCP , LCT, HTt , LTt]. However, in this thesis we 
assume all the engine param eters are measurable and accessible to the user.

2.6 Faults in th e  Jet Engine
The faults in an engine can be classified into sensor faults, actuator faults, and phys­
ical or component faults. A sensor fault occurs when there is a sensor read tha t is 
different from the actual value. The most common sensor faults are bias, drift, noise, 
scaling and drop out. On the other hand, component faults may consist of a number 
of anomalies such as blade erosion, corrosion, tip  clearance, fouling, foreign object 
damage, built up dirt, etc. These fault scenarios result in a change in the therm o­
dynamic performance of the engine as measured by the adiabatic efficiencies, and 
flow capacities. Therefore, generally a component fault in the je t engine is modelled 
indirectly by a decrease in the efficiency of the flow capacities. O ther fault scenarios 
can also be considered in the jet engine such as the stability bleed leak, s tart bleed 
leak, compressor stator and vane misrigging, which require an additional block and 
model to add to our jet engine model.

In this thesis, we only consider the effects of the component faults as decreases 
in two health param eters of the engine namely, the efficiency (n) and the mass flow
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Fault Scenario Description
FmLC Decrease in the Mass flow capacity of Low pressure Compressor
FeLC Decrease in the Efficiency of Low pressure Compressor
FmHC Decrease in the Mass flow capacity of High pressure Compressor
FeHC Decrease in the Efficiency of High pressure Compressor
FmHT Decrease in the Mass flow capacity of High pressure Turbine
FeHT Decrease in the Efficiency of High pressure Turbine
FmLT Decrease in the Mass flow capacity of Low pressure Turbine
FeLT Decrease in the Efficiency of Low pressure Turbine

Table 2.2: The component faults th a t are considered in the jet engine.

capacity (m). The list of the faults th a t are considered in this thesis is presented in 
Table 2.2.

2.6.1 Fault Influence M atrix
In order to evaluate the im portance or significance level of each fault and its effect 
on the engine param eters, we have generated an influence m atrix  of all the engine 
param eters and measured the effects of each fault onto all the engine param eters. 
The a ttribu tes tha t we used to evaluate the effects of the faults are the percentage of 
the changes in the steady state values of the signals when faults occur.

This m atrix is denoted by the influence m atrix and each row of the m atrix rep­
resents the percentage of the change in the steady state of tha t param eter when a 
specific fault occurs.

It is assumed tha t the faults are occurring in steady state operation of the jet 
engine. The changes are measured when the transition signals have settled down. For 
each fault scenario we have injected a 2%, a 5% and a 10% decrease in the component
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Fault LCT

%

LCP

% %

H CP

%

HT t

% %

LTt

% %

N 1

%

n 2

% %

CCP

%

Fm LC 4.39 8.27 3.28 4.76 1.08 4.77 1.92 4.95 6.73 0.87 1.07 4.76

FeLC 4.37 7.41 4.01 3.92 3.72 4.15 4.11 3.86 2.95 1.62 3.85 3.92

Fm HC 4.09 8.36 1.25 3.86 1.98 4.26 2.17 4.15 1.77 5.36 2.32 3.86

FeHC 3.62 7.31 6.40 7.21 8.10 6.79 8.48 6.53 2.63 3.52 7.44 7.21

FmHT 0.62 1.37 4.49 13.52 2.47 7.75 1.86 4.21 0.72 1.54 2.81 13.52

FeHT 4.71 10.34 1.77 10.70 11.64 8.27 12.08 7.99 2.98 4.49 6.29 10.70

FmLT 7.30 17.12 2.36 5.61 7.61 13.97 4.71 4.89 1.24 4.29 3.92 5.61

FeLT 4.34 10.00 2.01 3.90 1.05 4.25 4.37 2.58 2.80 2.67 1.31 3.90

Table 2.3: The influence m atrix corresponding to the average change in the steady 
state  of the 12 measurements subject to 2%, 5%, 10% faults.

value and measured the percentage changes in each of the engine param eters. The 
influence m atrix shows the average corresponding to the three percentage changes for 
each fault and each engine param eter.

The results are presented in Table 4.1 which shows tha t the larger the percentage 
change of each fault, the larger the correlation between the two param eters. For 
instance, it follows th a t a change in the mass flow rate of the low pressure compressor 
(FmLC) has a significantly large effect on the pressure of the low pressure compressor 
(LCp) (8.27%). This is quite predictable since the mass flow rate of the compressor 
has a direct relationship with the pressure of the compressor.

2.6.2 Fault C lassification
Based on the influence m atrix results we present a specific classification of the faults 
in the jet engine. This classification divides the faults into three classes namely, High, 
Normal, and Low severity levels. These classes categorize the faults from the severity 
level perspective. To determine the severity level of each fault we assume th a t the 
faults tha t generate larger percentage changes in all the 12 engine param eters have
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Fault Scenario Fault Severity Level
FmLC Low
FeLC Normal
FmHC Low
FeHC High
FmHT Low
FeHT High
FmLT High
FeLT Normal

Table 2.4: The faults severity levels.

higher severities than  others. To evaluate this severity we consider the median of each 
row of the influence m atrix which is an indicator of the severity of the corresponding 
fault. One should note th a t this classification is based on an overall effect a fault can 
have on ALL the engine param eters and is an indication on how to know which faults 
cause make more change in the param eters of the jet engine.

In order to generate these classes the median of the percentage changes of each 
fault is calculated by using the influence m atrix  which is basically the median of each 
row of the influence m atrix . The faults are then classified into three classes by setting 
a threshold for each class of fault where the results are presented in Table 2.4.

The classification which is developed here is a simple qualitative representation 
of the faults to  yield a be tter understanding of the fault isolation results th a t will be 
presented in C hapter 4. In particular, a more detailed analysis can be performed in 
future to yield a thorough presentation of the effects of each fault in the je t engine 
param eters.
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2.7 C onclusions
In this chapter the governing equations of two dynamic neural networks namely, the 
DNM and the TDNN were presented. The DNM updating algorithm  is the extended 
dynamic back propagation whereas the TDNN is trained based on the Levenger Mar- 
quardt updating algorithm . In order to utilize the TDNN for fault diagnosis purposes 
a series-parallel architecture for TDNN was presented.

All the simulations in this thesis will be carried out based on a m athem atical model 
tha t is developed by using the Simulink software. The jet engine m athem atical model 
and the nonlinear equations of motion as well as the components of the jet engine 
were introduced in this chapter.

The initial ambient param eters for all the simulations are set corresponding to 
the altitude of the cruise mode which in this thesis is assumed to be 4000m. This 
leads to the ambient condition of Tamb =  262 centigrade and =  0.63 atmosphere. 
The Mach number is also set to 0.7 and is assumed to be fixed in the cruise mode. 
Moreover, in this chapter a fault influence m atrix was presented in order to determine 
the effects of each fault in all the engine param eters. This m atrix shows the percentage 
change of each param eter corresponding to a specific fault.
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Chapter 3

Dynamic Neural Network-based 
Fault D etection Scheme
Our aim in this chapter is to  develop a fault detection scheme to determine the min­
imum percentage of the detectable fault for all the possible fault scenarios under 
consideration in the jet engine. Towards this end, two different dynamic neural net­
work structures are used for fault detection of the jet engine, namely the DNM and 
the TDNN. For each method, 12 networks are trained separately for all the 12 existing 
engine param eters as presented in the Table 2.1 in C hapter 2. The fault detection 
performance of each of these 12 networks is shown and dem onstrated. The engine 
param eters th a t have better capabilities in monitoring the engine health status are 
then determ ined. It is shown tha t by using a bank of neural networks together as 
the residual generators one can improve the overall performance of the general fault 
detection scheme.
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3.1 D ynam ic N euron U nit A pproach
As presented in Chapter 2, a dynamic neuron model is constructed by using an inter­
nal IIR  filter in the neuron. This filter generates the dynamical behaviour between 
inputs and outputs. One of the advantages of this structure having internal filters 
is tha t there is no need to a series-parallel structure for identifying the nonlinear 
dynamics of the engine. In other words, there is a need for having a delayed sample 
of the output as an inpu t. Hence, the network can be seen as a SISO system. In 
Figure 3.1 the fault detection scheme is depicted for the 12 engine param eters. Each 
neural network is working in parallel with the engine to generate a residual signal. 
The residual signal is then evaluated for the purpose of fault detection task. The 
input and the control signal to the jet engine and to each neural network models is 
the power level angle (PLA) or the fuel flow rate and the output would be one of 
the 12 engine param eters. Our fault detection scheme consists of two stages, namely 
(1) system identification and (2) fault detection. These are described in more details 
below.

3.1.1 System  Identification
System identification plays an im portant role in the fault detection algorithm . During 
this task dynamic neural networks learns the dynamics of the actual turbo fan engine. 
Towards this end, two tasks should be performed, namely the training phase and the 
testing and validation phase of the proposed DNM approach.
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Figure 3.1: Fault detection schematic by utilizing a bank of DNM networks.

3.1.2 Training Phase
In this thesis we have developed a bank of 12 different networks where each has 
one input (fuel mass flow rate) and one output which is an element of the measure­
ment vector. These networks are designated as N e t LCp , N e t LCT , N e t HCp , N e t HCT , 
N e t LTT , N e t LTT , N e t HTp, N e t HTT, N e t Nl , N e t N2, N e tCCT, N e tCCp. It is assumed tha t 
the engine is operating in the cruise mode and is fault free during the training mode. 
Experimenting with several input profiles, it has been observed th a t by training the 
network using a zigzag signal ranging between 40% and 98% of the maximum fuel 
mass flow rate, the minimum error and the best performance can be achieved. The 
frequency of the signal and the slope of each ram p was considered sufficiently low to 
satisfy the engine dynamics.

Due to the high complexity of the engine dynamics, a large number of da ta  is 
required for network to learn the dynamics of the engine. For example, the N e t N i has 
been trained by using 56,000 normalized data  points which are generated by using a
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Engine Param eter Noise Percentage

L 2%

L 2%
H C p 2%
C C p 2%
H C t 2%
L T P 2%
H T P 2%
C C t 2%
N 1 0.5%
N  2 0.5%

H T t 2%£L 2%
Table 3.1: The measurement noise percentage applied to each engine param eter.

Simulink model of the dual spool jet engine and are the sampled da ta  when the engine 
was running for about 10 min. To have a realistic model (as provided in Chapter 2) as 
close as possible to a practical aircraft engine, all the da ta  for training are considered 
under presence of the measurement noise as presented in Table 3.1. The weight 
adjustm ent for the dynamic network was carried out by using an extended dynamic 
back propagation algorithm  as described in Chapter 2. To make our proposed fault 
detection scheme as close as a realistic problem, the training m ethod tha t is chosen 
is the incremental learning. As described in Chapter 2, in this adaptation  law the 
weights of the (k +  1)th sample will be updated based on the errors of the k th sample. 
This results in a point by point update which leads to an on-line weight adjustm ent 
system.
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Both the input and the ou tput of the networks are normalized by using the max- 
min norm alization method. It has been observed tha t the training procedure is sen­
sitive to the norm alization method. After several investigations it turned out tha t 
by using the max-min norm alization scheme, a better performance can be achieved 
where both  the input and the ou tput are normalized according to:

Xn =  2 * (X  -  a) (3.1.1)b — a

where a and b denote the maximum and the minimum of the range of the variation 
of the variable.

The learning algorithm  is initialized with small random  values for the network 
param eters (weights, feedback filters, activation function slopes) while the IIR  filter’s 
denom inator coefficients were set to zero to ensure stable learning. All the neurons in 
the network are assumed to be embedded second order IIR  filters. Due to the internal 
filter dynamics in the DNM there would be an internal feedback from the input and 
the ou tput into the system, hence a second order filter has the sufficient ability to 
capture the dynamics of the system. The filter order is set to 2 as empirically we have 
found tha t there is no significant change in the leaning performance by increasing the 
filter order other than  increasing the com putational complexity.

We have also observed th a t having only one hidden layer will unnecessarily in­
crease the system complexity as the number of neurons should then be selected to 
be relatively large. Hence, we have used two hidden layers for each network to learn 
the dynamics of the jet engine. The activation functions in the hidden layers are the 
hyperbolic tangent and linear activation functions for the output layer. S tarting from 
a relatively small structure, we developed an optimal architecture for our proposed 
dynamic networks by incrementally increasing the number of neurons in the hidden 
layers until a term ination criterion (t.c.) is satisfied . The t.c. used is based on the
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mean square error (mse) criterion and the convergence of the weights of the network. 
The term ination criterion is used as t.c.= .008 and the training is stopped if the mse 
is smaller than  the t.c. and the weights of the network have converged. Table 3.3 
summarizes the characteristics and param eters of the resulting networks.

The training signals and errors as well as the network param eters updates for 
the neural networks N e t Lc T, N e t LCp, N e t H c T and N e t HTT are depicted in Fig. 3.2­
3.11. From Fig. 3.2 one can observe th a t the network output N e t LCT is following 
the engine output after 45,000 iterations quite well. Fig. 3.3 and Fig. 3.4 show the 
network param eters updates. It follows th a t the network weights and error will be 
within a certain value after 45,000 iterations of training. This ensures th a t the neural 
network is well trained and is ready to be used in the recall phase.
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(a) T he  t r a in in g  s ig na l for th e  n e tw o rk  N e t LCT.

(b) T he  t r a in in g  error pro file  for th e  n e tw o rk  N e tL C T

Figure 3.2: The training signal and the training error for the network NetLCT.
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(a) W e ig h ts .
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(b) F il te r  feedback  p a ram e te rs .

Figure 3.3: The evolution of the NetLCT network param eters updates.
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(a) F il te r  feed fo rw ard  p a ram e te r .

(b) S lope  coeffic ient.

Figure 3.4: The evolution of the NetLCT network param eters updates.
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’Engine output
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(a) T h e  t r a in in g  s ig na l for th e  n e tw o rk  N e t L C p .
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(b) T he  t r a in in g  error p ro file  for th e  ne tw o rk  N e tL C P .

Figure 3.5: The training signal and the training error for the network NetLCp.
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(a) W e ig h ts .

(b) F il te r  feedback  p a ram e te rs .

Figure 3.6: The evolution of the NetLCp network param eters updates.
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(a) F il te r  feed fo rw ard  p a ram e te r .

(b) S lope  coeffic ient.

Figure 3.7: The evolution of the NetLCp network param eters updates.
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(a) T he  t r a in in g  s ig na l for th e  ne tw o rk  N e t H CT .

Ite ra t io n  x 104

(b) T he  t r a in in g  erro r p ro file  for th e  n e tw o rk  N e tH C T .

Figure 3.8: The training signal and the training error for the network NetHCT.
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(a) W e ig h ts .

(b) F il te r  feedback  fa ram e te rs .

Figure 3.9: The evolution of the NetHCT network param eters updates.
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(a) F il te r  feed fo rw ard  p a ram e te r .

(b) S lope  coeffic ient.

Figure 3.10: The evolution of the NetHCT network param eters updates.
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’Engine output
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(a) T he  t r a in in g  s ig na l for th e  n e tw o rk  N e t HTT .

Ite ra t io n  x 104

(b) T he  t r a in in g  erro r p ro file  fo r th e  ne tw o rk  N e tH T T .

Figure 3.11: The training signal and the training error for the network NetHTT.
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(a) W e ig h ts .

(b) F il te r  feedback  p a ram e te rs .

Figure 3.12: The evolution of the NetHTT network param eters updates.
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(a) F il te r  feed fo rw ard  p a ram e te r .

(b) S lope  coeffic ient.

Figure 3.13: The evolution of the NetHTT network param eters updates.
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To dem onstrate the capability of the trained network, it was tested with another 
data  set tha t has not been seen previously by the network. Fig. 3.14-3.19 show the 
validation/testing phase for two different input profiles defined as input a and input 
b. It can be seen th a t the output of the networks is following the actual ou tput of 
the jet engine quite well.
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Figure 3.14: Testing of the trained NetLCT network with ’’unseen” inputs of a and b.
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(a) Engine and network ou tpu t.

Ite ra t io n

(b) Eng ine and network ou tpu t.

Figure 3.15: Testing of the trained N e tLCp network with ’’unseen” inputs of a and b.
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(a) Engine and network ou tpu t.

Ite ra t io n

(b) Eng ine and network ou tpu t.

Figure 3.16: Testing of the trained N e tHCT network with ’ unseen” inputs of a and b.
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(a) Engine and network ou tpu t.

Ite ra t io n

(b) Eng ine and network ou tpu t.

Figure 3.17: Testing of the trained NetHTp network with ’ unseen” inputs of a and b.
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Ite ra t io n

(a) Engine and network ou tpu t.

Ite ra t io n

(b) Eng ine and network ou tpu t.

Figure 3.18: Testing of the trained N e tLTT network with ’ unseen” inputs of a and b.
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(b) Engine and network output.

Figure 3.19: Testing of the trained NetNl network with ”unseen” inputs of a and b.
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3.1.3 Fault D etection
The trained bank of neural networks are now used to generate the residual signals. 
The residual signal would be the difference between the actual engine output and the 
neural network output. W hen there is a fault in the system the error between these 
two outputs will increase and it would then be possible to detect a fault by monitoring 
the residual signal using an appropriate threshold level. The decision making system 
for our fault detection scheme is based on the concept of the confusion matrix. A 
confusion m atrix consists of four elements, namely the true positive, the true negative, 
the false positive, and the false negative which are defined below:

• True positive (t.p.): the number of samples detected as healthy while the engine 
is operating in the healthy mode.

•  True negative (t.n.): the number of samples detected as faulty while the engine 
is operating in the faulty mode.

•  False negative (f.n.): the number of samples detected as healthy while the engine 
is operating in the faulty mode.

•  False positive (f.p.): the number of samples detected as faulty while the engine 
is operating in the healthy mode.

True Positive False Negative
False Positive True Negative

Table 3.2: The confusion matrix.

For each residual signal a confusion m atrix is constructed and the two param eters 
of accuracy and precision are calculated to evaluate the performance of the fault
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detection scheme. These two param eters are defined by:

A c c u r a c y t r u e  p o s i t i v e  +  t r u e  n e g a t iv e
t r u e  p o s i t i v e  +  t r u e  n e g a t iv e  +  f a l s e  p o s i t i v e  +  f a l s e  n e g a t iv e

(3.1.2)

P r e c i s i o n t r u e  n e g a t iv e (3.1.3)t r u e  n e g a t iv e  +  f a l s e  n e g a t iv e

Different fault values ranging from 1% to 12% are injected to the aircraft engine 
to determine what is the minimum detectable fault severity for each network with 
respect to the chosen threshold. A fault scenario is considered as detectable if the 
averages of the accuracy and the precision of the confusion m atrix corresponding to 
tha t fault severity level are more than  80%. The threshold for each network was 
chosen by conducting Monte Carlo simulations corresponding to random  noise levels. 
Table 3.7 provides the selected thresholds for each network.

In this thesis, the threshold level was defined by m e a n ( e )  +  .5 * s td (e ) ,  where e 
denotes the steady state error between the engine output and the network output 
and mean denotes the average of the signal and s td  denotes the standard deviation. 
The noise level was chosen as 0.5% for the N i and N2 and 2% for all the other engine 
param eters as shown in Table 3.1 [67].

We observed th a t a network with 5 neurons in the first hidden layer and 5 neurons 
in the second hidden layer has the best performance in learning the dynamics of the 
je t engine. Hence, the structure of the neural network was chosen as 1 * 5 * 5 * 1 for 
all the engine outputs. However, we have observed tha t for the N e t N 1 and N e t N 2 

different structures are more desirable, and hence the structure of the network for 
these two param eters are selected as 1 * 20 * 10 * 1 and 1 * 22 * 11 * 1, respectively. 
The learning rate  for the param eters nb ,Vg ,Vw of all the networks are chosen as 0.6 
and is chosen as 0.03 for the N e t N 1 and N e t N 2 and 0.03 for all the other engine
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The Trained Network No. of Iterations M SE

N etLCT 45000 0.0079

N et^Cp 38000 0.0069

N etHCT 52000 0.0061

N etHcP 58000 0.0056

N etHTT 59000 0.0072

N etHrP 58000 0.0057

N etLTT 62000 0.0079

N etLTP 57000 0.0057

N etN i 56000 0.0071

2tN
2

et 95000 0.0024

N e tccT 58000 0.0069

N e tccP 58000 .00056

Table 3.3: The DNM training parameters.

parameters.
Table 3.3 summarizes the number of the iterations and the mean square error for 

each network during the training phase. The threshold levels for each network are 
shown in Table 3.7. It is assumed th a t the engine is operating in the cruise mode 
where the PLA is varying from 50 to 60 degrees. This would bring the W f  (fuel flow) 
in the range of 72% to 86% of the maximum value. For any specific fault severity, 
each network was fed with all the input profiles in the range of 70% to 90% of the 
maximum fuel mass flow rate. Although, the fault detection was accomplished in 
the steady state  of the jet engine operation, in order to show tha t the network has 
learned the aircraft engine dynamics properly the input profile was chosen as a ram p 
tha t starts from 40% of the maximum fuel mass flow rate  and reaches a steady state 
value between 70% to 90% of the maximum fuel flow rate. Indeed, the input profile 
is changing from 70% to 90% at the rate of 5%, which takes the input profiles to 5 
different operating settings.
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Fau lt Scenarios F m L C FeLC F m H C FeHC F m H T FeHT F m LT FeLT

Trained Network % % % % % % % %

N e tL cT N N N 7 N 5 3 8

N e tL cP 6 8 N 7 N 4 2 6

N e tu c T N 8 12 4 4 N N N

N e tu cP N 12 N 5 2 3 6 N

N e tnTT N N N 5 N 3 5 N

NetHTP N N N 6 N 5 2 N

NetLTT N N N 7 N 5 12 N

NetLTP N N N 6 N 5 9 N

N e tN  i 2 N N N N N N N

N e tN  2 12 10 3 3 11 2 2 6

N e tc c T N 11 N 5 N 6 9 N

N e tc c P N 12 N 5 2 3 6 N

Table 3.4: The minimum detectable fault severity level (%) using DNM approach (N 
implies tha t the fault cannot be detected).

Each fault is injected at the time t= 15  seconds where the transients of engine 
have already settled down. Any fault is said to be detectable if it can be detected 
corresponding to all the 5 different input profiles ranging from 70% to 90%. A fault 
severity is considered as detectable if the average of the accuracy and precision pa­
ram eter corresponding to the network is greater than  80%. If the fault is detected the 
average detection time is calculated from the 5 different input profiles. The results 
are shown in Tables 3.4 and 3.6. The detecting performance of the fault FeHC for 
the network N e t N2 is shown in Table 3.5. One can observe from Table 3.5 th a t when 
FeHC is 3% the average of the accuracy and the precision is greater than  80% and 
the fault severity is considered as detectable.
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Fault severity level (%) Accuracy (%) Precision (%) Confusion m atrix

Fm HC=1 % 68.31 61.51
40 32 
10 50

Fm HC=2% 78.01 77.82
39 19 
11 63

Fm HC=3% 95.33 93.07
49 6 
1 76

Table 3.5: The detection performance for the network N e t L c P (Note th a t the values 
in the entries of the confusion m atrix refer to the actual number of residual signal 
samples representing the corresponding characteristic).

Fau lt Scenarios F m L C FeLC F m H C FeHC F m H T FeHT F m LT FeLT

Trained Network s s s s s s s s

N e tL cT N N N 15.89 N 15.39 15.17 15.97

N e tL cP 16.23 16.23 N 15.11 N 15.15 15.17 15.41

N e tu c P N 15.26 15.43 15.48 15.01 N N N

N e tu c T N 15.57 N 15.20 16.08 15.34 15.12 N

NetHTT N N N 15.36 N 15.12 15.31 N

N e tnTP N N N 15.59 N 15.32 15.84 N

NetLTT N N N 15.16 N 15.41 16.29 N

NetLTP N N N 15.97 N 15.02 15.07 N

N e tN  i 15.03 N N N N N N N

N e tN  2 16.02 16.54 15.38 15.19 15.52 15.26 15.16 15.71

N e tc c T N 15.24 N 15.92 N 15.36 16.63 N

N e tc c P N 15.25 N 15.19 15.01 15.24 15.35 N

Table 3.6: The average detection time corresponding to the minimum detectable fault 
severity level.
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Trained Network Threshold
N e t L c T 7.97 °C
N e t L c P 0.079 atm
N e t HCT 11.20°C
N e t HCP 0.34 atm
N e t HTT 24.77°C
N e t HTP 0.10 atm
N e t LTT 28.79°C
N e t LTP 0.0392 atm

N1te 165.42 rpm
2N2te 98.42 rpm

N etCCT 35.15°C
N e tc c P 0.34 atm

Table 3.7: The threshold levels used for each DNM for fault detection.

3.1.4  D iscussions
Table 3.4 summarizes the results of our fault detection scheme by using the DNM. The 
minimum detectable faults for each network are presented for all the fault scenarios. 
The faults considered in this study can vary between 1% to 12%. We assume any 
fault greater th a t 12% as serious failure which would need an urgent maintenance 
action. Hence, the notation N (Not detected) is used to denote when the network 
cannot detect the fault values between 1% to 12%. For instance, by monitoring the 
residual of the N e tN2 one cannot detect any fault value between 1% to 12 % decrease 
in the mass flow rate  of the high pressure turbine.

One can observe from the results tha t was presented in Table 3.4 tha t they are 
in agreement with our fault severity classification th a t was presented in Chapter 2. 
Our fault detection scheme is performing satisfactorily and detecting smaller fault

72



severities th a t are labelled as High severity. One can compare the detection results 
corresponding to the FeHT (High) and Fm HT (Low) where in general the networks 
are detecting smaller values of the faults for FeHT.

From Table 3.4 one can observe th a t in general N e t N2 and N e t LcP have the best 
performance amongst the networks. On the other hand, using the pressure of the low 
pressure compressor as a signal to  monitor the health of the jet engine one can detect 
smaller values of the fault in the engine. To dem onstrate the function of N e t L c P as a 
residual generator for the fault detection problem a decrease of 5% fault is injected in 
all the 8 fault scenarios when the fuel flow mass rate is at 70% of its maximum value. 
The residual of N e t LcP in then monitored. Figures 3.20 and 3.21 show the residual 
error signals. It can be seen from the results tha t the faults in FeLC and Fm HT and 
FmHC and FeLT are not detected due to the fact th a t the minimum detectable value 
for these faults as presented in Table 3.4 are greater than  5% .

E n h a n c e d  D e te c tio n  S chem e

As presented in Table 3.4, each engine param eter has different capability and per­
formance in fault detection of the jet engine. This difference may be used in order 
to develop a be tter performance in the fault detection process for a specific fault 
of different networks. Developing a fault detection scheme tha t consists of several 
residual generators working in parallel will improve the overall performance of the 
fault detection module. Towards this end, for each fault scenario we will choose the 
network tha t can detect the smaller value of a given fault. It can be easily seen from 
Table 3.4 th a t by choosing the networks N e t L cP , N e t Nl , N e t N2 and N e t HcP one can 
detect smaller fault severities than  other networks. The minimum detectable fault 
using this new parallel structure is given in Table 3.8.

Comparing Table 3.8 with the results for the N e t LcP or N e t N2 one can observe
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Fault Scenarios 
Trained Network

FmLC
%

FeLC
%

FmHC
%

FeHC
%

FmHT
%

FeHT
%

FmLT
%

FeLT
%

Median
%

NetLcP /  NetHcP/ N e t ^ / N e t ^ 2 8 3 3 2 2 2 6 3.50

Table 3.8: The minimum detectable fault severity (%) using the enhanced fault de­
tection system and dynamic neural models.

tha t be tter results are achieved and all the faults can be detected using the new 
structure while in the previous structure which was developed by using only one 
residual generator there was generally at least one fault scenario th a t could not have 
been detected.
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Time(sec.)

(a) N etLCp  residual error signal when  

F m L C  =  5% w ith  accuracy=94%  and pre- 

cis ion=94%  .
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(c) N e tLCp residual error signal when  

F m H C  =  5% w ith  accuracy=39%  and pre- 

cis ion=3% .

T im e(sec.)

(b) N e tLCp residual error signal when 

FeLC =  5% w ith  accuracy=0%  and preci- 

sion=0% .

0 .0 2 -------------i-------------'-------------i-------------*------------ 1------------ '------------ 1-------------
12 13 14 15 16 17 18 19 20

Time(sec.)

(d) N e tLCp residual error signal when

FeHC =  5% w ith  accuracy=95%  and pre- 

cision=93% .

Figure 3.20: The N e tLCP residuals for the fault case when the input fuel flow is at 
the 70% of the maximum value and the fault severity is at 5%.
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(a) N e tL c P residual error signal when 

F m H T  =  5% w ith  accuracy=36%  and pre- 

cision=14% .

T im e fsec .)

(b) N e tLCp residual error signal when 

FeHT =  5% w ith  accuracy=97%  and pre- 

cision=100% .

Timefsec.)

(c) NetLCp  residual error signal when 

Fm LT  =  5% w ith  accuracy=98%  and preci- 

sion=100% .

T im e fsec .)

(d) NetLCp  residual error signal when 

FeLT =  5% w ith  accuracy=53%  and pre- 

cision=13% .

Figure 3.21: The N e t LcP residuals for the fault case when the input fuel flow is at 
the 70% of the maximum value and the fault severity is at 5%.
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Figure 3.22: The TDNN fault detection scheme - Training phase.

3.2 T D N N  A pproach
As presented in C hapter 2, a TDNN should be utilized in a series-parallel structure 
to be able to model the dynamics of the jet engine. Hence, a delayed sample of the 
ou tput is required as an additional input while the network is being trained. This can 
make our proposed TDNN be seen as a m ulti-input single-output (MISO) network as 
shown in Fig. 3.22.

In order to perform a fault diagnosis task with the trained neural network a 
modified architecture is applied as presented in Fig. 3.23. This is motivated by the 
observation tha t after the training phase, one can assume th a t the difference between 
the actual output of the system and its estim ated value by the neural network is 
sufficiently small. Therefore, one can employ the network’s own delayed output as an 
input to the neural network.

The development procedure for this fault detection scheme is the same as the 
DNM model th a t was presented in the previous section. In other words, this new 
fault detection scheme also consist of the system identification phase and the fault 
detection and residual generation phase.

In the ATDNN th a t is presented by Yazdiadeh [50] the delays are also updated
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Figure 3.23: The TDNN fault detection scheme - Recall phase

along with the weights. However, there is only one connection between each two 
neuron in th a t study. In our proposed TDNN there are several connections between 
two neurons of different layers depending on the number of delays. Moreover, in this 
thesis the delay for each layer is fixed and should be defined at the beginning of tra in ­
ing. Hence, the number of delays for each layer, the number of layers and the number 
of neurons all play an im portant role in the performance of the trained network. 
In our proposed TDNN each network is trained by using the Levenberg-M arquardt 
backpropagation algorithm  [62]. The networks are trained by using training samples 
under the presence of noise levels as presented in Table 3.1.

The engine is considered to be operating in the cruise mode and is fault free during 
the training mode. A zigzag signal ranging between 40% and 98% of the maximum 
fuel mass flow rate  is chosen for training the network. The activation functions in the 
hidden layers are the hyperbolic tangent and linear activation function for the output 
layer. Starting from a relatively small structure, we developed an optimal architecture 
for the proposed dynamic networks by incrementally increasing the number of neurons 
in the hidden layers. We observed tha t by using a TDNN with one hidden layer and 
5 neurons in the hidden layer, the smallest training error (in the mean square error
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sense) c a n  b e  a c h ie v e d . T h e  t e r m in a t io n  c r i te r io n  is u s e d  as t . c . = 1 0 -5 a n d  th e  t r a in in g  

is  s t o p p e d  i f  t h e  m s e  is  s m a lle r  t h a n  th e  t .c .  o r  i f  t h e  n u m b e r  o f  t r a in in g  i t e r a t io n s  

re ache s  t o  20. T h e  t r a in in g  s ig n a ls  a n d  e rro rs  fo r  th e  n e u r a l  n e tw o rk s  N e t LTT, a n d  

N e t N2 a re  d e p ic te d  in  F ig .  3 .24-3 .25 . T a b le  3 .10  s u m m a r iz e s  t h e  n u m b e r  o f  th e  

i t e r a t io n s  a n d  th e  m e a n  s q u a re  e r ro r  fo r  e a c h  n e tw o r k  d u r in g  th e  t r a in in g  p h a se .

I n  o rd e r  t o  m a k e  su re  t h a t  t h e  n e u r a l  n e tw o r k  is  t r a in e d  w e ll, i t  s h o u ld  b e  te s te d  

w i t h  a n o th e r  ’’ u n s e e n ” i n p u t  t o  g u a r a n te e  t h e  s t a b i l i t y  a n d  t h e  p e r fo r m a n c e  o f  th e  

n e u r a l  n e tw o rk . H e n c e , t o  se le c t th e  p r o p e r  n e u r a l  n e tw o rk s  fo r  f a u l t  d e te c t io n ,  th e  

t r a in e d  n e tw o rk s  w ere  u s e d  in  th e  r e c a ll p h a s e  w h e re  th e  n e tw o r k  o u t p u t  is  u s e d  as a n  

a d d i t i o n a l  i n p u t  t o  t h e  n e tw o rk . I f  t h e  o u t p u t  o f  th e  t r a in e d  n e tw o r k  c a n  fo llo w  th e  

a c t u a l  o u t p u t  w h i le  b e in g  u s e d  in  t h e  r e c a ll p h a s e  i t  w o u ld  b e  s e le c te d  as  th e  p r o p e r  

n e u r a l  n e tw o r k  fo r  o u r  f a u l t  d e te c t io n  s y s te m . T o w a rd s  t h is  e n d , w e  h a v e  t r a in e d  

e a c h  n e tw o r k  w i t h  a  set o f  d if fe re n t  d e la y s  a n d  th e  t r a in e d  n e tw o r k  is  t h e n  u t i l i z e d  

i n  th e  re c a ll s t r u c tu r e  t o  e v a lu a te  it s  p e r fo r m a n c e . T h e  s t r u c tu r e  t h a t  y ie ld s  th e  b e s t  

p e r fo r m a n c e  in  th e  r e c a ll p h a s e  is t h e n  u s e d  fo r  o u r  f a u l t  d ia g n o s is  s che m e . T a b le  3 .9  

sho w s  th e  s t r u c tu r e  o f  th e  n e tw o rk s  a n d  th e  d e la y s  fo r  e a c h  n e u r a l  n e tw o rk .
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T ra in e d  N e tw o rk D e la y  a s s o c ia te d  

w i t h  th e  w e ig h ts  o f  

t h e  f ir s t  la y e r

D e la y  a s s o c ia te d  

w i t h  th e  w e ig h ts  o f  

t h e  s e c o n d  la y e r

N e t LCP 3 3

N e t LCT 2 3

N e t HCP 2 3

N e t HCT 1 2

N e t HTT 2 6

N e t HTP 2 1

N e t LTT 3 4

N e t LTP 3 5

N e t N i 1 4

N e t N 2 1 3

N e t CCT 6 2

N e t CCP 6 3

T a b le  3 .9 : T h e  d e la y s  t h a t  a re  a s s o c ia te d  w i t h  e a c h  n e tw o rk .
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T h e  T r a in e d  N e tw o rk N o . o f  I t e r a t io n s M S E

N e t LcT 8 9 .7 6  * 10-6

N e t LCp 20 1.05  * 10-4

N e t u c T 5 1.38  * 10-6

N e t u c P 7 6 .9 2  * 10-6

N e t HTT 9 5 .6 2  * 10-6

N e t HTP 7 9 .0 6  * 10-7

N e t LTT 6 7 .46  * 10-6

N e t LTP 9 2 .86  * 10-6

N1te 20 2 .33  * 10-5

2N
2

te 15 9 .2 7  * 10-6

N e t CCT 8 4 .0 9  * 10-6

N e t c c P 9 2 .15  * 10-7

T a b le  3 .10 : T h e  se r ie s- pa ra lle l T D N N  t r a in in g  p a r a m e te r s .
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<xiN

500 1000 1500 2000 2500

Iteration

(a) T he  t r a in in g  s igna l for th e  n e tw o rk  N etLT T .

Best Training Performance is 7.4642e-006 at epoch 6

10-6 L____________ i___________ i___________ i_____________ i____________i____________ i
0 1 2 3 4 5 6

6 Epochs

(b) T he  t r a in in g  erro r p ro file  for th e  n e tw o rk  N e t LTT .

F ig u r e  3 .24 : T h e  t r a in in g  s ig n a l a n d  t h e  t r a in in g  e r ro r  fo r  t h e  n e tw o r k  N e t LTT.
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(a) The tra in ing  signal for the network N e tN2.

(b) The tra in ing  error profile for the network N e tN2.

F ig u r e  3 .25 : T h e  t r a in in g  s ig n a l a n d  th e  t r a in in g  e r ro r  fo r  th e  n e tw o r k  N e t N2.
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F a u l t  S e v e r ity  L e v e l (% ) A c c u r a c y  (% ) P re c is io n  (% ) C o n fu s io n  M a t r ix

F m L C = 2 % 44 .69 11 .25

50  73 

0 9

F m L C = 3 % 50 .75 2 1 .77

50  65  

0 17

F m L C = 4 % 61 .28 38 .52

49  51 

1 31

F m L C = 5 % 74 .28 59 .75

50  34  

0 48

F m L C = 6 % 84 .3 74 .9

50  21 

0 61

T a b le  3 .11 : T h e  d e te c t io n  p e r fo r m a n c e  fo r  th e  n e tw o r k  N e t LCp (N o te  t h a t  th e  v a lu e s  

i n  t h e  e n tr ie s  o f  th e  c o n fu s io n  m a t r ix  re fe r  t o  th e  a c t u a l  n u m b e r  o f  r e s id u a l  s ig n a l  

s a m p le s  r e p r e s e n t in g  th e  c o r r e s p o n d in g  c h a r a c te r is t ic ) .

O u r  p r o p o s e d  f a u l t  d ia g n o s is  a p p r o a c h  is  u s e d  t o  d e te r m in e  th e  m in im u m  d e ­

te c ta b le  f a u l t  fo r  e a c h  n e tw o rk . T h e  set o f  8 f a u l t  s c e n a r io s  t h a t  a re  p re s e n te d  in  th e  

p re v io u s  s e c t io n  is c o n s id e re d . T a b le  3 .12  show s  th e  p e r fo r m a n c e  o f  t h e  n e tw o rk s . A  

f a u l t  s e v e r ity  is c o n s id e re d  as d e te c ta b le  i f  t h e  ave rage s  o f  th e  a c c u r a c y  a n d  p re c is io n  

p a r a m e te r  c o r r e s p o n d in g  t o  t h e  n e tw o r k  a re  g re a te r  t h a n  8 0 % . T a b le  3 .11  show s  th e  

d e te c t in g  p e r fo r m a n c e  o f  th e  f a u l t  F m L C  fo r  th e  n e tw o r k  N e t L C p . O n e  c a n  o b se rve  

t h a t  w h e n  th e  f a u l t  s e v e r ity  is  6 % ,  th e  av e rage s  o f  th e  a c c u r a c y  a n d  p r e c is io n  are  

g re a te r  t h a n  8 0 %  a n d  th e  f a u l t  w o u ld  b e  c o n s id e re d  as d e te c ta b le . T o  e v a lu a te  th e  

r e s u lts  o f  o u r  p r o p o s e d  f a u l t  d e te c t io n  s c h e m e  a n d  t o  d e m o n s t r a te  th e  re s u lts  a s so c i­

a te d  w i t h  th e  n e tw o rk s , in  T a b le  3 .12  th e  re s id u a ls  o f  N e t N2 a n d  N e t LCP  a re  s h o w n  

i n  p re se nce  o f  a  5 %  f a u l t  u n d e r  v a r io u s  f a u l t  s c e na r io s . F ig u re s  3 .26  a n d  3 .2 8  s h o w  

th e  r e s id u a l  o f  t h e  n e tw o rk s  N e t LCP  a n d  N e t N2 t o  th e s e  f a u lt s ,  re sp e c t iv e ly .
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Timetsscij

(a) N e tLCp residual error signal 1 

F m L C  =  5% w ith  accuracy=63%  and  

cision=40% .

T im e fsec .)

(b) N e tLCp residual error signal when 

FeLC =  5% w ith  accuracy=100%  and pre- 

cision=100% .

T im e fs e c .)

(c) N e tLCp residual error signal when F m H C  

=  5% w ith  accuracy=39%  and precision=2% .

T im e(sec.)

(d) N e tLCp residual error signal when 

FeHC =  5% w ith  accuracy=58%  and pre- 

cision=33% .

Figure 3.26: The TDNN NetLCP residuals for the fault case when the input fuel flow
is at the 70% of the maximum value and the fault severity is at 5%.
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(a) N etLCp  residual error signal when F m H T  

=  5% w ith  accuracy=0%  and precision=0% .

T im e(sec.)

(b) N e tLCp residual error signal when 

FeHT =  5% w ith  accuracy=95%  and pre- 

cision=92% .

T im e(sec.)

(c) N e tLCp residual error signal when Fm LT  

=  5% w ith  accuracy=100%  and preci- 

sion=100% .

(d) N e tLCp residual error signal when 

FeLT =  5% w ith  accuracy=100%  and preci- 

sion=100% .

Figure 3.27: The TDNN NetLCp residuals for the fault case when the input fuel flow
is at the 70% of the maximum value and the fault severity is at 5%.
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(a) N e tN2 residual error signal when F m H C  

=  5% w ith  accuracy=49%  and preci-

sion=14% .

(b) N e tN2 residual error signal when FeHC  

=  5% w ith  accuracy=60%  and preci-

sion=25% .

(c) N e tN 2 residual error signal when F m L C  

=  5% w ith  accuracy=98%  and and preci- 

sion=100% .

(d) N e tN 2 residual error signal when FeLC  

=  5% w ith  accuracy=100%  and preci- 

sion=100% .

Figure 3.28: The TDNN N e tN2 residuals for the fault case when the input fuel flow
is at the 70% of the maximum value and the fault severity is at 5%.
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T im e ts e c :)

(a) N e tN2 residual error signal when F m H T  

=  5% w ith  accuracy=44%  and precision=4% .

T im e fsec .)

(b) N e tN2 residual error signal when FeHT  

=  5% w ith  accuracy=100%  and preci- 

sion=100% .

(c) N e tN 2 residual error signal when Fm LT  

=  5% w ith  accuracy=100%  and preci- 

sion=100% .

(d) N e tN 2 residual error signal when FeLT 

=  5% w ith  accuracy=98%  and and preci- 

sion=97% .

Figure 3.29: The TDNN NetN2 residuals for the fault case when the input fuel flow
is at the 70% of the maximum value and the fault severity is at 5%.
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Fau lt Scenarios 

Trained Network

F m L C

%

FeLC

%

F m H C

%

FeHC

%

F m H T

%

FeHT

%

F m LT

%

FeLT

%

NetLCT N N N 7 N 4 3 4

N e t^C P 6 4 N 7 N 5 2 3

N etH CT N 7 12 4 4 9 N 10

NetHCp N N N 6 2 4 7 N

N e tnTT N N N 6 N 4 6 N

NetHTP N 8 N 3 N 3 3 9

NetLTT N 5 N 2 N 2 3 5

NetLTP N 12 N 5 N 4 7 N

N e tN  i 1 3 N 2 N 2 7 4

N e tN  2 10 5 2 2 7 1 2 3

N e tCCT N 7 N 3 10 3 5 N

N etCCP N 8 N 3 2 2 4 11

T a b le  3 .12 : T h e  m in im u m  d e te c ta b le  f a u l t  s e v e r ity  (% )  fo r  t h e  se r ie s- pa ra lle l T D N N .

3.2.1 D iscussions
I t  c a n  b e  seen  f r o m  th e  re s u lts  o f  T a b le  3 .12  t h a t  N e t N1 a n d  N e t N2 h a v e  th e  b e s t  

p e r fo r m a n c e  a m o n g  a l l  t h e  o th e r  n e tw o rk s . O n e  c a n  c o n c lu d e  t h a t  h a v in g  N e t N  1 as  

a  r e s id u a l  g e n e r a to r  o n e  c a n  d e te c t  o n  a v e rag e  f a u l t s  as  lo w  se v e r ity  as  3 % . H o w e v e r , 

th e  p e r fo r m a n c e  o f  th e  o th e r  n e tw o rk s  a re  d e p e n d e n t  o n  th e  f a u l t  s c e n a r io s  t h a t  are  

c o n s id e re d . O n e  c a n  a ls o  n o te  t h a t  fo r  in s ta n c e  N e t HTT is  o n ly  a b le  t o  d e te c t  th re e  

f a u l t  s c e n a r io s  o u t  o f  e ig h t .

E n h a n c e d  F a u lt  D iag n o sis  S ch em e

B y  a p p ly in g  o u r  b a n k  o f  p a r a l le l  f a u l t  d e te c t io n  f ilte rs  t h a t  u se  seve ra l r e s id u a l  g e n e r ­

a to r s  as p re s e n te d  in  t h e  p r e v io u s  s e c t io n  f r o m  T a b le  3 .12  i t  fo llo w s  t h a t  b y  u t i l i z i n g  

N e t N l , N e t N2 a n d  N e t CCp  o n e  c a n  d e te c t  lo w e r  s e v e r ity  f a u lts .

T h e  s e le c te d  th r e s h o ld  leve ls  a n d  th e  m in im u m  d e te c ta b le  f a u l t s  a re  g iv e n  b y
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T ra in e d  N e tw o rk T h r e s h o ld

N e t LcT 4 .2 9  ° C

N e t LCp 0 .0 5  a t m

N e t n c T 7 .93  ° C

N e t HCP 0 .4 4  a t m

N e t HTT 4 9 .5 3  ° C

N e t HTP 0 .0 7  a t m

N e t LTT 9 .3 7  ° C

N e t LTP 0 .0 4 5  a t m

Nite 3 4 .7 7  r p m

£
te 4 2 .7 5  r p m

N e -tc c T 1 8 CO o n
N e t c c P 0 .2 4  a t m

T a b le  3 .13 : T h e  th r e s h o ld  leve ls  fo r  se r ie s- pa ra lle l T D N N .

Fault Scenarios 
Trained Network

FmLC
%

FeLC
%

FmHC
%

FeHC
%

FmHT
%

FeHT
%

FmLT
%

FeLT
%

Median
%

NetNl, NetN2 and NetccP 1 3 2 2 2 1 2 3 2

T a b le  3 .14 : T h e  m in im u m  d e te c ta b le  f a u l t  s e v e r ity  (% )  fo r  t h e  e n h a n c e d  f a u l t  d e te c ­

t io n  s y s te m .

T a b le s  3 .1 3  a n d  3 .1 4 , re sp e c t iv e ly .

3.2.2 The SISO T D N N  Fault D etection  Approach
A s  p re s e n te d  e a r lie r  i n  t h is  c h a p te r ,  t h e  D N M  f a u l t  d e te c t io n  s c h e m e  is  i n  t h e  f o r m  o f  

a  s in g le - in p u t  s in g le - o u tp u t  ( S IS O )  s y s te m  w h i le  th e  T D N N  f a u l t  d e te c t io n  s che m e  

is  c o n s t r u c te d  as  a  m u l t i- in p u t  s in g le - o u tp u t  ( M IS O )  s y s te m  w h e re  th e  a d d i t io n a l  

i n p u t s  a re  th e  d e la y e d  v e rs io n s  o f  th e  o u t p u t  its e lf . I n  t h is  s e c t io n , a n  e x p e r im e n t  

is  c o n d u c te d  t o  d e te r m in e  h o w  a  T D N N  c a n  p e r fo r m  i f  i t  is u t i l i z e d  in  a  S I S O  fo r m
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F ig u r e  3 .30 : F a u l t  d e te c t io n  s t r u c tu r e  b y  u s in g  th e  S IS O  T D N N .

s im i la r  t o  th e  D N M  m o d e l .  H e n c e , w e  u se  t h e  T D N N  t h a t  w as  p re s e n te d  in  C h a p te r  

2 as a  S IS O  s t r u c tu r e  w h e re  th e  n e tw o r k  e m p lo y s  o n ly  o n e  i n p u t  a n d  o n e  o u t p u t  

w h e re  th e  i n p u t  is th e  fu e l f lo w  ra te . B y  e l im in a t in g  th e  fe e d b a c k  f r o m  th e  o u t p u t  

o f  th e  s y s te m  t h a t  is  s h o w n  in  F ig .  3 .2 2 , th e  s t r u c tu r e  o f  th e  n e tw o r k  w o u ld  b e  th e  

s a m e  as t h e  D N M  m o d e l  a n d  in  s h o w n  in  F ig .  3 .3 0 . A s  d is c u s s e d  in  C h a p t e r  2 fo r  

th e  D N M  m o d e l ,  t h e  s t r u c tu r e  o f  th e  n e tw o rk  fo r  t h e  S IS O  T D N N  w o u ld  r e m a in  th e  

s a m e  in  th e  t r a in in g  a n d  th e  r e c a ll p h a se s . O n e  m a y  n o te  t h a t  a l t h o u g h  th e  a c t u a l  

o u t p u t  is n o t  a p p e a r in g  in  th e  in p u t- o u t p u t  r e la t io n s h ip  o f  t h e  n e tw o rk , h o w e v e r , i t  

is  a p p e a r in g  in  th e  n e tw o r k  p a r a m e te r s  in d ir e c t ly  b y  m e a n s  o f  th e  b a c k - p ro p a g a te d  

e rro r  w h ic h  is u s e d  t o  u p d a t e  th e  w e ig h ts . I n  t h is  s t r u c tu r e  th e  o u t p u t  o f  t h e  T D N N  

w o u ld  b e  o n ly  a  f u n c t io n  o f  t h e  i n p u t  a n d  it s  p a s t  v a lu e s . I n  t h is  s e c t io n , w e w i l l  

d is c u s s  th e  p e r fo r m a n c e  o f  th is  s t r u c tu r e  fo r  th e  p r o b le m  o f  f a u l t  d e te c t io n  o f  th e  

a ir c r a f t  e n g in e .

T w e lv e  (12 ) n e tw o rk s  a re  t r a in e d  b y  u s in g  t h e  z ig z a g  s ig n a l t h a t  w a s  u t i l i z e d  in
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T h e  T r a in e d  N e tw o rk N o . o f  I t e r a t io n s M S E

N e t LcT 8 0 .0 009

N e t LCp 20 0 .0 1 7

N e t u c T 8 0 .0 006

N e t u c P 4 0 .0 002

N e t HTT 8 0 .0 009

N e t HTP 20 0 .0011

N e t LTT 20 0 .0 013

N e t LTP 7 0 .0 0 0 4

Nite 20 0 .0 035

2Nte 20 0 .0 0 1 7

N e -tcCT 4 0 .0 0 0 4

N e t c c P 20 0 .0 0 0 7

T a b le  3 .15 : T h e  S IS O  T D N N  t r a in in g  p a r a m e te r s .

th e  p r e v io u s  s e c tio n s . T h e  t e r m in a t io n  c r i te r io n  is  u s e d  as  t . c . = 1 0 -3 a n d  th e  t r a in in g  

is  s t o p p e d  i f  t h e  m s e  is  s m a lle r  t h a n  th e  t .c .  o r  i f  t h e  n u m b e r  o f  t r a in in g  i t e r a t io n s  

re ache s  t o  20. T a b le  3 .15  s u m m a r iz e s  th e  n u m b e r  o f  t h e  i t e r a t io n s  a n d  th e  m e a n  

s q u a re  e r ro r  fo r  e a c h  n e tw o r k  d u r in g  th e  t r a in in g  p h a s e  a n d  T a b le  3 .16  p ro v id e s  th e  

se le c te d  th r e s h o ld s  fo r  e a c h  n e tw o rk . T h e  t r a in e d  n e tw o r k  is  u s e d  in  th e  re c a ll s ta g e  

t o  d e te c t  th e  m in im u m  d e te c ta b le  f a u l t s  i n  th e  je t  e n g in e . T h e  re s u lts  a re  s h o w n  in  

T a b le s  3 .1 7  a n d  3 .18 .

3.3 C onclusions
I n  t h is  c h a p te r  a  c o m p a r a t iv e  s t u d y  is  p r o v id e d  f ir s t  b e tw e e n  th e  D N M  a p p r o a c h  a n d  

th e  T D N N  se r ie s- pa ra lle l a p p ro a c h ,  fo llo w e d  b y  d is c u s s io n s  o n  th e  re s u lts  u s in g  th e  

S IS O  T D N N  a p p ro a c h .
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Trained Network Threshold
N e t LcT 7.30 °C
N e t LCp 0.045 atm
N e t H cT 15.41 °C
N e t n c P 0.36 atm
N e t HTT 21.82 °C
N e t HTP 0.08 atm

TTte 16.24 °C

TPte 0.042 atm
N e t N i 51.054 rpm
N e t N 2 71.71 rpm
N e t c c T 29.71 °C
N e t c c P 0.33 atm

Table 3.16: The threshold levels for SISO TDNN.

Fau lt Scenarios 

Trained Network

F m L C

%

FeLC

%

F m H C

%

FeHC

%

F m H T

%

FeHT

%

F m LT

%

FeLT

%

N e tLcT N N N 9 N 7 4 5

N e tL cP 7 4 N 7 N 5 2 3

N e tH cT N 12 N 7 6 N N N

N e tHcP N 9 N 4 2 2 4 12

N e tHTT N 9 N 3 N 3 4 N

N e tHTP N 8 N 3 N 3 4 10

NetLTT N 8 N 3 N 2 5 8

NetLTP N 10 N 4 N 3 6 N

N e tN  i 2 3 N 2 N 2 10 4

N e tN  2 N 6 2 3 9 2 2 4

N e tc c T N 8 N 4 12 4 7 N

N e tc c P N 9 N 3 2 2 4 12

Table 3.17: The minimum detectable fault severity (%) for the SISO TDNN.
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Fault Scenarios 
Trained Network

FmLC
%

FeLC
%

FmHC
%

FeHC
%

FmHT
%

FeHT
%

FmLT
%

FeLT
%

Median
%

NetNl, NetN2, NetLcP and NetccP 2 3 2 2 2 2 2 3 2.25

T a b le  3 .18 : T h e  m in im u m  d e te c ta b le  f a u l t  s e v e r ity  (% )  u s in g  th e  e n h a n c e d  f a u l t  

d e te c t io n  s y s te m  in  th e  S IS O  T D N N .

I n  o rd e r  t o  p re s e n t  o u r  c o m p a r a t iv e  s t u d y  m o re  c le a r ly , a  set o f  5 e n g in e  p a ­

r a m e te r s  a re  cho sen . T h e se  p a r a m e te r s  a re  c h o se n  b y  s e le c t in g  th o s e  w i t h  b e t t e r  

p e r fo r m a n c e  as w e ll as th o s e  w i t h  w o rs t p e r fo r m a n c e . T h e se  p a r a m e te r s  a re  N e t N 2 , 

N e t N  1, N e t L c P , N e t c c P , N e t HTT. T h e  f ir s t  fo u r  p a r a m e te r s  a re  th e  o u t p u t s  t h a t  

h a v e  g o o d  d e te c t io n  c a p a b i l i t ie s  a n d  th e  la s t  h a s  t h e  le a s t  c a p a b i l i t y  in  t h e  f a u l t  

d e te c t io n .

A  s u m m a r y  o f  th e  re s u lts  p re s e n te d  fo r  e a c h  a p p r o a c h  is  p r o v id e d  in  T a b le  3 .19 . 

C o m p a r in g  th e  re s u lts  i n  t a b le s  fo r  th e  T D N N  a n d  t h e  D N M  o n e  c a n  o b se rv e  a t  

f ir s t  g la n c e  t h a t  th e  se r ie s- pa ra lle l T D N N  seem s t o  h a v e  b e t t e r  p e r fo r m a n c e  a n d  th e  

f a u l t  d e te c t io n  s c h e m e  u s in g  t h is  a p p r o a c h  c a n  d e te c t  s m a lle r  f a u l t  s eve r it ie s  in  th e  

je t  e n g in e  s y s te m . F o r  in s ta n c e  fo r  t h e  N 2 p a r a m e te r  i t  c a n  b e  seen  t h a t  th e  series- 

p a r a l le l  T D N N  m e t h o d  c a n  d e te c t  a  f a u l t  as s m a l l  as 3 %  o n  a v e rag e  w h i le  fo r  th e  

D N M  th e  f a u l t  is  o n ly  a t  5 % . H o w e v e r , th e r e  a re  sev e ra l o th e r  fa c to r s  t h a t  s h o u ld  b e  

c o n s id e re d  fo r  e v a lu a t in g  th e  p e r fo r m a n c e  o f  th e s e  n e tw o rk s .

A s  w e  h a v e  p r e v io u s ly  s t a te d  t h e  se r ie s- pa ra lle l T D N N  re q u ire s  a  d if fe re n t  s t r u c ­

t u r e  in  th e  re c a ll p h a s e  w h e re  i t  e m p lo y s  a  fe e d b a c k  f r o m  th e  n e tw o r k  o u t p u t  in s te a d  

o f  th e  s y s te m  o u t p u t .  T h is  s t r u c tu r e  m a k e s  th e  s y s te m  h ig h ly  s e n s it iv e  t o  th e  t r a in in g  

p h a s e , th e  n u m b e r  o f  n e u ro n s  a n d  th e  s t r u c tu r e  o f  th e  n e tw o rk . I n  o th e r  w o rd s , w h e n  

t h e  n e tw o r k  is t r a in e d  seve ra l t im e s  w i t h  t h e  s a m e  s t r u c tu r e  a n d  th e  s a m e  t e r m in a ­

t io n  c r i te r io n , t h e  t e s t in g  r e s u lts  fo r  e a c h  n e tw o r k  m ig h t  b e  d if fe re n t . N o te  t h a t  o n e  

s h o u ld  te s t  t h e  n e tw o r k  in  th e  r e c a ll p h a s e  t o  e n s u re  t h a t  th e  n e tw o r k  p e r fo rm s  s a t ­

is fa c to r ily , o th e rw is e  a n  u n a c c e p ta b le  a n d  u n d e s ir a b le  e r ro r  m a y  b e  p o s s ib le . H e n ce ,
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Fau lt Scenarios 

Trained Network

F m L C

%

FeLC

%

F m H C

%

FeHC

%

F m H T

%

FeHT

%

F m LT

%

FeLT

%

N e tN  2 10 5 2 2 7 1 2 3

N e tN  l 1 3 N 2 N 2 7 4

N e tL cP 6 4 N 7 N 5 2 3

N e tccP N 8 N 3 2 2 4 11

N e tnTT N N N 6 N 4 6 N

S e r ie s- p a ra lle l T D N N  a p p ro a c h .
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N e tN  l 2 3 N 2 N 2 10 4

N e tL cP 7 4 N 7 N 5 2 3

N e tc c P N 9 N 3 2 2 4 12

NetHTT N 9 N 3 N 3 4 N

S IS O  T D N N  a p p ro a c h .

F au lt Scenarios 

Trained Network

F m L C

%

FeLC

%

F m H C

%

FeHC

%

F m H T

%

FeHT

%

F m LT

%

FeLT

%

N e tN  2 12 10 3 3 11 2 2 6

N e tN  l 2 N N N N N N N

N e tL cP 6 8 N 7 N 4 2 6

N e tccP N 12 N 5 2 3 6 N

N e tnTT N N N 5 N 3 5 N

D N M  a p p r a o c h .

T a b le  3 .19 : C o m p a r is o n  b e tw e e n  th e  fiv e  (5 ) p a r a m e te r s  o f  th e  e n g in e  c o r r e s p o n d in g  

t o  th e  th re e  a p p ro a c h e s .
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th e  t r a in e d  n e tw o r k  s h o u ld  b e  e x a m in e d  b e fo re  b e in g  u s e d  t o  f u n c t io n  as  a  r e s id u a l  

g e n e r a to r  in  t h e  f a u l t  d e te c t io n  m o d u le .  T h is  m a k e s  its  u se  d i f f ic u l t  t o  a p p ly  in  so m e  

p r a c t ic a l  f a u l t  d ia g n o s is  p r o b le m s .

I n  c o n t r a s t ,  t h e  D N M  n e tw o r k  is  r o b u s t  t o  th e  a b o v e  is su e  a n d  as lo n g  as th e  

t r a in in g  e r ro r  is s a t is f ie d , o n e  c a n  b e  h ig h ly  c o n f id e n t  t h a t  t h e  n e tw o r k  is o p e r a t in g  

s a t is fa c to r y  in  th e  re c a ll p h a se . I n  o th e r  w o rd s , as lo n g  as t h e  t r a in in g  e r ro r  r e m a in s  

t h e  s a m e  th e  n e tw o r k  w i l l  a lm o s t  s u re ly  h a v e  t h e  s a m e  b e h a v io u r  in  th e  re c a ll p h a se .

A n o t h e r  a d v a n ta g e  o f  t h e  D N M  a p p r o a c h  is t h a t  th e re  is n o  n e e d  t o  a  fe e d b a c k  

f r o m  th e  o u t p u t  o f  t h e  s y s te m  as t h e  in t e r n a l  I I R  f ilte rs  o f  th e  n e u ro n s  g e n e ra te  

t h e  d e s ire d  d y n a m ic s  in  th e  n e tw o rk . H e n c e , th is  n e tw o r k  c a n  b e  u s e d  as a  S IS O  

s t r u c tu r e .  M o re o v e r , t h e  s t r u c tu r e  o f  th e  D N M  n e tw o r k  r e m a in s  th e  s a m e  d u r in g  th e  

t r a in in g  a n d  th e  r e c a ll p h a se s . I n  a d d i t io n ,  t h e  o n - lin e  p a r a m e te r  u p d a t i n g  o f  th e  

D N M  a p p r o a c h  m a k e s  i t  m o re  s u it a b le  fo r  p r a c t ic a l  a p p l ic a t io n s  w h e re  i t  c a n  b e  u s e d  

i n  a n  o n - lin e  d ia g n o s t ic  s y s te m .

A n  in te r e s t in g  o b s e r v a t io n  c a n  b e  m a d e  f r o m  o u r  s im u la t io n s  o f  t h e  S IS O  T D N N  

m e th o d .  A s  s t a te d  in  th e  p r e v io u s  s e c t io n  t h is  s t r u c tu r e  m a y  n o t  b e  f u l ly  c a p a b le  

o f  le a r n in g  t h e  d y n a m ic s  o f  t h e  e n g in e  b y  it s e lf  as  th e re  is  n o  d e la y e d  v e rs io n  o f  

t h e  o u t p u t  in  th e  f in a l  a p p r o x im a te d  f u n c t io n  o f  th e  n e tw o rk . H o w e v e r , s im u la t io n  

r e s u lts  s h o w  t h a t  o n e  c a n  a c h ie v e  a n  a c c e p ta b le  p e r fo r m a n c e  fo r  je t  e n g in e  in  te rm s  

o f  t h e  f a u l t  d e te c t io n  p e r fo r m a n c e  as s h o w n  in  T a b le  3 .19 . T h is  c a n  b e  e x p la in e d  as  

fo llo w s  s in ce  th e  f a u l t  d e te c t io n  s c h e m e  is  o p e r a t in g  o n  th e  c o n d i t io n  t h a t  f a u l t s  are  

o c c u r r in g  in  t h e  s te a d y  s ta te  o f  t h e  e n g in e  a n d  th e  e ffec ts  o f  th e  f a u l t s  in  t h e  t r a n s ie n t  

s ta te s  o f  th e  e n g in e  a re  n o t  s ig n if ic a n t .  H e n c e , as fa r  as th e  s te a d y  s ta te  o f  th e  f a u l t  

d e te c t io n  s c h e m e  is c o n s id e re d  t h is  a p p r o a c h  c a n  b e  s u c c e s s fu lly  u se d . H o w e v e r , w e  

h a v e  o b s e rv e d  t h a t  t h e  S IS O  T D N N  is n o t  c a p a b le  o f  le a r n in g  th e  t r a n s ie n t  o v e rs h o o ts  

i n  th e  e n g in e , th e re fo re  i t  w o u ld  n o t  b e  a  r e l ia b le  a p p r o a c h  fo r  f a u l t  d e te c t io n  in  th e
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t r a n s ie n t  s ta g e  o f  th e  e n g in e .
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Chapter 4 

Neural Network-based Fault 
Isolation Scheme
O u r  o b je c t iv e  in  t h is  c h a p te r  is t o  p e r fo r m  th e  f a u l t  is o la t io n  t a s k  c o r r e s p o n d in g  to  

d if fe re n t  f a u l t  s c e n a r io s  t h a t  a re  c o n s id e re d  in  t h is  th e s is . T o w a rd s  t h is  e n d , a  m u l t i ­

la y e r  n e u r a l  n e tw o r k  c la s s if ie r  is e m p lo y e d  t o  a c c o m p l is h  th e  f a u l t  is o la t io n  ta s k . T h e  

r e s id u a l  s ig n a ls  a re  f ir s t  a n a ly z e d  b y  u s in g  a  r e s id u a l  e v a lu a t io n  b lo c k  t h a t  w i l l  t h e n  

b e  u s e d  as in p u t s  t o  th e  c la ss ifie r . O u r  f a u l t  is o la t io n  a p p r o a c h  is d e v e lo p e d  t o  w o rk  

w i t h  a  n u m b e r  o f  f a u l t  cases as  w e  h a v e  l im i t e d  o u r  s t u d y  t o  o n ly  th r e e  p o s s ib le  f a u l t  

sce n a r io s  t h a t  c a n  o c c u r  in  th e  a ir c r a f t  je t  e n g in e . W e  w i l l  s h o w  t h a t  b y  u s in g  th e  

th r e e  re s id u a ls  a t  th e  s a m e  t im e  o n e  c a n  re a c h  a c c e p ta b le  f a u l t  is o la t io n  b y  u s in g  a  

m u lt i- la y e r  p e r c e p t r o n  ( M L P )  n e tw o rk . H e n c e , t h e  c la s s if ie r  w i l l  h a v e  th r e e  in p u t s  

w h ic h  a re  th e  e n h a n c e d  r e s id u a ls  a n d  th r e e  o u t p u t s  w h ic h  a re  th e  f a u l t  la b e ls  a n d  

are  d e te r m in e d  b y  u s in g  a  b in a r y  c o d e  c o r r e s p o n d in g  t o  th e  th r e e  f a u l t  s c e n a r io s  t h a t  

o c c u r  in  t h e  je t  e n g in e . H o w e v e r , in  o rd e r  t o  h a v e  c o n c re te  r e s u lts  w e  h a v e  se le c te d  

f iv e  sets o f  f a u l t  t h a t  e a c h  c o n s is ts  o f  th re e  f a u l t  s c e n a r io s  as s h o w n  in  t h is  c h a p te r  

i n  T a b le  4 .2 .
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4.1 P roposed  Fault Isolation Schem e
B a s e d  o n  sev e ra l e x p e r im e n ts  c o n d u c te d  w e  h a v e  o b s e rv e d  t h a t  t h e  c h a n g e  in  th e  

r e s id u a l  p e rc e n ta g e  h a s  v a lu a b le  in f o r m a t io n  fo r  f a u l t  is o la t io n  o f  th e  je t  e n g in e  w h i le  

seve ra l r e s id u a l  g e n e ra to rs  a re  e m p lo y e d  a n d  w o rk  to g e th e r  in  p a r a lle l .  O n  t h e  o th e r  

h a n d ,  th e  p e rc e n ta g e  o f  c h a n g e  o f  se v e ra l re s id u a ls  f o r m  a  p a t t e r n  w h ic h  c o r re s p o n d s  

t o  t h e  ty p e  o f  t h e  f a u l t  s c e n a r io  t h a t  is  g e n e r a t in g  th e  r e s id u a ls . F o r  e x a m p le , o n e  c a n  

o b se rv e  t h a t  th e  p a t t e r n  w h ic h  is g e n e r a te d  b e tw e e n  th e  th r e e  re s id u a ls  fo r  a  2 %  f a u l t  

o f  F e H T  is  d if fe re n t  f r o m  th e  p a t t e r n  o f  a  2 %  f a u l t  i n  F m L T .  W e  h a v e  a ls o  o b s e rv e d  

t h a t  t h is  p a t t e r n  is a ls o  s u f f ic ie n t ly  r o b u s t  t o  t h e  le v e l o f  th e  f a u l t .  T h is  e n a b le s  

u s  t o  is o la te  th e  f a u l t  s c e n a r io  n o  m a t t e r  w h a t  is th e  p e rc e n ta g e  o f  th e  f a u l t  t h a t  is 

o c c u r r in g  in  t h e  s y s te m . O n e  s h o u ld  n o te  t h a t  in  t h is  th e s is  w e  o n ly  c o n s id e r  th e  

f a u l t  is o la t io n  p r o b le m  a n d  w e  a re  n o t  in te r e s te d  in  t h e  f a u l t  id e n t i f ic a t io n  p r o b le m .

T h e  is o la t io n  p ro ce ss  c o n s is ts  o f  tw o  s u b s y s te m s  n a m e ly , t h e  n e u r a l  n e tw o r k  c la s ­

s if ie r  a n d  th e  r e s id u a l  e v a lu a t io n  b lo c k . T h e  in p u t s  to  t h e  n e u r a l  n e tw o r k  c la s s if ie r  are  

a  s t a t ic  n u m e r ic a l  v a lu e  w h i le  th e  r e s id u a ls  a re  tim e-se r ie s  d a ta .  H e n c e , i n  o rd e r  to  

t r a n s fo r m  th e  r e s id u a ls  in t o  m e a n in g f u l  q u a n t i t ie s  fo r  t h e  c la s s if ie r  a  series o f  fe a tu r e  

e x t r a c t io n  m e th o d s  s h o u ld  b e  a p p l ie d  t o  th e  r e s id u a l  s ig n a ls . T h is  p ro ce ss  is d e n o te d  

as th e  r e s id u a l  e v a lu a t io n .  T h e  s t r u c tu r e  o f  th e  g e n e ra l f a u l t  is o la t io n  s c h e m a t ic  is 

d e p ic te d  in  F ig .  4 .1 .

B a s e d  o n  m a n y  e x p e r im e n ts  c o n d u c te d  i t  t u r n e d  o u t  t h a t  th e  p e rc e n ta g e  o f  c h a n g e  

i n  t h e  m a g n i t u d e  o f  th e  r e s id u a l  s ig n a l w h e n  a  f a u l t  o c c u rs  c a n  y ie ld  a  s ig n if ic a n t  

i n d ic a t o r  t o  th e  f a u l t  is o la t io n  t a s k . H e n c e , w e h a v e  d e v e lo p e d  a  r e s id u a l  e v a lu a t io n  

b lo c k  w h ic h  is  fe d  b y  th e  r e s id u a l  s ig n a ls  t o  d e te c t  th e  f a u l t s  a n d  t r a n s la t e  t h e  d y n a m ic  

r e s id u a l  s ig n a l in t o  a  s t a t ic  n u m e r ic a l  v a r ia b le  fo r  a p p l i c a t io n  a n d  u se  in  a  n e u ro  

c la ss ifie r . T h e  f a u l t s  a re  in i t i a l ly  d e te c te d  a n d  t h e n  th e  p e rc e n ta g e  o f  th e  c h a n g e  in  

t h e  m a g n i t u d e  o f  t h e  r e s id u a ls  a re  m e a s u r e d  fo r  u se  in  th e  n e u r a l  n e tw o r k  c la ss ifie r .
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F ig u r e  4 .1 : T h e  f a u l t  is o la t io n  sche m e .

4.1.1 Neural N etw ork Classifier
W e  h a v e  e m p lo y e d  a  m u lt i- la y e r  p e r c e p t io n  ( M L P )  n e tw o r k  as  a  n e u r o  c la s s if ie r  fo r  

th e  t a s k  o f  f a u l t  is o la t io n .  T h e  c la s s if ie r  e m p lo y s  th e  e v a lu a te d  r e s id u a l  s ig n a ls  as  

in p u t s .  T h e  o u t p u t s  o f  t h e  c la s s if ie r  w o u ld  b e  th e  f a u l t  la b e ls  c o r r e s p o n d in g  t o  e a c h  

f a u l t  c lass . W e  h a v e  o b s e rv e d  t h a t  w h i le  se v e ra l r e s id u a l  g e n e ra to rs  a re  e m p lo y e d  

to g e th e r  th e re  w o u ld  b e  a  s p e c if ic  r e la t io n s h ip  a m o n g  t h e m  c o r r e s p o n d in g  t o  a  f a u l t  

c lass . B y  t r a in in g  th e  n e u r o  c la s s if ie r  w i t h  se v e ra l s a m p le s  o f  d a t a ,  i t  c a n  le a r n  th is  

r e la t io n s h ip s  a m o n g  t h e  in p u t s  a n d  c a n  b e  e m p lo y e d  as a  c la s s if ie r  fo r  f a u l t  is o la t io n  

o f  t h e  je t  e n g in e .

O u r  p r o p o s e d  f a u l t  is o la t io n  s c h e m e  is d e s ig n e d  t o  is o la te  a m o n g  th r e e  p o s s ib le  

f a u l t  se v e r ity  leve ls . B a s ic a l ly  w e  a s s u m e  t h a t  th e  e n g in e  is e x p o s e d  t o  o n ly  th re e  

p o s s ib le  f a u l t  s c e n a r io s  a t  e a c h  s ta g e . H o w e v e r , w e  h a v e  e x a m in e d  d if fe re n t  c o m b in a ­

t io n s  o f  th e  f a u l t s  t o  cove r a lm o s t  a l l  t h e  p o s s ib le  s ce n a r io s . F ig .  4 .2  sh o w s  o u r  f a u l t  

i s o la t io n  sche m e .
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F ig u r e  4 .2 : T h e  p r o p o s e d  f a u l t  is o la t io n  schem e .

4.1.2 R esidual Evaluation
T h e  n e u r a l  n e tw o r k  c la s s if ie r  re q u ire s  a  n u m e r ic a l  s t a t ic  v a lu e  as a n  in p u t  w h e re a s  

t h e  re s id u a ls  a re  t im e  series d a t a .  I n  o rd e r  t o  m a k e  t h e  r e s id u a ls  m e a n in g f u l  t o  th e  

c la s s if ie r  a  n u m b e r  o f  fe a tu r e  e x t r a c t io n  m e th o d s  c a n  b e  a p p l ie d  t o  th e  r e s id u a ls .

T h e  m a in  t a s k  p e r fo r m e d  in  th e  r e s id u a l  e v a lu a t io n  m o d u le  is t o  d e te r m in e  th e  

m a x im u m  c h a n g e  in  th e  r e s id u a l  w h e n  a  f a u l t  o c c u rs . T h e  p e rc e n ta g e  o f  t h is  c h a n g e  

f r o m  th e  s te a d y  s ta te  b e fo re  th e  f a u l t  o c c u rs  w o u ld  b e  a n  i n p u t  t o  th e  c la ss ifie r . W e  

h a v e  o b s e rv e d  t h a t  th e  m a x im u m  c h a n g e  in  e a c h  o u t p u t  b y  o c c u r re n c e  o f  a  sp e c if ic  

f a u l t  is g e n e ra l ly  in  th e  s a m e  r a n g e  fo r  a l l  t h e  i n p u t  p ro file s  (0 .7  t o  0 .9  o f  th e  m a x im u m  

f u e l m a s s  f lo w  r a te ) .  H e n c e , th e  m a x im u m  v a lu e  o f  t h e  c h a n g e  in  th e  r e s id u a l  w o u ld  

b e  a  k ey  in d ic a t o r  fo r  th e  f a u l t  is o la t io n .  H o w e v e r , o n e  s h o u ld  n o te  t h a t  a  r e s id u a l  

c a n n o t  i n d iv id u a l ly  b e  u s e d  fo r  is o la t io n .  H e n c e , a  set o f  th re e  r e s id u a ls  is r e q u ir e d  

t o  c o n s t r u c t  a  m a p  fo r  is o la t in g  th e  c o r r e s p o n d in g  f a u l t s  in  t h e  je t  e n g in e .

I n  th e  r e s id u a l  e v a lu a t io n  b lo c k  th e  m a x im u m  r e s id u a l  c h a n g e  is  c a lc u la te d  as  th e  

d if fe re n ce  b e tw e e n  th e  m a x im u m  c h a n g e  a f te r  t h e  o c c u r re n c e  o f  a  f a u l t  t o  th e  v a lu e  

o f  t h e  r e s id u a l  b e fo re  t h e  f a u l t .  T o  c o n s id e r  a  m a r g in  o f  e r ro r  f a c to r  a n d  t o  ta k e  

i n t o  a c c o u n t  in a c c u ra c ie s  d u e  t o  n o is e  a n d  d is tu r b a n c e s  w e  t o o k  a n  av e ra g e  f r o m  th e
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r e s id u a l  s ig n a l a f te r  a n d  b e fo re  th e  f a u l t  o c c u rs  in  a  w in d o w  o f  s ize  th r e e  se co n d s . W e  

h a v e  o b s e rv e d  t h a t  th e  r e s id u a ls  n o r m a l ly  re a c h  t o  t h e ir  s te a d y  s ta te  a f te r  t h e  f a u l t  

o c c u rs  in  less t h a n  2 se con d s . T h e  o u t p u t  o f  t h e  r e s id u a l  e v a lu a t io n  m o d u le  is  th e  

p e rc e n ta g e  o f  t h e  c h a n g e  in  t h e  o u t p u t .  O n  t h e  o th e r  h a n d ,  t h e  in p u t  t o  th e  n e u r a l  

n e tw o r k  c la s s if ie r  w o u ld  b e  t h e  t h e  m a x im u m  c h a n g e  in  th e  r e s id u a l  ove r  t h e  s te a d y  

s ta te  v a lu e  o f  t h e  r e s id u a l  b e fo re  th e  o c c u r re n c e  o f  th e  f a u l t .

4.2 Fault Isolation Schem e
A s  d e s c r ib e d  e a r lie r , t h e  r e la t io n s h ip s  t h a t  a re  g e n e r a te d  b e tw e e n  d if fe re n t  r e s id u a ls  

c a n  h a v e  v a lu a b le  in f o r m a t io n  o n  th e  ty p e s  o f  th e  f a u l t s  w h ic h  a re  o c c u r r in g . W e  

h a v e  o b s e rv e d  t h a t  b y  u s in g  th r e e  r e s id u a ls  a n  a c c e p ta b le  f a u l t  p e r fo r m a n c e  is o la t io n  

c a n  b e  a c h ie v e d . C o n s id e r in g  m o re  t h a n  th r e e  r e s id u a ls  w i l l  in c re a se  t h e  s ize  o f  th e  

n e tw o r k  a n d  th e  c o m p u t a t io n a l  co s t o f  th e  s y s te m  a n d  n o t  n e ce s s a r ily  r e s u lt  i n  m o re  

im p r o v e d  p e r fo rm a n c e . I n  c o n t r a s t ,  h a v in g  less t h a n  th r e e  r e s id u a ls  o n e  m a y  t h e n  

n o t  b e  a b le  t o  a c h ie v e  a  d e s ir a b le  f a u l t  is o la t io n  p e r fo rm a n c e .

W e  h a v e  c h o se n  th e  th re e  re s id u a ls  t h a t  a re  o b t a in e d  in  th e  e n h a n c e d  f a u l t  d e ­

t e c t io n  m o d u le  fo r  b o t h  th e  D N M  m o d e l  a n d  t h e  S I S O  T D N N  m o d e l  fo r  th e  f a u l t  

i s o la t io n  ta s k . A s  s t a te d  e a r lie r , i n  e a c h  s im u la t io n  a  set o f  th re e  p o s s ib le  f a u l t s  w i l l  

b e  c o n s id e re d . W e  h a v e  s e le c te d  d if fe re n t  sets o f  th r e e  f a u l t s  b a s e d  o n  th e  f a u l t  seve r­

i t y  leve ls  w h ic h  a re  la b e l le d  as  H ig h ,  N o r m a l  a n d  L o w , as s h o w n  in  T a b le  4 .1 . W e  

h a v e  s e le c te d  d if fe re n t  c o m b in a t io n s  o f  th e s e  f a u l t s  as s h o w n  in  T a b le  4 .2  a n d  a p p l ie d  

o u r  f a u l t  is o la t io n  a p p r o a c h  t o  e a c h  case s e p a ra te ly .

A  d a t a b a s e  o f  a l l  t h e  p o s s ib le  r e s id u a l  s ig n a ls  fo r  o u r  th r e e  r e s id u a l  g e n e r a to r  

n e tw o rk s  w as  c o lle c te d  fo r  e a c h  is o la t io n  case as  s h o w n  in  T a b le  4 .2 . E a c h  d a ta b a s e  

c o n ta in s  180 s a m p le s  t h a t  a re  g e n e r a te d  w h e n  th e  e n g in e  is o p e r a t in g  in  5 d if fe r ­

e n t  i n p u t  leve ls  a n d  u n d e r  th e  p re se nce  o f  f a u l t s  b e tw e e n  1%  t o  1 2 %  o f  seve r it ie s .
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Figure 4.3: A neural network classifier.

Considering the three faults at a time, one can observe tha t the to ta l samples are 
5 * 12 * 3, which generate 180 sets of residuals. Each sample (input and target pairs 
for the MLP) have three residual signals (namely r 1, r 2 and r 3) as inputs and the 
corresponding fault code targets ( f 1, f 2 and f 3).

Having this database prepared, one can then perform the isolation task by using 
the MLP networks and standard training, testing and validation techniques. To 
make our proposed approach close to a practical system, we assume th a t certain 
information on the faulty events in the jet engine system th a t correspond to the 
fault scenarios and the m aintenance actions tha t have been performed in the log and 
report files of the service and maintenance departm ent. This information can be 
used as training samples for our MLP networks. Moreover, since in practice there 
are not too many log files to cover all the possible fault scenarios in the je t engine, 
our objective is to minimize the number of the training samples while to keep the 
performance acceptable. We have observed tha t by using 25 random  samples out 
of the 180 for training, an acceptable isolation result can be accomplished. All the 
residuals are generated under the measurement noise as presented in Table 3.1 in 
C hapter 3.
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Fault Scenario Fault Severity Level
FmLC Low (L)
FeLC Normal (N)
FmHC Low (L)
FeHC High (H)
FmHT Low (L)
FeHT High (H)
FmLT High (H)
FeLT Normal (N)
Table 4.1: The fault severity levels.

4.2.1 D N M  Isolation
In this section we use the three engine param eters tha t are presented as enhanced 
fault detection param eters in Chapter 3. These signals are N e tLCp , N e tNl and 
N e tHCp. Our objective is to  develop a neural network to learn the relationship 
among these param eters for each fault scenario. S tarting  from a small structure for 
the network and increasing the number of neurons in the network we have reached 
an optimal structure with two hidden layers with 25 and 2 neurons in each hidden 
layer, respectively. The network was trained by using 25 random  sample data  and 
the trained system is tested and validated by using the remaining 155 samples. Table 
4.3 shows the fault isolation results for these three residual generators as applied to 
all the 5 fault sets.

4.2.2 SISO T D N N  Isolation  Schem e
In this section we use the residuals tha t are generating by using the proposed SISO 
TDNN for fault isolation. The structure of the fault isolation module is the same as 
in the DNM model and three residuals are used to learn the map corresponding to
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C a se  1 

H .H .H

H ig h H ig h H ig h

F e H C F e H T F m L T

C a se  2 

L .L .L

L o w L o w L o w

F m L C F m H C F m H T

C a se  3 

L .N .H

L o w N o r m a l H ig h

F m L C F e L C F e H T

C a se  4 

L .N .H

L o w N o r m a l H ig h

F m H C F e L C F e H C

C a se  5 

L .N .H

L o w N o r m a l H ig h

F m H T F eL T F m L T

T a b le  4 .2 : T h e  f a u l t  se ts t h a t  a re  s e le c te d  fo r  th e  f a u l t  is o la t io n  sche m e .

e a c h  f a u l t  s c e n a r io . T o  p e r fo r m  a  c o m p a r a t iv e  s t u d y  th e  s a m e  n u m b e r  o f  s a m p le s  

are  g e n e r a te d  t o  c o n s t r u c t  th e  d a ta b a s e .  T h e re fo re , t h e  n e w  d a ta b a s e  w o u ld  a ls o  

c o n t a in  180 s a m p le s  t h a t  a re  g e n e r a te d  fo r  5 d if fe r e n t  i n p u t  p ro file s  a n d  in  p re se nce  

o f  d if fe re n t  f a u l t  leve ls  r a n g in g  f r o m  1 %  t o  1 2 %  fo r  e a c h  o f  th e  th r e e  f a u l t s  t h a t  are  

c o n s id e re d  a t  e a c h  s tag e .

T h e  M L P  n e tw o r k  t h a t  is  u t i l i z e d  in  t h is  s e c t io n  h a s  tw o  h id d e n  lay e rs  a n d  th e  

n u m b e r  o f  n e u ro n s  in  th e  h id d e n  laye rs  a re  25 a n d  2, re s p e c t iv e ly . T h e  a c t iv a t io n  

f u n c t io n s  a re  s e le c te d  as h y p e r b o l ic  t a n g e n t  fo r  t h e  h id d e n  lay e rs  a n d  l in e a r  fo r  th e  

o u t p u t  la y e r . T h e  M L P  n e tw o r k  is  t r a in e d  w i t h  s m a l l  r a n d o m  in i t i a l  w e ig h ts . T h e  

n e tw o r k  is  t r a in e d  b y  u s in g  25 r a n d o m  s a m p le s  o u t  o f  th e  180 e x is t in g  s a m p le s . T h e  

t r a in e d  n e tw o r k  is  te s te d  b y  u s in g  ” u n - se en ” s a m p le s  t o  e v a lu a te  th e  p e r fo r m a n c e  

o f  th e  f a u l t  is o la t io n  m o d u le .  E a c h  n e tw o r k  h a s  th r e e  o u t p u t s  c o r r e s p o n d in g  t o  o n e  

c lass  o f  th e  fa u lt s .  A  p o s t  p ro c e s s in g  is  a p p l ie d  t o  th e  o u t p u t s  o f  th e  n e tw o r k  to  

r o u n d  t h e m  t o  e ith e r  0 o r  1 w h e re  t h e  a c t u a l  t a r g e t  o f  th e  n e tw o r k  is  d e f in e d . T h e
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C a se  1 F e H C F e H T F m L T M e a n

H .H .H 8 3 % 6 2 % 6 2 % 6 9 %

C a se  2 F m L C F m H C F m H T

L .L .L 8 8 % 8 6 % 8 4 % 8 7 %

C a se  3 F m L C F e L C F e H T

L .N .H 6 7 % 7 3 % 7 4 % 7 2 %

C a se  4 F m H C F e L C F e H C

L .N .H 7 5 % 6 5 % 7 3 % 7 1 %

C a se  5 F m H T F e L T F m L T

L .N .H 8 9 % 6 3 % 4 7 % 6 7 %

T a b le  4 .3 : T h e  p e rc e n ta g e  o f  c o rre c t is o la t io n  fo r  e a c h  set o f  f a u l t s  u s in g  t h e  D N M .

o u t p u t  o f  th e  n e tw o r k  is  r o u n d e d  t o  1 i f  i t  is g re a te r  t h a n  0 .5  a n d  is r o u n d e d  t o  0 i f  i t  

is  less t h a n  0 .5 . T h is  a d ju s tm e n t  w i l l  im p r o v e  th e  p e r fo r m a n c e  o f  t h e  f a u l t  is o la t io n  

s ch e m e  t h a t  is p re s e n te d  in  t h is  s e c t io n .

T o  a c h ie v e  a  r e a lis t ic  p e r fo r m a n c e  a n d  t o  a v o id  t r a in in g  fo r  s p e c if ic  s a m p le s , th e  

t r a in in g  p r o c e d u r e  is  r e p e a te d  5 t im e s  w i t h  d if fe re n t  sets o f  25 r a n d o m  s a m p le s . T h e  

p re s e n te d  re s u lts  i n  T a b le  4 .4  c o r r e s p o n d  t o  th e  av e ra g e  o f  th e  5 n e tw o rk s . A l l  th e  

s im u la t io n s  in c lu d in g  th e  t r a in in g  a n d  th e  t e s t in g  a re  r e p e a te d  fo r  a l l  t h e  5 f a u l t s  

sets.

4.3 C onclusions and D iscussion
T a b le s  4 .3  a n d  4 .4  s h o w  th e  f a u l t  is o la t io n  r e s u lts  fo r  th e  D N M  a n d  th e  S I S O  T D N N  

s tr u c tu r e s . F o r  e a c h  case th e  f a u l t  s c e n a r io  a n d  th e  p e rc e n ta g e  o f  c o rre c t is o la t io n  

are  p r o v id e d .  F o r  e x a m p le , o n e  c a n  see f r o m  T a b le  4 .4  t h a t  fo r  C a se  2, 9 8 %  o f  a l l  th e
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C a se  1 F e H C F e H T F m L T M e a n

H .H .H 8 8 % 4 8 % 9 0 % 7 5 .3 %

C a se  2 F m L C F m H C F m H T

L .L .L 9 9 % 9 8 % 1 0 0% 9 9 %

C a se  3 F m L C F e L C F e H T

L .N .H 9 2 % 9 9 % 9 6 % 9 5 .7 %

C a se  4 F m H C F e L C F e H C

L .N .H 8 9 % 9 2 % 9 6 % 9 2 .3 %

C a se  5 F m H T F e L T F m L T

L .N .H 9 9 % 9 5 % 9 3 % 9 5 .7 %

T a b le  4 .4 : T h e  p e rc e n ta g e  o f  c o rre c t is o la t io n  fo r  e a c h  set o f  f a u l t s  u s in g  th e  S I S O  

T D N N .

fa u l t s  o c c u r r in g  b y  a  de crease  in  th e  m a s s  f lo w  r a te  o f  th e  h ig h  p re s su re  c o m p re s so r  

( F m H C )  c a n  b e  is o la te d  f r o m  th e  o th e r  tw o  cases ( t h a t  is , F m H T  a n d  F m L C ) .  I t  c a n  

b e  seen  t h a t  t h e  p e r fo r m a n c e  o f  th e  f a u l t  is o la t io n  is  d e p e n d e n t  o n  t h e  s t r u c tu r e  o f  th e  

f a u l t s  t h a t  o c c u r  to g e th e r . F o r  e x a m p le , o n e  c a n  o b se rv e  f r o m  T a b le  4 .3  t h a t  fo r  th e  

f a u l t  se t C a se  2 h a s  a  b e t t e r  p e r fo r m a n c e  y ie ld  c o m p a r e d  t o  th e  o th e r  c o m b in a t io n  

o f  fa u l t s .  T h is  im p l ie s  t h a t  t h e  s t r u c tu r e  o f  th e s e  th r e e  f a u l t s  a n d  th e  e ffec ts  t h e y  

m a k e  o n  th e  je t  e n g in e  p a r a m e te r s  a re  q u ie t  d is t in g u is h a b le .  W e  h a v e  o b s e rv e d  t h a t  

th e  m a jo r i t y  o f  th e  s a m p le s  t h a t  c o u ld  n o t  b e  is o la te d  a re  o c c u r r in g  w h e n  th e  s m a lle r  

f a u l t  s e v e r it ie s  a re  p re s e n t . I n  o th e r  w o rd s , a  1%  f a u l t  in  th e  F e H T  h a s  a  h ig h e r  

c o r r e la t io n  t o  th e  1%  F m L T  as c o m p a r e d  t o  a n  8 %  f a u l t  in  t h e  F e H T  w i t h  t h a t  o f  th e  

F m L T .  I n  o th e r  w o rd s , t h e  e ffec ts  o f  a  1%  c h a n g e  in  th e  F e H T  a n d  t h e  F m L T  in  th e  

e n g in e  p a r a m e te r s  a re  a lm o s t  t h e  s a m e  a n d  in d is t in g u is h a b le ,  a n d  th e  f a u l t  is o la t io n  

s ch e m e  is  u n a b le  t o  d is t in g u is h  t h e m . T h is  w i l l  m a k e  i t  c h a l le n g in g  t o  is o la te  th e se
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cases w h e n  c o m p a r e d  t o  la r g e r  f a u l t  seve r it ie s . M o re o v e r , b y  in s p e c t in g  T a b le s  4 .3  

a n d  4 .4  a n d  s e t t in g  a s id e  th e  C a se  2, o n e  c a n  c o n c lu d e  t h a t  th e  f a u l t s  w i t h  d if fe re n t  

se v e r ity  leve ls  h a v e  b e t t e r  is o la t io n  c a p a b i l i t ie s .  H o w e v e r , t h e  n a t u r e  o f  th e  f a u l t s  a n d  

th e  ty p e s  o f  th e  c o m p o n e n ts  w h e re  a  f a u l t  h a s  o c c u r r e d  h a v e  a n  im p o r t a n t  ro le  in  

th e  o v e ra ll f a u l t  is o la t io n  p e r fo rm a n c e . C o m p a r in g  th e  r e s u lts  o f  T a b le s  4 .3  a n d  4 .4 , 

o n e  c a n  c o n c lu d e  t h a t  i n  g e n e ra l b y  u s in g  t h e  S I S O  T D N N  r e s id u a ls  o n e  c a n  y ie ld  a  

b e t t e r  f a u l t  is o la t io n  p e r fo rm a n c e . M o re o v e r , i t  c a n  b e  o b s e rv e d  t h a t  t h e  re s u lts  are  

c o n s is te n t  a n d  b r o a d ly  a re  in  g o o d  a g r e e m e n t  c o lle c t iv e ly . I n  o th e r  w o rd s , t h e  f a u l t s  

sets o f  C a se  2 a re  b e in g  is o la te d  b e t t e r  i n  b o t h  a p p ro a c h e s  a n d  th e  f a u l t  se ts o f  C a se  

1 c a n n o t  b e  is o la te d  q u i t e  as  g o o d  in  e i th e r  a p p ro a c h .
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Chapter 5

Conclusions
T h e  o b je c t iv e  o f  t h is  th e s is  w as  t o  d e v e lo p  a n  in te l l ig e n t- b a s e d  a p p r o a c h  fo r  f a u l t  

d ia g n o s is  o f  a ir c r a f t  e n g in e s . T o w a rd s  t h is  e n d , tw o  m a in  d y n a m ic  n e u r a l  n e tw o rk s  

a n d  th r e e  s e p a ra te  s t r u c tu r e s  w ere  u s e d  t o  c o n s t r u c t  f a u l t  d ia g n o s is  s che m es  fo r  a  

d u a l- s p o o l t u r b o f a n  je t  e n g in e . T h e  n e u r a l  n e tw o rk s  c o n s id e re d  in  t h is  th e s is  are  

t h e  d y n a m ic  n e u r a l  m o d e l  ( D N M )  a n d  th e  t im e  d e la y  n e u r a l  n e tw o r k  ( T D N N ) .  T h e  

p r o p o s e d  f a u l t  d ia g n o s is  schem es  a re  b a s e d  o n  a  D N M ,  a  se r ie s- pa ra lle l T D N N  a n d  

a  s in g le - in p u t  s in g le - o u tp u t  T D N N .

T h e  je t  e n g in e  c o n s id e re d  in  t h is  th e s is  w as  a s s u m e d  t o  h a v e  tw e lv e  (12 ) o u t p u t  

m e a s u r a b le  p a r a m e te r s  w h ic h  a re  m o s t ly  th e  t h e r m o d y n a m ic  p a r a m e te r s  o f  th e  e n g in e  

a n d  c a n  b e  a f fe c te d  b y  e ig h t  (8 ) d if fe re n t  f a u l t  s c e n a r io s  w h ic h  a re  m o d e l le d  b y  a  

dec rease  in  t h e  e f f ic ie n cy  a n d  th e  m a s s  f lo w  r a te  o f  d if fe re n t  c o m p o n e n ts  o f  th e  je t  

e n g in e .

F o r  e a c h  d e v e lo p e d  a p p r o a c h ,  tw e lv e  (12 ) d if fe re n t  n e tw o rk s  w e re  t r a in e d  in d i v id ­

u a l ly  t o  le a rn  th e  d y n a m ic s  o f  a l l  t h e  tw e lv e  (12 ) e n g in e  p a r a m e te r s . E a c h  n e tw o rk  

w as  u s e d  as a  r e s id u a l  g e n e r a to r  a n d  t h e  m in im u m  d e te c ta b le  f a u l t s  w i t h  t h a t  n e t ­

w o rk  w ere  p re s e n te d . A n  e n h a n c e d  f a u l t  d e te c t io n  s c h e m e  w as  d e v e lo p e d  b y  u s in g  th e  

t o p  th r e e  p e r f o r m in g  n e tw o rk s  t h a t  h a v e  th e  b e s t  c a p a b i l i t y  i n  d e te c t in g  th e  f a u lts .
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I t  w as  o b s e rv e d  t h a t  b y  h a v in g  a  m u lt i- n e tw o r k  s t r u c tu r e  as  r e s id u a l  g e n e ra to r s  th e  

p e r fo r m a n c e  o f  th e  f a u l t  d ia g n o s is  s c h e m e  c a n  s ig n i f ic a n t ly  b e  im p r o v e d .

T h e  f a u l t  d e te c t io n  c a p a b i l i t ie s  o f  t h e  th r e e  s t r u c tu r e s  w e re  c o m p a r e d .  T h e  D N M  

a p p r o a c h  h a s  a  r o b u s t  s t r u c tu r e  in  t h e  t r a in in g  a n d  th e  re c a ll p h a se s  w h i le  th e  T D N N  

m e t h o d  is h ig h ly  s e n s it iv e  t o  t h e  t r a in in g  a n d  th e  n e tw o r k  p a r a m e te r s . T h e  D N M  

is  m o re  r e l ia b le  a n d  a p p l ic a b le  t o  p r a c t ic a l  cases w h e re  a n  in c r e m e n ta l  u p d a t in g  is 

r e q u ir e d  a n d  i t  c a n  b e  p r a c t ic a l ly  u s e d  in  a n  o n - b o a rd  f a u l t  d ia g n o s is  s y s te m . T h e  

T D N N  n e tw o r k  t h a t  is u s e d  in  t h is  th e s is  h a s  tw o  d if fe re n t  s t r u c tu r e s  in  th e  t r a in in g  

a n d  t h e  re c a ll p h a se s  a n d  c a n n o t  b e  u s e d  d ir e c t ly  in  a n  o n - b o a rd  f a u l t  d ia g n o s is  

s y s te m . T h e  D N M  h a s  a  s im p le r  fe e d - fo rw a rd  s t r u c tu r e  ( S IS O )  w i t h o u t  a  n e e d  fo r  

a  fe e d b a c k  f r o m  th e  o u t p u t s  w h i le  i n  th e  T D N N  a  m u l t i- in p u t  s in g le - o u tp u t  ( M IS O )  

s t r u c tu r e  is r e q u ir e d  t o  le a rn  t h e  d y n a m ic s  o f  t h e  je t  e n g in e .

I n  c o n t r a s t ,  t h e  D N M  sch e m e  h a s  a  n u m b e r  o f  p a r a m e te r s  t o  b e  u p d a t e d  (w e ig h t  

f ilte r s , fe e d  f o r w a r d  a n d  fe e d b a c k  c o e ff ic ie n ts , a c t iv a t io n  f u n c t io n  s lo p e s ) a n d  th is  

r e s u lts  i n  m o re  c o m p l ic a te d  a n d  t im e  c o n s u m in g  t r a in in g  p ro c e d u re . H e n c e , a  la rg e  

n u m b e r  o f  i n i t i a l  p a r a m e te r s  s h o u ld  b e  te s te d  in  o rd e r  t o  a c h ie v e  a  g o o d  t r a in in g .  O n  

t h e  o th e r  h a n d ,  i n  t h e  T D N N  a p p r o a c h  th e  o n ly  p a r a m e te r s  t h a t  n e e d  t o  b e  a d ju s t e d  

are  th e  w e ig h ts  o f  th e  n e u ro n s . E v e n  in  th e  A T D N N  sch e m e  th e  u p d a t i n g  p a r a m e te r s  

are  in c re a s e d  t o  o n ly  th e  w e ig h ts  a n d  th e  d e la y s  o f  e a c h  la y e r , w h ic h  r e s u lts  in  fa s te r  

t r a in in g  t im e s .

T h e  f a u l t  is o la t io n  t a s k  in  t h is  th e s is  w as  c a r r ie d  o u t  s e p a ra te ly  b y  D N M  a n d  S I S O  

T D N N  n e tw o rk . A  n e u r a l  n e tw o r k  c la s s if ie r  w as  u s e d  t o  e v a lu a te  th e  r e s id u a ls  t h a t  are  

g e n e r a te d  f r o m  th e  t r a in e d  n e tw o rk s . O u r  f a u l t  is o la t io n  s c h e m e  h a s  th e  c a p a b i l i t y  

o f  is o la t in g  a n y  set o f  th re e  f a u l t s  t h a t  c a n  o c c u r  in  th e  a ir c r a f t  e n g in e . I t  w as  

o b se rv e d  t h a t  t h e  p e r fo r m a n c e  o f  t h e  f a u l t  is o la t io n  is  d e p e n d e n t  o n  t h e  s t r u c tu r e  o f  

t h e  f a u l t s  t h a t  o c c u r  to g e th e r  a n d  fo r  b o t h  o f  th e  is o la t io n  a p p ro a c h e s  t h e  c o m b in a t io n
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o f  th e  f a u l t s  o c c u r r in g  to g e th e r  p la y  a n d  im p o r t a n t  ro le  in  th e  is o la t io n  p e r fo rm a n c e .  

F o r  e x a m p le , s im u la t io n  re s u lts  s h o w  t h a t  b o t h  is o la t io n  a p p ro a c h e s  c a n  p e r fo r m  

q u it e  w e ll o n  is o la t in g  t h e  set o f  th re e  lo w  se v e r ity  le v e l fa u lt s .  T h is  sh o w s  t h a t  

s p e c if ic  c o m b in a t io n  o f  th e  f a u l t s  h a s  b e t t e r  is o la t io n  c a p a b i l i t ie s  o r  i n  o th e r  w o rd s , 

i t  h a s  d is t in g u is h a b le  e ffec ts  o n  d if fe re n t  e n g in e  p a r a m e te r s . F u r th e r m o r e ,  f r o m  th e  

s im u la t io n  re s u lts  o n e  c a n  c o n c lu d e  t h a t  in  g e n e ra l t h e  f a u l t s  w i t h  d if fe re n t  se v e r ity  

le ve ls  h a v e  b e t t e r  is o la t io n  c a p a b i l i t ie s .  H o w e v e r , t h e  n a t u r e  o f  f a u l t s  a n d  ty p e s  o f  

th e  c o m p o n e n ts  w h e re  a  f a u l t  h a s  o c c u r r e d  h a v e  a n  im p o r t a n t  ro le  i n  th e  o v e ra ll f a u l t  

is o la t io n  p e r fo r m a n c e

M o re o v e r , b y  c o m p a r in g  th e  f a u l t  is o la t io n  re s u lts  fo r  b o t h  t h e  D N M  a n d  t h e  S I S O  

T D N N  a p p ro a c h e s , o n e  c a n  c o n c lu d e  t h a t  th e  T D N N  b a s e d  f a u l t  is o la t io n  h a s  b e t t e r  

p e r fo r m a n c e  a n d  h ig h e r  a c c u ra c y . T h e re fo re , in  o r d e r  t o  a c h ie v e  a  f a u l t  is o la t io n  

s ch e m e  w i t h  h ig h  p e r fo r m a n c e  t h is  ty p e  o f  d y n a m ic  n e u r a l  n e tw o r k  m ig h t  h a v e  b e t te r  

c a p a b i l i t ie s  a n d  r e l ia b i l i t ie s  fo r  th e  h e a l t h  m o n i t o r in g  o f  a ir c r a f t  je t  e n g in e s .

5.1 Future Work
U n l ik e  s t a t ic  n e u r a l  n e tw o rk s , d y n a m ic  n e u r a l  n e tw o rk s  g e n e ra lly  h a v e  m o re  p a r a m ­

e te rs  t h a t  n e e d  t o  b e  u p d a t e d .  I n  o u r  p r o p o s e d  D N M  m o d e l  th e r e  a re  fo u r  sets o f  

p a r a m e te r s  w h ic h  n e e d  t o  b e  u p d a t e d ,  n a m e ly  th e  fe e d fo rw a rd  c o e ff ic ie n ts  a n d  th e  

fe e d fo rw a rd  f i l te r  c o e ff ic ie n ts , as  w e ll as t h e  a c t iv a t io n  f u n c t io n  s lo p e  p a r a m e te r s  a n d  

th e  w e ig h ts  o f  t h e  n e u ro n s . T o  o b t a in  a  w e ll- tr a in e d  n e u r a l  n e tw o r k  a l l  th e s e  p a r a m ­

e te rs  s h o u ld  b e  o p t im iz e d  c o lle c t iv e ly . D u e  t o  h ig h  d im e n s io n a l i t y  o f  t h e  u p d a t in g  

p a r a m e te r  v e c to r  c o r r e s p o n d in g  t o  th e  D N M  o n e  m ig h t  n o t  b e  a b le  t o  o p t im iz e  a l l  th e  

p a r a m e te r s  e ff ic ie n tly . H e n c e , a  n e u r a l  n e tw o rk  w i t h  m o re  o p t im iz e d  p a r a m e te r s  t h a t  

c a n  h a v e  b e t t e r  d e te c t io n  c a p a b i l i t y  m ig h t  s t i l l  b e  a c h ie v a b le  b y  o p t im iz in g  a l l  th e  

p a r a m e te r s . T h e  p a r a m e te r  o p t im iz a t i o n  c a n  b e  c a r r ie d  o u t  i n  f u t u r e  t h r o u g h  seve ra l
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o p t im iz a t i o n  m e th o d s  s u c h  as s im u l t a n e o u s  p e r t u r b a t io n  s to c h a s t ic  a p p r o x im a t io n  

( S P S A )  [9].

T h e  d e la y s  a s s o c ia te d  w i t h  th e  lay e rs  o f  t h e  n e u ro n s  in  th e  T D N N  are  a s s u m e d  to  

b e  f ix e d . O n e  c a n  a n a ly z e  t h e  p e r fo r m a n c e  o f  a n  a d a p t iv e  t im e  d e la y  n e u r a l  n e tw o rk  

( A T D N N )  w h e re  th e  d e la y s  th e m s e lv e s  a re  b e in g  u p d a t e d  a lo n g  w i t h  t h e  w e ig h ts  o f  

t h e  n e tw o rk .

F r o m  th e  s im u la t io n  re s u lts  a n d  p r a c t ic a l  o b s e r v a t io n s  w e  h a v e  n o te d  t h a t  a  S I S O  

T D N N  c a n  h a v e  a  b e t t e r  p e r fo r m a n c e  as  c o m p a r e d  t o  th e  tw o  o th e r  m e th o d s .  F u r th e r  

w o rk  s h o u ld  b e  c a r r ie d  o u t  t o  e x p la in  t h is  p e r fo r m a n c e  th e o re t ic a l ly .  T h e re  a re  seve ra l 

e x p la n a t io n s  fo r  th e s e  r e s u lts  t h a t  s h o u ld  b e  f u r t h e r  e x a m in e d , s u c h  as  o p e r a t in g  

u n d e r  a  lo w  fr e q u e n c y  i n p u t  s ig n a l,  a n d  th e  fa c t  t h a t  th e  je t  e n g in e  m a y  b e  a s s u m e d  

t o  o p e r a te  as  a n  a p p r o x im a te ly  l in e a r  s y s te m .

A l l  t h e  f a u l t  d ia g n o s is  s che m es  p re s e n te d  in  t h is  th e s is  h a v e  t h e  p o t e n t i a l  c a p a ­

b i l i t y  t o  d e te c t  a n d  is o la te  th e  f a u l t s  i n  b o t h  s te a d y  s ta te  a n d  t r a n s ie n t  m o d e s  o f  

t h e  a ir c r a f t  e n g in e . I n  t h is  th e s is , w e  o n ly  c o n s id e re d  th e  cases w h e re  f a u l t s  o c c u r  

i n  t h e  s te a d y  s ta te  m o d e  o f  th e  e n g in e  w h i le  th e  p r o p o s e d  f a u l t  d ia g n o s is  schem es  

c a n  b e  e x te n d e d  in  f u t u r e  t o  o p e r a te  in  b o t h  s te a d y  s ta te  a n d  t r a n s ie n t  m o d e s . T h is  

c a p a b i l i t y  w o u ld  b e  a n  in te r e s t in g  s u b je c t  fo r  in d u s t r ia l  a e ro s p a c e  c o m p a n ie s  s in ce  

f a u l t s  c a n  o c c u r  in  a n y  a r b i t r a r y  m o d e  t h a t  th e  e n g in e  is o p e r a t in g .  T h is  r e s u lts  i n  a  

m o re  secu re , r e l ia b le  a n d  a p p l ic a b le  f a u l t  d ia g n o s is  s y s te m  w h e re  t h e  f a u l t  d ia g n o s is  

m o d u le  c a n  b e  u s e d  in  a  p r a c t ic a l  a p p l ic a t io n .

T h e  f a u l t  in f lu e n c e  m a t r ix  w as  p re s e n te d  as  a  re fe re nce  fo r  th e  in f lu e n c e  o f  e a ch  

f a u l t  o n  a l l  t h e  e n g in e  p a r a m e te r s . W e  h a v e  c o n s id e re d  th e  e ffec ts  o f  2 % , 5 %  a n d  10%  

f a u l t s  o n  th e  e n g in e  p a r a m e te r s .  F u r th e r  w o rk  c a n  b e  c a r r ie d  o u t  o n  t h e  in f lu e n c e  

m a t r ix  b y  c o n s id e r in g  th e  e ffec ts  o f  a l l  s e v e r ity  le v e l o f  f a u l t s  o n  t h e  c o r r e s p o n d in g  

p e rc e n ta g e  o f  c h a n g e s  t h e y  c a u se  t o  t h e  e n g in e  p a r a m e te r s . C o n s id e r in g  a l l  f a u l t
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se v e r ity  le ve ls , o n e  c a n  o b t a in  a  m o re  p re c ise  f a u l t  in f lu e n c e  m a t r ix  w h ic h  w o u ld  h a v e  

a  h ig h e r  a d v a n ta g e  fo r  h a v in g  a  p r i o r i  k n o w le d g e  o n  th e  f a u lt s  a n d  t h e i r  e x p e c te d  

effec ts  o n  t h e  e n g in e  p a r a m e te r s  e v e n  b e fo re  r u n n in g  a  s im u la t io n  m o d e l.

113



Bibliography
[1] X .  D a i ,  T . B r e ik in ,  Z . G a o ,  a n d  H . W a n g ,  “D y n a m ic  m o d e l l in g  a n d  r o b u s t  f a u l t  

d e te c t io n  o f  a  gas  t u r b in e  e n g in e ,” i n  A m e r ic a n  C on tro l  Conference, J u n e  2008 , 

p p .  2160  - 2165 .

[2] R .  P a t t o n  a n d  J .  C h e n ,  “D e te c t io n  o f  f a u l t y  senso rs  in  a e ro  je t  e n g in e  s y s te m s  u s ­

in g  r o b u s t  m o d e l- b a s e d  m e t h o d s ,” i n  C o n d it io n  M o n i to r in g  f o r  F ault  D iagnosis ,  
I E E  C olloqu ium  on, O c to b e r  1991 , p p .  211 -222 .

[3] R .  P a t t o n ,  F . U p p a l ,  a n d  C . L o p e z - T o r ib io , “S o f t  c o m p u t in g  a p p ro a c h e s  to  

f a u l t  d ia g n o s is  fo r  d y n a m ic  sy s tem s : A  su rv e y ,” C ontro l a n d  In te l l ig e n t  S y s t e m s , 

v o l. 7, n o . 2-3, p p .  198-211 , 2000 .

[4] P . M .  F r a n k ,  “F a u l t  d ia g n o s is  in  d y n a m ic  s y s te m s  u s in g  a n a ly t ic a l  a n d  

k n o w le d g e - b a s e d  r e d u n d a n c y :  A  s u rv e y  a n d  s o m e  n e w  r e s u lts ,” A u to m a t ic a , 

v o l. 26 , n o . 3, p p .  459  -  474 , 1990.

[5] V .  V e n k a t a s u b r a m a n ia n ,  R .  R e n g a s w a m y , S. N . K a v u r i ,  a n d  K .  Y i n ,  “A  re v ie w  o f  

p ro ce ss  f a u l t  d e te c t io n  a n d  d ia g n o s is :  P a r t  ii i:  P ro ce s s  h is to r y  b a s e d  m e t h o d s ,” 

C o m p u te r s  a m p; C hem ica l E n g in e e r in g , v o l. 27 , n o . 3, p p .  327  -  346 , 2003 .

[6] S. S im a n i ,  R .  P a t t o n ,  a n d  C .  F a n tu z z i ,  M o d e l-B ased  F ault  D ia g n os is  in  D y n a m ic  
S y s te m s  Using Id en t i f ica t io n  Techniques. S e c a u c u s , N J ,  U S A :  S p r in g e r- V e r la g  

N e w  Y o r k ,  In c . ,  2003 .

114



[7] K .  N a r e n d r a  a n d  K .  P a r th a s a r a th y ,  “I d e n t i f i c a t io n  a n d  c o n t r o l  o f  d y n a m ic a l  

s y s te m s  u s in g  n e u r a l  n e tw o r k s ,” N eu ra l  N e tw o rks ,  I E E E  T ra nsa c tio ns  on, v o l. 1, 

n o . 1, p p .  4 - 2 7 , M a r c h  1990.

[8] S. L e o n h a r d t  a n d  M .  A y o u b i ,  “M e th o d s  o f  f a u l t  d ia g n o s is ,” C ontro l E n g in ee r in g  
Practice , v o l. 5, n o . 5, p p .  683  -  692 , 1997.

[9] K .  P a t a n  a n d  T . P a r is in i ,  “I d e n t i f i c a t io n  o f  n e u r a l  d y n a m ic  m o d e ls  fo r  f a u l t  

d e te c t io n  a n d  is o la t io n :  th e  case  o f  a  re a l s u g a r  e v a p o r a t io n  p ro c e s s ,” J o u rn a l  
o f  Process Control, v o l. 15, n o . 1, p p .  6 7  -  79 , 2005 .

[10] I .  A .- D . A l- Z y o u d , “N e u r a l  n e tw o rk - b a s e d  a c t u a t o r  f a u l t  d e te c t io n  a n d  is o la ­

t io n  fo r  th e  a t t i t u d e  c o n tr o l  s u b s y s te m  o f  a  s a te l i t e ,” M a s t e r ’s th e s is , C o n c o r d ia  

U n iv e r s ity , 2005 .

[11] L . L i ,  L . M a ,  a n d  K .  K h o r a s a n i ,  “A  d y n a m ic  re c u r re n t  n e u r a l  n e tw o r k  f a u l t  

d ia g n o s is  a n d  is o la t io n  a r c h ite c tu r e  fo r  s a te l l i t e ’s a c t u a t o r / t h r u s t e r  f a i lu r e s ,” in  

A d va n ces  in  N eu ra l  N e tw orks .  S p r in g e r  B e r l in  /  H e id e lb e r g , 2005 , v o l. 3498 , 

p p .  981- 981 .

[12] T . K o b a y a s h i a n d  D .  L . S im o n ,  “A p p l ic a t i o n  o f  a  b a n k  o f  k a lm a n  f ilte rs  fo r  a i r ­

c r a f t  e n g in e  f a u l t  d ia g n o s t ic s ,” V olum e 1 Turbo E xpo  2003, v o l. 127, n o . A u g u s t ,  

p p .  4 6 1- 47 0 , 2003 .

[13] N . M e s k in ,  E . N a d e r i ,  a n d  K .  K h o r a s a n i ,  “F a u l t  d ia g n o s is  o f  je t  e n g in e s  b y  u s in g  

a  m u l t ip le  m o d e l- b a s e d  a p p r o a c h ,” A S M E  C on ference  Proceedings, v o l. 2010 , n o . 

43 987 , p p .  3 1 9- 32 9 , 2010 .

[14] Y .  G .  L i a n d  P . N i lk i t s a r a n o n t ,  “A  g a s  p a t h  d ia g n o s t ic  a n d  p r o g n o s t ic  a p ­

p r o a c h  fo r  g a s  t u r b in e  a p p l ic a t io n s ,” A S M E  C on ference  Proceedings, v o l. 2007 , 

n o . 4 7 9 0 X , p p .  5 7 3- 58 4 , 2007 .

115



[15] A .  V o lp o n i  a n d  B .  W o o d ,  S y s te m  H ealth  M a n a g e m e n t .  J o h n  W i le y  a n d  S on s , 

L t d ,  2001 .

[16] M .  B a rw e l i ,  “C o m p a s s - g ro u n d  b a s e d  e n g in e  m o n i t o r in g  p r o g r a m  fo r  g e n e ra l a p ­

p l ic a t io n , ” S A E  Technical P a p e r  871734, v o l. 10, 1987.

[17] A .  J .  V o lp o n i ,  H . D e P o ld ,  R .  G a n g u l i ,  a n d  C .  D a g u a n g ,  “T h e  u se  o f  k a lm a n  

f i l te r  a n d  n e u r a l  n e tw o rk  m e th o d o lo g ie s  in  g a s  t u r b in e  p e r fo r m a n c e  d ia g n o s t ic s :  

A  c o m p a r a t iv e  s t u d y ,” J o u rn a l  o f  E n g in ee r in g  f o r  Gas Turbines  a nd  Pow er ,  vo l. 

125, n o . 4, p p .  9 1 7- 92 4 , 2003 .

[18] D .  L . D o e l ,  “T e m p e r— a  g a s - p a th  a n a ly s is  t o o l  fo r  c o m m e r c ia l  je t  e n g in e s ,” J o u r ­
na l o f  E n g in ee r in g  f o r  Gas Turbines  a nd  P ower,  v o l. 116, n o . 1, p p .  8 2-89 , 1994.

[19] R .  G a n g u l i ,  R .  V e r m a , a n d  N . R o y , “S o f t  c o m p u t in g  a p p l i c a t io n  fo r  g a s  p a t h  

f a u l t  is o la t io n ,” A S M E  C on ference  Proceedings, v o l. 2004 , n o . 4 1677 , p p .  4 9 9 ­

508 , 2004 .

[20] S. R .  Z e d d a  M ,  “F a u l t  d ia g n o s is  o f  a  t u r b o f a n  e n g in e  u s in g  n e u ra l- n e tw o rk s :  

a  q u a n t i t a t iv e  a p p r o a c h ,” In :  34 th  A I A A , A S M E , S A E , A S E E  J o in t  P ro p u ls io n  
Conference ,  1998.

[21] C . R o m e s s is  a n d  K .  M a t h io u d a k is ,  “B a y e s ia n  n e tw o r k  a p p r o a c h  fo r  g a s  p a t h  

f a u l t  d ia g n o s is ,” J o u r n a l  o f  E n g in e e r in g  f o r  Gas Turbines  a n d  Pow er ,  v o l. 128, 

n o . 1, p p .  64-72 , 2006 .

[22] W .  Y a n  a n d  F . X u e ,  “J e t  e n g in e  g a s  p a t h  f a u l t  d ia g n o s is  u s in g  d y n a m ic  fu s io n  

o f  m u l t ip le  c la s s if ie rs ,” i n  N eu ra l  N e tw o rks ,  2008. I J C N N  2008. ( I E E E  W orld  
C ongress on C o m p u ta t io n a l  In te l l igence) .  I E E E  In te r n a t io n a l  J o in t  C on ference  
on, J u n e  2008 , p p .  1585 - 1591 .

116



[23] L . A .  U r b a n ,  “G a s  p a t h  a n a ly s is  a p p l ie d  t o  t u r b in e  e n g in e  c o n d i t io n  m o n i t o r i n g , ” 

J. A ircr . ,  v o l. 10, n o . 7, p p .  4 0 0- 40 6 , 1973.

[24] R .  P a t t o n  a n d  J .  C h e n ,  “O b se rv e r- b a se d  f a u l t  d e te c t io n  a n d  is o la t io n :  R o b u s t ­

ness a n d  a p p l ic a t io n s ,” C ontro l E n g in ee r in g  Practice, v o l. 5, n o . 5 , p p .  671 -  682 , 

1997.

[25] L . T ra v e- M assu y e s  a n d  R .  M i ln e ,  “G a s - tu r b in e  c o n d i t io n  m o n i t o r in g  u s in g  q u a l ­

i t a t iv e  m o d e l- b a s e d  d ia g n o s is ,” I E E E  E xpert, v o l. 12, n o . 3, p p .  22 - 31 , J u n e  

1997.

[26] S. S im a n i  a n d  C . F a n tu z z i ,  “F a u l t  d ia g n o s is  in  p o w e r  p la n t  u s in g  n e u r a l  n e t ­

w o rk s ,” In fo r m a t io n  Sciences , v o l. 127, n o . 3-4, p p .  125 -  136, 2000 .

[27] R .  G a n g u l i ,  “A p p l ic a t i o n  o f  fu z z y  lo g ic  fo r  f a u l t  is o la t io n  o f  je t  e n g in e s ,” J o u rn a l  
o f  E n g in ee r in g  f o r  Gas Turbines  a nd  Power, v o l. 125, n o . 3, p p .  6 1 7- 62 3 , 2003 .

[28] G .  T o re lla , G  —  L o m b a r d o ,  “U t i l i z a t io n  o f  n e u r a l  n e tw o rk s  fo r  g a s  t u r b in e  e n ­

g in e s ,” In te r n a t io n a l  S y m p o s iu m  on A i r  B rea th in g  E n g ines ,  12th, M elbourne,  
A u s tr a l ia , 1995.

[29] S. S im a n i ,  C . F a n tu z z i ,  a n d  R .  S p in a ,  “A p p l ic a t i o n  o f  a  n e u r a l  n e tw o r k  in  gas  

t u r b in e  c o n tr o l  se n so r  f a u l t  d e te c t io n ,” i n  C ontro l A p p l ica t ion s ,  1998. Proceed­
ings o f  the  1998  I E E E  In te r n a t io n a l  C on ference  on, v o l. 1, S e p te m b e r  1998 , p p .  

182 - 186  v o l.1 .

[30] R .  J o ly , S. O g a j i ,  R .  S in g h ,  a n d  S. P r o b e r t ,  “G a s - tu r b in e  d ia g n o s t ic s  u s in g  a r t i ­

f ic ia l  n e u ra l- n e tw o rk s  fo r  a  h ig h  b y p a s s  r a t io  m i l i t a r y  t u r b o f a n  e n g in e ,” E lsev ie r  
S c ie n ce , 2005 .

117



[31] J .  A d d is o n ,  S . W e r m te r ,  a n d  J .  M a c In ty r e ,  “E ffe c t iv e n e s s  o f  fe a tu r e  e x t r a c t io n  

i n  n e u r a l  n e tw o rk  a r c h ite c tu re s  fo r  n o v e lty  d e te c t io n ,” i n  A rt i f ic ia l  N eu ra l  N e t ­
works, 1999. I C A N N  99. N in th  In te r n a t io n a l  C on ference  on (C onf.  Publ. N o.  
470),  v o l. 2, 1999 , p p .  976  -981  v o l.2 .

[32] D .- H . Seo , T .-S . R o h ,  a n d  D .- W . C h o i ,  “D e fe c t  d ia g n o s t ic s  o f  g a s  t u r b in e  e n g in e  

u s in g  h y b r id  s v m - a n n  w i t h  m o d u le  s y s te m  in  o ff- de s ign  c o n d i t io n ,” J o u r n a l  o f  
M ech a n ica l  S c ien ce  a nd  Technology, v o l. 23 , p p .  6 7 7- 68 5 , 2009 , 1 0 .100 7 /s12 20 6-  

008-1120-3.

[33] S. O .  T . O g a j i ,  “A d v a n c e d  g a s - p a th  f a u l t  d ia g n o s t ic s  fo r  s t a t io n a r y  g a s - tu rb in e s ,” 

P h D  Thesis , School o f  E n g ineer in g , C ranfie ld  U niversity ,  2003 .

[34] A .  J .  V o lp o n i ,  H . D e P o ld ,  R .  G a n g u l i ,  a n d  C .  D a g u a n g ,  “T h e  u se  o f  k a lm a n  

f i l te r  a n d  n e u r a l  n e tw o rk  m e th o d o lo g ie s  in  g a s  t u r b in e  p e r fo r m a n c e  d ia g n o s t ic s :  

A  c o m p a r a t iv e  s t u d y ,” J o u rn a l  o f  E n g in ee r in g  f o r  Gas Turbines  a n d  P o w e r , v o l. 

125, n o . 4, p p .  9 1 7- 92 4 , 2003 .

[35] R .  M o h a m m a d i ,  S . H a s h t r u d i- Z a d ,  a n d  K .  K h o r a s a n i ,  “H y b r id  f a u l t  d ia g n o s is :  

A p p l ic a t i o n  t o  a  g a s  t u r b in e  e n g in e ,” A S M E  C on ference  Proceedings, v o l. 2009 , 

n o . 4 8821 , p p .  7 1 9- 72 9 , 2009 .

[36] S. O g a j i  a n d  R .  S in g h ,  “A r t i f i c ia l  n e u r a l  n e tw o rk s  in  f a u l t  d ia g n o s is :  A  gas  t u r ­

b in e  s c e n a r io ,” i n  C o m p u ta t io n a l  In te l l igence  in  F ault  D iagnosis ,  ser. A d v a n c e d  

I n f o r m a t io n  a n d  K n o w le d g e  P ro c e s s in g , V .  P a la d e ,  L . J a i n ,  a n d  C . D .  B o c a n ia la ,  

E d s . S p r in g e r  L o n d o n ,  2006 , p p .  179-207 .

[37] L . M a r in a i ,  D .  P r o b e r t ,  a n d  R .  S in g h ,  “P ro s p e c ts  fo r  a e ro  g a s - tu rb in e  d ia g n o s ­

t ic s : a  r e v ie w ,” A p p l ied  E nergy, v o l. 79 , n o . 1, p p .  109 -  126, 2004 .

118



[38] P .- J . L u ,  M .- C . Z h a n g ,  T .- C . H s u , a n d  J .  Z h a n g ,  “A n  e v a lu a t io n  o f  e n g in e  f a u l t s  

d ia g n o s t ic s  u s in g  a r t i f ic ia l  n e u r a l  n e tw o r k s ,” J o u rn a l  o f  E n g in ee r in g  f o r  Gas  
T urbines  a nd  Pow er ,  v o l. 123 , n o . 2, p p .  340- 34 6 , 2001 .

[39] A .  J .  V o lp o n i ,  H . D e P o ld ,  R .  G a n g u l i ,  a n d  C .  D a g u a n g ,  “T h e  u se  o f  k a lm a n  

f i l te r  a n d  n e u r a l  n e tw o r k  m e th o d o lo g ie s  in  g a s  t u r b in e  p e r fo r m a n c e  d ia g n o s t ic s :  

A  c o m p a r a t iv e  s t u d y ,” J o u rn a l  o f  E n g in ee r in g  f o r  Gas Turbines  a nd  Pow er ,  vo l. 

125, n o . 4, p p .  9 1 7- 92 4 , 2003 .

[40] Y .  K .  L ee , D .  N . M a v r is ,  V .  V .  V o lo v o i, M .  Y u a n ,  a n d  T . F is h e r , “A  f a u l t  d ia g ­

n o s is  m e t h o d  fo r  in d u s t r ia l  gas  t u r b in e s  u s in g  b a y e s ia n  d a t a  a n a ly s is ,” J o u rn a l  
o f  E n g in ee r in g  f o r  Gas Turbines  a nd  Power, v o l. 132, n o . 4 , p . 0 4 1 6 0 2 , 2010 .

[41] M .  A y o u b i ,  “F a u l t  d ia g n o s is  w i t h  d y n a m ic  n e u r a l  s t r u c tu r e  a n d  a p p l i c a t io n  t o  a  

t u r b o  c h a r g e r ,” I F A C  fa u l t  de tec tion . S u p erv is io n  a n d  S a fe ty  f o r  techn ic la  Pro-  
cesses ,E spo ,F iland ,  1994.

[42] M .  A y o u b i ,  M .  S c h a fe r , a n d  S. S in s e l, “D y n a m ic  n e u r a l  u n i t s  fo r  n o n l in e a r  d y ­

n a m ic  s y s te m s  id e n t i f ic a t io n ,” in  Proceedings o f  the In te r n a t io n a l  W o r k s h o p  on  
A rt i f ic ia l  N e u ra l  N e tw o rks :  F ro m  N a tu ra l  to A r t i f ic ia l  N eu ra l  C o m p u ta t io n ,  ser. 

I W A N N  ’96 , 1995 , p p .  1045-1051 .

[43] R .  M o h a m m a d i ,  E . N a d e r i ,  K .  K h o r a s a n i ,  a n d  S . H a s h t r u d i- Z a d , “F a u l t  d ia g n o s is  

o f  g a s  t u r b in e  e n g in e s  b y  u s in g  d y n a m ic  n e u r a l  n e tw o r k s ,” A S M E  C on ference  
Proceedings, v o l. 2010 , n o . 4 3 987 , p p .  3 6 5- 37 6 , 2010 .

[44] A .  V a ld e s , K .  K h o r a s a n i ,  a n d  L . M a ,  “D y n a m ic  n e u r a l  n e tw o rk - b a s e d  f a u l t  d e ­

t e c t io n  a n d  is o la t io n  fo r  th r u s te r s  in  f o r m a t io n  f ly in g  o f  s a te ll i te s ,” i n  A d va n ces  
in  N eura l  N e tw o r k s , ser. L e c tu r e  N o te s  in  C o m p u t e r  S c ie n ce , W .  Y u ,  H . H e , a n d  

N . Z h a n g ,  E d s . S p r in g e r  B e r l in  /  H e id e lb e r g , 2009 , v o l. 5 5 53 , p p .  780-793 .

119



[45] I.- D . A l- Z y o u d  a n d  K .  K h o r a s a n i ,  “N e u r a l  n e tw o rk - b a s e d  a c t u a t o r  f a u l t  d ia g n o s is  

fo r  a t t i t u d e  c o n t r o l  s u b s y s te m  o f  a  s a te l l i te ,” i n  A u to m a t io n  Congress, 2006. 
W A C  ’06. World, J u l y  2006 , p p .  1 -6.

[46] -----, “D e te c t io n  o f  a c t u a t o r  f a u l t s  u s in g  a  d y n a m ic  n e u r a l  n e tw o rk  fo r  th e  a t ­

t i t u d e  c o n tr o l  s u b s y s te m  o f  a  s a te l l i te ,” in  N eura l  N etw orks ,  2005. I J C N N  ’05. 
Proceedings. 2005  I E E E  In te rn a t io n a l  J o in t  C onference  on, v o l. 3, J u ly  2005 , 

p p .  1746 -  1751 v o l. 3.

[47] I . A l- D e in  A l- Z y o u d  a n d  K .  K h o r a s a n i ,  “N e u r a l  n e tw o rk - b a se d  a c t u a t o r  f a u l t  

d ia g n o s is  fo r  a t t i t u d e  c o n tr o l s u b s y s te m  o f  a n  u n m a n n e d  space  v e h ic le ,” in  N eura l  
N etw o rks ,  2006. I J C N N  ’06. In te rn a t io n a l  J o in t  C onference  on, 0-0 2006 , p p .  

3686 - 3693 .

[48] A .  W a ib e l ,  T . H a n a z a w a , G . H in t o n ,  K .  S h ik a n o , a n d  K .  L a n g ,  “P h o n e m e  re co g ­

n i t io n  u s in g  t im e - d e la y  n e u r a l  n e tw o rk s ,” A coustics ,  Speech and  S igna l Process­
ing, I E E E  T ransac tions  on, v o l. 37 , n o . 3, p p .  328 - 339 , M a r c h  1989.

[49] A .  Y a z d iz a d e h  a n d  K .  K h o r a s a n i ,  “A d a p t iv e  t im e  d e la y  n e u r a l  n e tw o rk  s t r u c tu re s  

fo r  n o n l in e a r  s y s te m  id e n t i f ic a t io n ,” N eurocom pu ting ,  v o l. 47 , n o . 1-4, p p .  207  -  

240 , 2002 .

[50] -----, “Id e n t i f ic a t io n  o f  a  c lass  o f  n o n l in e a r  s y s te m s  u s in g  d y n a m ic  n e u r a l  n e tw o rk

s t r u c tu r e s ,” in  N eura l  N e tw o rk s ,1 9 9 7 ., In te rn a t io n a l  C onference  on, v o l. 1, J u n e  

1997 , p p .  194 -198 .

[51] H . T a le b i ,  K .  K h o r a s a n i ,  a n d  S. T a fa z o li ,  “A  r e c u r re n t  n e u ra l- n e tw o rk - b a se d  

sen so r a n d  a c tu a to r  f a u l t  d e te c t io n  a n d  is o la t io n  fo r  n o n l in e a r  s y s te m s  w i t h  a p ­

p l ic a t io n  t o  th e  s a te l l i te ’s a t t i t u d e  c o n tr o l s u b s y s te m ,” N eura l  N etw o rks ,  I E E E  
T ransac tions  on, v o l. 20 , n o . 1, p p .  45  -60 , J a n  2009.

120



[52] Z . L i ,  L . M a ,  a n d  K . K h o r a s a n i ,  “A  d y n a m ic  n e u r a l  n e tw o rk - b a s e d  r e a c t io n  

w h e e l f a u l t  d ia g n o s is  fo r  s a te ll i te s ,” i n  N eu ra l  N e tw o rks ,  2006. I J C N N  ’06. I n ­
te rn a t io n a l  J o in t  C on ference  on, 0-0 2006 , p p .  3714  - 3721 .

[53] L . L i ,  L . M a ,  a n d  K .  K h o r a s a n i ,  “A  d y n a m ic  re c u r re n t  n e u r a l  n e tw o r k  f a u l t  

d ia g n o s is  a n d  is o la t io n  a r c h ite c tu r e  fo r  s a te l l i t e ’s a c t u a t o r / t h r u s t e r  f a i lu r e s ,” in  

A d va n ces  in  N eu ra l  N e tw o r k s , ser. L e c tu r e  N o te s  in  C o m p u t e r  S c ie n c e , J .  W a n g ,  

X .- F . L ia o ,  a n d  Z . Y i ,  E d s . S p r in g e r  B e r l in  /  H e id e lb e r g , 2005 , v o l. 3498 , p p .  

981- 981 .

[54] M .  G u p t a ,  “D y n a m ic a l  n e u r a l  u n i t s  w i t h  a p p l ic a t io n s  t o  th e  c o n tr o l  o f  u n k n o w n  

n o n l in e a r  s y s te m s ,” jo u r n a l  o f  in te l l igen t  a n d  fu z z y  sy s tem s ,  v o l. 3, n o . 1, p . 73, 

1994.

[55] K .  P . J .  K o r b ic z  a n d  A . O b u c h o w ic z ,  “D y n a m ic  n e u r a l  n e tw o rk s  fo r  p ro ce ss  

m o d e l l in g  in  f a u l t  d e te c t io n  a n d  is o la t io n  s y s te m s ,” In te r n a t io n a l  J o u rn a l  o f  
A p p l ied  M a th e m a t ic s  a nd  C o m p u te r  Sciences , v o l. 9 , n o . 3, p p .  5 1 9- 54 6 , 1999.

[56] A .  Y a z d iz a d e h ,  K .  K h o r a s a n i ,  a n d  R .  P a te l ,  “I d e n t i f i c a t io n  o f  a  tw o - lin k  f le x ib le  

m a n ip u la t o r  u s in g  a d a p t iv e  t im e  d e la y  n e u r a l  n e tw o r k s ,” S y s te m s ,  M a n ,  and  
C ybernetics , P a r t  B : C ybernetics , I E E E  T ra nsa c tio ns  on, v o l. 30 , n o . 1, p p .  165  

- 1 7 2 , F e b r u a r y  2000 .

[57] C . W o h le r  a n d  J .  A n la u f ,  “A n  a d a p t a b le  t im e - d e la y  n e u ra l- n e tw o rk  a lg o r i t h m  

fo r  im a g e  se q u e n c e  a n a ly s is ,” N e u ra l  N e tw o rks ,  I E E E  T ra nsa c tio ns  on, v o l. 10, 

n o . 6, p p .  1531 - 153 6 , N o v e m b e r  1999.

[58] D .- T . L in ,  J .  E . D a y h o f f ,  a n d  P . A .  L ig o m e n id e s ,  “T r a je c to r y  p r o d u c t io n  w i t h  

th e  a d a p t iv e  t im e - d e la y  n e u r a l  n e tw o r k ,” N e u ra l  N e tw o rks ,  v o l. 8, n o . 3, p p .  44 7  

-  461 , 1995.

121



[59] S. S a to h ,  F . Y a k u w a ,  a n d  Y .  D o te ,  “C o m b in a t io n  o f  r a d ia l  b a s is  f u n c t io n  ( r b f )  

a n d  t im e  d e la y e d  n e u r a l  n e tw o rk s  ( t d n n )  fo r  f a u l t  d ia g n o s is  o f  a u t o m o b i le  t r a n s ­

m is s io n  g e a rs  u s in g  g e n e ra l p a r a m e te r  le a r n in g  a n d  a d a p t a t i o n , ” in  S ys te m s ,  
M a n  a n d  C ybernetics ,  2003. I E E E  In te r n a t io n a l  C on ference  o n , v o l. 2, O c to b e r  

2003 , p p .  1457  -  1462 v o l.2 .

[60] S. B a r a i  a n d  P . P a n d e y , “T im e - d e la y  n e u r a l  n e tw o rk s  in  d a m a g e  d e te c t io n  o f  

r a i lw a y  b r id g e s ,” A d va n ces  in  E n g in ee r in g  Software , v o l. 28 , n o . 1, p p .  1 -  10, 

1997.

[61] D .  R a o  a n d  M .  G u p t a ,  “D y n a m ic  n e u r a l  u n i t  a n d  f u n c t io n  a p p r o x im a t io n ,” in  

N e u ra l  N e tw o rks ,  1993., I E E E  In te r n a t io n a l  C on ference  on, 1993 , p p .  743 - 748  

v o l.2 .

[62] J .  M o r ,  “T h e  le v e n b e rg - m a rq u a r d t  a lg o r i t h m :  Im p le m e n t a t io n  a n d  th e o r y ,” 

i n  N u m e r ic a l  A n a ly s i s , ser. L e c tu r e  N o te s  in  M a t h e m a t ic s ,  G .  W a t s o n ,  E d .  

S p r in g e r  B e r l in  /  H e id e lb e r g , 1978 , v o l. 630 , p p .  105-116 .

[63] D .  F . S h a n n o ,  “C o n d i t io n in g  o f  q u a s i- n e w to n  m e th o d s  fo r  f u n c t io n  m in im iz a ­

t i o n , ” M a th e m a t ic s  o f  C o m p u ta t io n ,  v o l. 24 , n o . 111, p p .  p p .  6 4 7- 65 6 , 1970.

[64] R .  M o h a m m a d i ,  E . N a d e r i ,  a n d  K .  K h o r a s a n i ,  “F a u l t  d ia g n o s is  o f  g a s  t u r b in e  

e n g in e s  b y  u s in g  d y n a m ic  n e u r a l  n e tw o r k s ,” Proceedings o f  A S M E  Turbo E xpo  
2010: P o w e r  f o r  Land , Sea  a nd  A i r  G T 20 1 0 ,G la sg ow , UK, 2010 .

[65] h t t p : / / e n .w ik ip e d ia . o r g / w ik i / T u r b o f a n .

[66] W .  V is s e r  a n d  M . B r o o m h e a d ,  “G s p ,  a  g e n e r ic  o b je c t- o r ie n te d  g a s  t u r b in e  s im u ­

l a t io n  e n v ir o n m e n t ,” J o u rn a l  o f  engineer ing  f o r  gas tu rb ines  a nd  power, v o l. 128, 

n o . 4 3987 , p . 13, 2000 .

122

http://en.wikipedia.org/wiki/Turbofan


[67] P. C. Ten-Huei Guo, “Sensor based engine life calculation a probabilistic per­
spective,” 16th  In te r n a t io n a l  S y m p o s iu m  on A irbrea th ing  E n gines ,  vol. 3, no. 3, 
pp. 1141-1146, , 2003.

123


