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ABSTRACT

Vertical Handover Decision Making Using QoS Reputation and GM(1,1) Prediction

David Giazomini

Telecommunication consumers are fueling a demand for mobile devices that are rapidly
increasing in their capability to providewider rangeof services These services in turn

are consuming more bandwidth and require richer quality of service (QoS) in order to
ensure a gooénd user experience when performing activities such as streaming video
content or facilitating voice over IP (VoIP).sAa result, network providers are expanding

and improving their coverage area while technology to establistiri hotspots is
becoming more accessible to every day users. This combination of increase in demand
and accessibility, rcreasipgl eepdctatonstfdr highsgealitys 6 e v
service presesta growing need toseamlesslyoptimize the use of the overlaid
heterogeneous networks in urban areas to maximize thasemdexperience via the use

of a vertical handover mechanism (VHO). Grey systeheoryhas been used in a wide
range of systems including economic, financial, transportation, and military to accurately
forecast time series based on limited information. In thesiswe build on a novel
reputation based VHO decision rating systgnpioposing the use of the grey model first
order one variable, GM(1,1), in the handover decision making progress. The low
complexity of the GM(1,1) model allows for a quick and efficient prediction of the future
reputation score for a given network, pidiig deeper insight into the current state of the
target network. Furthermore, we analyze how this model helps balance the load across

the heterogeneous networks employing its strategy.
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1 Chapter 1: Introduction

The vertical handover mechanismequired to facilitate seamless handovers
heterogeneous networks is a research topic that has seen significant activity since the
advent of the IEEE 802.21Media Independent Handover stardardAlthough this
standard provides a framework for identifying and soliciting new heteenges
networks, and the mechanism for making the actual physical handover, it does not
describe the decision making algorithm that will ultimately trigger the handover to
execute. In this thesis a novel vertical handover mechanism using a reputation based
scoring technique is improved upon bydeaging a wetknown prediction algorithm

called the Grey Model Fir€rder One Variable, also known as GM(1,1)

Before diving into these technical concepts it is important to understand some of
the fundamentaldeas that underlighem such as the concept @nd users being
immersed inubiquitous connectivity andhe existence of overlappinigeterogeneous
networks. After clarifying this,the motivation behind this thesis and its application to
real world scenaos is presented. This then followed by a definition of the problem
that the thesis is addressing and the list of challenges that were faced in tackling this
problem. Subsequentlythe objectives of the research are then stated in addditre
key contributions that were made as a result. Finally, the outline of the remainder of the

thesis is discussed andlaapter summarg provided.

1.1 Ubiquitous Mobility
As technology in both end user handsets and network infrastructure increases, the
abiity for the consumer to be continuously connected is ever increasiigm an

1



i ndi vi duWiiFithetspdt, dontresir 3@WVi-Fi/WIMAX connected devices (mobile
phone, tablet), to their workplacécompany network and mobile degg) and
everywhereinbbewe e n I t6s becoming more rare to
someone or some servich fact, finding a public telephone nowadays is something of a

treasure hunt.

This perception of perpetually having access to the internet and its supporting
telecommunication infrastructure is reinforced by numerous studies such &isc@
Visual Networking Index: Global Mobile Data Traffic Forecast Update, 2PQ165[2].

This endeavonvhich is part of a Cisco project to track and forecast the impact of visual
networking applications on networks around the woplidvides numerous facts about

mobile traffic in the world;lree pertinent findirgin this report are aslfows.

Man vs. Machine

The number of mobile connected devices will outhnumber the human population

by the end of 2012, and by 2016 there will b& rhobile devices per capitd].

Bandwith Intensive Services

In 2011 mobile video traffic exceeded fifty percent of the global mobile traffic,
sitting at fifty-two percent. By 2016, Cisco forecasts that-twb i r ds o f t he

mobile traffic will bevideo[2].

Accessibility



In 2011 the average connection speed increased by approximatelsisixty
percent, where the downstream speed was calculated as 313p@014 an average

consumer mobile connection will haveygeed that surpasses 1 Mijgk

Given these measures, it is evident that society is moving in a direction of
constant and complete connectivityn order to meet this ever growirdgmand, it is
important that network providers and device manufacturers effectively manage the
heterogeneous network resources that are appearing within the environment. In doing so
not only will the customer be satisfied but it will lead to larger adapand acceptance

of the always connected mentality, driving more business.

1.2 Heterogeneous Networks

A mobile user who is streaming a music video on their smart phone while taking
the bus to work Wl most likely leave the coverage area managed by one of its network
providerds basestations and moverdoeshob t he
realize it, theresd a handshake dhoccursand t he user s visdeo st
transferredfrom one basestation to the other, seamlessly. In this scebagause the
networks consisbf the exact same technology, it is considered to be homogeneous. In
the heterogeneous case, the consideration is to move from one type of network
technology © another different one. The main difficulty here is that each technology
behaves based on its own set of rules and languages; as a result, facilitating a common
process across all these disparate technologies is no easy feat. The three main
technologiedeverage in the experiments related to this thesis WiMAX, Wi -Fi, and

UMTS.



1.2.1 Wi-Fi

The IEEE 802.11 family of standards defines the behavior for the wireless local
area network (WLAN) that is commonly referred to asfi The original incarnation of
this standard came about in 1997 and since then numerous amendments have been
layered ontopofit. t s one of the de facto wireless
with a wide range of devices leveraging its technology to connect with the worlth Fro
mobile phones, to printers, to home appliarict®e technology has become so accessible
and affordable that more possibilities of how it can be leveraged in daily life continue to
emerge. The WFi Alliance organization, a global nerofit trade assaation which

promotes WAFi, noted that currently one in ten people in the worldwis€i [3].

The WLAN technology is primarily used in two ways. The first is as a private
secure network wused in indoor | ocations
businesses. The otherisaa®m open and mMmMaae alvaihesgaasiick by
as cafes and restaurants, airports, and hotels to entice customers to do business with them.
In North America, these networks usually consist of an access poatt as a wireless
router, that is constantly broadcasting a signal on a B2 f@&equencyusing Orthogonal
Frequency Division Multiplexing (OBM) [4]. All Wi-Fi equipped devices knowo
listen on this frequency and as a result, when they come into range of an access point,
they can subsequently send and receive data via packets made up of Ethernet frames
using Carrier Sense Multiple Access Control with Collision Avoidance (CDMA/GY)

a result, the service is connectionless and contention based, which often results in mobile
nodes located farther away from the access point being interrupted by mobile nodes

situated closer Typical Wi-Fi enabled devices these scenariosupport tie common



802.11g standardndcan manage data rates of about 54Mbps and a rar@§eoindoors
[4]. The latest version302.11n, promises up to three times the data rate and roughly

double the range.

A third implementation olWi-Fi is in the deployment of this technology across
very largeregionslike densely populated metropolitan areas or large campuses. In these
outdoorcases the range of technology can reach up to 300m but requires higher power
transmitters that operate close to the threshold of what is permissible ircehseli
exempt frequency bandd]. Furthermoreto achieve the widespread coverage a dense
concentration of access poifgsneededn order to ensure that the coverage is ubiquitous
[4]. Regardless of the range limitations,-Wiis so widespread that it is a technology
which must always be considered in VHO scenarios duéhéopracticality of its

application in real life.

1.2.2 WIMAX

The IEEE 802.1&et ofstandard was originally completech 2001. Although it
is technically calleddNireless Metropolitan Area Netwaddkby IEEE, the WIMAX
Forum, a nofprofit industry led consortium wbh promotes the technology
commercializedt asdNorldwide Interoperability for Microwave AcceddViMAX. The
original standard has gone through several amendmeitltsthe latest version being

802.16m2011.

One of the main benefits of the WiMAfR¢chnology is its long range capabilities.
A typical WIMAX basestatioroperating in the 2.3 GHz frequency providesozerage

range of about 1kn]. Another key benefit of the technology is its abilityn@nage



quality of service (QoS). WIMAX has a connectioriented design wbh was
architected to supportumerous types of applications, including those requiring high
levels of QoS such as video streaming and conferencing, and voice o{e€DIMP.

Specificaly, these service levels arg):

1 Unsolicited Grant Service (UGS) Provides amaximum sustained rate, a
maximum latency tolerance, jitter tolerance, and is primarily used for VolP.

1 ReatlTime Polling Service (rtPS) Provides a minimum reserved rate, a
maximum sustained rate, latency tolerance, traffic priority, and is typically used
for streaming audio or video.

1 Extended ReaiTime Polling Service (ErtPS) Provides a minimum reserved
rate, a maximum sustained rate, latency tolerance, jitter tolerance, traffic priority,
and is typically used for VolP.

1 Non-RealTime Polling Service (nrtPS) Provides a minimum reserved rate, a
maximum sustained rate, and traffic priority, and is typically used for file transfer
protocol (FTP) traffic.

1 Best Effort (BE): provides a maximum sustained rate, traffic priority, and is

typically used for all othetraffic such as data transfer, web browsing, etc.

As a result of these benefitd/iIMAX is used in several ways. One use of the
technology is to provide a cheaper backhaul technology for 2G, 3G, and 4G networks in
both developing countries and developedntries. Furthermore, the technology is used
to provide lasimile broadband access to sparsely populated regions and internet access to
large metropolitan areagnd can support peak rates of 63Mbps in the dowrdind

28Mbps in the uplink5].



Generally speaking, the number of WiMAX implementations globally is more
numerous inAfrica, CALA (Caribbean and Latin America Region) and ABgcific
with some lessepresence in Europe, North America, and the Middle East, and the most
popular frequencies of use are 3.5GHz and 2.5@HzAlthough there is some craess
over between the use of WIMAX vs. Wi in the same of metroptdin coverage, these
two technologies can be seen as complimentary, with WiMAX providing wide access to

numerous WAFi implementations.

1.2.3 UMTS

In contrast to WiFi and WIMAX, the Universal Mobile Telecommunications
System (UMTS) is ¢hird generation3G) cellular mobile technology that was developed
by the 3GPP (8 Generation Partnership Project) and was based on the Global System for
Mobile communications (GSM) standard. In fact, UMTS is one of the systems proposed
under the International Telecommunicatt Un i o n 6 s2000 IStandgrdand ak
the fruit of European and Japanese tearifie other main competitor to the UMTS

implementation is the Nth American CDMA2000 systelf].

As UMTS is a full blown cellular mobile system, it consists of several key
components, namely thmobile nodes (MN), the UMTS basestatior8Sg, the UMTS
Terrestrial Radio Access Network (UTRAN), and the core network (CN). MNs
communicate with the BSs by using/ideband Code Division Multiple Access
(WCDMA) over the UTRAN. The UTRAN itself consists of multiple Radio Network
Subsystems (RNSs) which furn are made up of one or more Radio Network Controllers

(RNCs); the RNC controls orer more BS. Finally, the CN connects the RNSs together

[7].



Similarly to WIMAX, UMTS facilitates QoS management and supports four

distinct classes of servi¢é]:

1 Conversational class The purpose of this class is mainly to service voice
services such as VoIP. The typical delays in this service are targetedrtulze
100ms or less; larger delays would result in pooreset experiences.

1 Streaming class Typical usage of this class is for audio and video streaming
where delays of larger than 100ms are acceptable due to buffering on the end
user 6s s i abtethough, then bit eroonrate (BER) is typically lower in
streaming than in conversational singgers are usually more sensitive the
noise in music signalgs. voice conversations.

1 Interactive class This class is typically used for natelay sensitig request /
response applications, the most common being web browsing. In this class there
still are upper limits on the tolerance of delay but it is usually on the order of
seconds and not ms (e.g. how long it takes a web page to load).

1 Background class: This class of service covers all applications where there is no
delay sensitivity. Common examples include email and short message text

(SMS).

The vast majority of UMTS implementations use the 1.9@&#+2.025GHz and
2.11GHz to 2.2GHz frequency rangebhe frequency ranges are split among two types
of channels: common channels and dedicated channels. Common channels are used for
control purposes and thus consume a small amount of bandwidth, while the dedicated

channels are used mainly to send the actual data on the uplink and downlink. The



maximum bit rate of the system is roughly 2Mbps and depends on the speed of the

mobile usef7].

In general, UMTS is a relevant cellular mobile system to be comrsiderthe
analysis of this thesis as it represents a substantial user base around the global.
Furthermore, the overlay of UMTS with WIMAX and Wi is not only technically
feasible but highly likely, as all three technology types are becoming more geadil

accessible to the general public.

1.3 Motivation and Application

The IEEE 802.2IMedia Independent Handovers standard has been around for
several years now and presents a very interesting framework to facilitate the handover
between heterogeneous networks. With the continued increase in accessibility and
decrease in cost to numeroypds of network technologies, the question of how to
leverage all the available network resources in urban environments is becoming a more
relevant issue every day. As a result, one key area of exploration in the 802.21 standard
is the actual decision mig process itself; this section of the framework was left un
specified in order to let the industries which opt to utilize the frameder&rminehow
best to make the decision within their environment. As one looks into the topic though,
the question ofhow to make the best decision is not so straightforward or simple.
Considerations must be given to the complexity of the calculations that need to be made
on the network or mobile node sides, the duration of the decision making process, and the

effect ofimplementing the algorithm on the ecosystem of networks.



1.4 Problem Statement

There are a growing number of telecommunication consumers within large
metropolitan environments which have access to one or more mobile devices (e.g.
smartphones, tabletandlaptops) which can interface with numerous types of networks,
such as 3G, WFi, and WIMAX. In addition, theapplicationsoffered by the mobile
devices that are used by these consumers can often consumehddtas latency

sensitive.

Furthermore, givenhe ease of access to mobile content, consumers are actively
utilizing these applications while travelling within their environment. The large cities in
turn, are home to an abundant source offihiotspots and ubiquitous 3G coverage, and
in some cases WIAX coverage. As a result, the mobile device user is routinely
entering zones of heterogeneous network overlap. Typical cases arethesioliowing

examples:

- A student streaming a music video while walking to class in the morning, and
then stoppingt a café for breakfast which hosts a freeRiMiotspot.

- A professionakalking with a friend via Voice Over IP on his/her mobile phone
while taking the bus home from work, and crossing through one or more free Wi
Fi hotspot or a free WIMAX coverage are

- A teenager streaming a movie on their tablet while travelling with a parent in the

car and crossing a large free WiMAX coverage area

When faced with this overlapping network situation, the mobile device should be

smart enough to determine which of theaitable networks will offer the end user the

10



best quality of servicesubsequentlynake the decision, anthen seamlessly handover

without the end user realizing that a change in network has taken place.

Given this, he purpose of this thesis is to provae improved vertical handover
decision making algorithnthat will increase the quality of the decision being made by
the mobile node in choosing the best network for the end user in terms of overall quality
of service experiencedAs a result, while the user is travelling through numerous areas
of heterogeneous network overlap, there shoypitally be an increased QoS observed

by the user during his/her trip in using the proposed algorithm.

1.5 List of Challenges

Enhancing the novekputation based VHO algthm presented by M. Zek[B]
and demonstrating that the technique was effective nigt foom the perception of a
single mobile user but from the overall network load perspective itself was a task that

presented numerous challenges.
Algorithm Complexity and Delay

One of the key aspects of the VHO decision making algorithm is the amount of
time required to make the decision. A process which is too complex will result in a delay
which wi | i mpact t he end useprintag/traffix per i er
leveraged in the experimentsvolves video streaming to model the typical scenario of
people watching videos on their mobile devices while commuting, the question of delay
is especially sensitive as it is readily noticeable in the application being usededsdta
any complexity required by the algorithm should be resolved if possible outside the

decision making process itself.
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Balancing the Network

The main focus of the thesis is how to leverage an optimized VHO decision
making algorithm to facilitate thdoad balance of the network ecosystem while
maintaining good QoS. In order to accomplish this, it is necessary to identify how the
balancing of the network can be tested. In this way, a correlation must be done between
the number of handovers that ocauthe network and the perceived performance of the

various networks with the ecosystem.
Network Simulation

Demonstrating that the proposed solution for the problem statement is correct
requires the use of a network simulation tool. This aspect of thes theved to be one
of the most challenging aspects due to the use of several modules created by other third
parties, which were only compatible with an older version of the network simulation tool
that was used, N3. As a result, not only was thereaak of extending the open network
simulation tool, but also in making the necessary modifications to ensure all the modules

combined worked as expected.

1.6 Contributions of the Proposed Research

The majority of the work carried oirt the literature surveyeagardingthe VHO
algorithm design focuses on the delay resulting from the process in addition to how it
performs against other known methods. In this thesis, through building on an interesting
approach, the impact against the network ecosystem is analyzed, mpgo=idiewer

dimension of analysis in this space. Since the overall network performance is of great

12



concern to both the network providers and the end users of the network, this analysis is of

value to a wide range of stakeholders.

In addition to analyzinghe network environment, the proposed solution also
leverages a weknown and used predictive algorithm, GM(1,1), a method that has not
been seen in this space based on the articles surveyed at the time this thesis was written.
This suggestion may openetliloor for other approaches to leverage predictive measures

in their algorithms.

1.7 Thesis Outline

The remainder of the thesis is divided up ifike main sections. The first section
reviews the literature work that has been carried out in regards toavésdindovers, and
focuses on the most popular approaches that have been covered recently. This is
followed by a review of the two main theories used to build the proposed solution,
namely the reputation scebased model that facilitates quick decisiary] the GM(1,1)
algorithm that provides the predictive behavior for time varying discrete sequences.
Subsequently, the actual proposed solution is presented, discussing how the building
blocks are gelled together and tleasoning behindther minor modications made to
form the overall solution. After this, the network simulatiorpiesentedwith details
provided on theNS-2 simulatoritself and its background, along with the outline of the
network topology and configurationssed in thet h e s i dnfentse xOma this is
completed, the actual simulation performance tesrke discussed from the view point of
one node anthenmany. In the first case, the behaviorao$ingle node leveraging the
proposed model vs. the original reputation madedralyzed In the latterthe network

as a whole is analyzed with each network tyggaewedin conjunction with the mobile

13



nodes using the proposed and original decision making algorithms at various speeds.

Finally, the overall findings and deductions drgcussed in the conclusion.

1.8 Summary

In synopsis, the concept of numerous heterogeneous networks existing in an
overlaid fashion within large metropolitan environments is becoming more and more
common place across the world. With the advancement of tegynand the increasing
availability of cheap services and powerful devices capable of providing a wide range of
applications, the problem of how to optimize this growing network ecosystdastis
becomingrelevant. In this thesis, a novel reputation based vertical handover decision
system is enhanced via the use of a prediction algorithm and the impact of this enhanced
solution is measured against an individual mobile node and the ecosystem of networks,
which consst of overlaid UMTS, WIMAX, and WFi coverages. The open source

discrete event network simulator NSs used to carry out the experiments.
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2 Chapter 2: Literature Survey

2.1 |IEEE 802.21 Standard

The purpose of the 802.21 Media Independent Handstaerdardis to improve
the user experience of mobile devices by providing a mechanism to seamlessly handover
between networks, regardless of whether the networks are of the same technolpgy type
regardless of whether the networks are from the 802 standards, amtlesg of whether
the networks are wired or npi]. Due to the large number of technologies in existence
today, and the high probability of the overlay of numerous network types within a dense
urban environment, this standard provides an important tool in optimizing the end user
experience inthe mobile world. Numerous aspects of a vertical handover are covered by

this Standard, as seen below.
Service Continuity

Service continuity implies that the service being consumed by the mobile device
prior to the handover is maintained throughout aftdr the completion of the handover
process, and resulting in minimal data loss. The quality of service may change from one
network to the other due to network conditions and features, but user intervention should

not be needefl].
Quality of Service

The 802.21 standard addresses @S d the handover in two way®ne is in
minimizing the actual delay and data loss resulting from the handover process itself

through make before break handovers. The second aspect is in utilizing the QoS
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information of the networks in the handover procemther through obtaining QoS
information through the specific services in the standard to factor in the decision making
process or in using services from the standard to set performance metric thresholds that

trigger tre handover process to ocgdf.

Network Discovery

In order to make @&andover, the mobile user must be able to identify new
networks or realize that a network is within reach. This is made possible through specific
services within the standard that users of the framework can invoke. Through network

discovery, the mobileode can understand link availability, link quality,.4d].

Network Selection

Once one or more networks have been identified, the 802.21 standard provides the
facility for the mobile node to obtain information about the networks in order to
determine whether or not to make a handover anchtmw The standard does not define
the handover policy itself, but makes available services to collect the necessary info in

order to do so and to ultimately make tphysical handover as wéll].

Power Management

One key benefit of the standard is that it does not require the mobile ntle to
on a specific network technology interface in order to discover the associated network.
As a result, the mobile node saves power by limiting the amount of time it needs to have

multiple interfaces up in o&t to maintain a connectigt].
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2.1.1 802.21 Structure

In order to facilitate the vertad handover, the Media Independent Handover
(MIH) standard is built using the following key elements: the MIH Function (MIHF) and

the MIH users. Their interaction is depicted in Figaude

(Local Entity Remote Entity
MIH Use.rts MIH Users
(Layer 3 or higher mobility protacol)
Information MIH MIH MIH
Service Events Commands Indication
l | l Remote |
< MIH Event. y
MIHF MIHF
) == Remote =
T T | MIH Command
Information Link Link Link Link
Service Events Commands Events Commands
Layer 2 and Below Layer 2 and Below

Figure 2.1: IEEE 802.21 structure

MIHF

As can be seen frofgure 2.1, the MIHF sits in between the MIH users, which
are at the network layer 3 and above, and the network layénh& purpose of the MIHF
is to provide abstract services to the MIH ughreugh ageneric service access point
that is media independent, and to also retrieve information from the layer 2 technologies
through service access points that are implemented for speniédiatypes[9]. The
MIHF can also support communication of events and commands with remote MIHFs
and equipment that is implemented to leverage this technology should betibtampith

legacy equipmertl].
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MIH User

Where the MIHF is the provider of abstract services, the MIH user is the
consumer of these services, typically represented by the mobile device or mobility
management application that would leverage the services to enable the handovers to
occur. MIH usergan subscribe to specific services to be notified about critical events
that could result in them triggering the handover process, or they can use services to
perform actions like initiating the handover process, collecting information about certain

links, or even setting thresholds for connections to facilitate [QpS

2.1.2 802.21 Services

There are three types of service that are offered and managed by the MIHF and
which are consumed by the MIH users: the event service, command service, and

information service.

Event Service

The purpose of the Media Independent Event Service (MIES) is to provide a
mechanism for reporting on changes that occur at the link Isweh as the status of a
given link (e.g. Link Up) or the quality of the links performancde.g.
Link_Parameters_Report)The events caalsoprovide some advance notice of changes
occurring, e.g. Link_Going _Up or Link_Going_Down In general the events @

considered as discrete and can be splittwtocategoriesLink Events and MIH Events.

Link Events originate in the link layer (e.g. in the WiIMAX link) and propagate to

the MIHF. From there, the Link Event can continue propagating as is, or with some
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additional processing by the MIHF, to the MIH users that have subscribed to that
particular type of event. MIH Event:n the other hand are events that arise from the
MIHF or are link events that the MIHF chose to forward to the MIH ugemn. event
beingcommunicated from one MIHF to another MIHF is considered as a remote event.
As a result, all the Link Events are considered to be local since they only go from the link

layer to the MIHF or the local MIH users.

Command Service

The Media Independent Comand Service (MICS) provides a facility for the
MIH user to perform several kinds of actions. Firstly, this service can be used by the
MIH user to requedink parameters for specific linkg.g. what is the throughput, delay,
etc). Secondly, the services used by the same audience to configure thresholds on
specific links in order to facilitate handovers and maintain QoS. It is worth noting that as
a result of these first two types of servicesyrespondingevens will typically be
triggered in respae (e.g. a threshold being breached on the configumk). A third
type of command ithe set surrounding the actual handover process, e.g. querying for the
network (MIH_MN_HO_Candidate_Query) or committing to handover to that network

(MIH_MN_HO_Commit)[1].

Similarly to theevent serviceCommands can be either local or remote. Local
events originate from the MIH wuser and
MIHF. Remote events are sent by the MIH user to the local MIHF who then forwards

this request to the peer MIHF. The MIH commda received by the MIHF are typically
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converted into link commands and sent to the link layer to carry out the original request

in the MIH command1].

Information Service

The purpose of thenedia independenhformation servicgMIIS) is to build a
global view of the heterogeneous ecosystem so that the MIH user or MIHF can leverage
the collected information to help optimize the handover decision prodggscally the
information captured by this service is static network information, such athevhe
security or QoS is supported by the network, or availability of networks in the
geographical vicinity. The latter can help facilitate a vertical handover situation by
indicating to the mobile node an appropriate place to move towards intordigger the

handovel1].

2.1.3 802.21 Process

Given the three sets of services, the typssmjuence of service instantiations in a
mobile node initiated vertical handover process can be seen in Rigydd]. In step 1,
the mobile node requests network related information from the Md$hei MIHF. The
request is received by the MIIS and a response is generated with the appropriate
information and sent to the MIHF, who then forwards the response to the MIH user in
messages 2 through 4. From the message the mobile node, which isycuesdithg in
a UMTS network, understands that a WiMAX network is currently in the vicinity. As a
result, it turns on its WiMAX interface to determine when it has reached the coverage
point. Once detected, the interface sends a link detect event tolittte Who in turn

notifies the MIH user in message 6. Based on this, the MIH user requests up to date
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information from the target network via the current network point of service, such as
what the available QoS support is and resource availability. Bas#dsoresponse, the
mobile node determines that it wishes to make a handover to the target network, as
indicated in mesge 12. Once the network lay2rconnection is made to the new
net work, the mobile nodeds corr ercgnplateli ng
message to the MIHF in message 14 which is then forwarded to the MIH user. At this
point the higher layer handovers can complete their process; the MIH user signals this

completion in message 16, and the new network confirms it in messatigsudgh 20.

Current Network Target Network
MHN MN's UMTS WikAX Kitarriation
MIH MIHF 802.16 Point af Point af
= = Sarver
User Interface Service Service

1. MIH_Get_Informatign.request

2. MIH_Get_Informatiop Request

3. MIH_Get_Informatiop Respanse

4, MIH_Get_Informatioin.confirm
*

WiMAX interface is turned on
and listens for Beacon

- 5. Link_Detected indicafion

6. MIH_Link_Detected fndication
<

-
7. MIH_Candidate_Quefry.request

> 8. MIH_Candidate_Query|Request

9. Resource query carried out
by current network against
target

10. MIH_Candidate Query Response

11. MIH_Candidate_Query.confirm

d

Handover decision is made
based on decision policy

12. MIH_Switch.reques|

Network layer 2
connection made

13. Link_Up.indication [«

- 14. Link_Handover_Complete.indication
15. MIH_Switch.confin

-

MIP Registration and binding update complete; the first packet from the new network received

16. MIH_HO_Complete|request

» 17. MIH_HO_Complete Request

h 4

18. Handover finalized

19. MIH_HO_Complete Response

20. MIH_HO_Complete|confirm

3

Figure 2.2: IEEE 802.21 handover protocol sequence
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2.2 Vertical Handover Decision Models

The proposed model presented in this thesis leverages a decision model based on
a reputation scheme employedthe heterogeneous networks, but in the research area of
vertical handovers there are numerous types of models that are being employed and
suggested. In this section the main algorithms are presented, and their strengths and

weaknesses are discussed.

2.2.1 Network Condition BasedDecisions

In order to minimize the delaycurred by the vertical handover process it is
important to design an algorithm or decision policy that is as simple as possible. In this
light, numerous studies into the VHO question have leveragedle measurements of
the network condition to design a decisialgorithm. A typical example of this is
through using thereceiversignal strength (RSSdf the mobile nodeto affect the
handover. The assumption here is that the stronger the receiver signal, the closer the
mobile node is to the access point of teéwork, and the higher the chance is that it will
receive a better quality of service. [Il], the authors investigate the RSS technique and
determinethat although it provides straightforward basis for making a handover
decision, itis not the most fficient method since it resgin higher power consumption
due to the nakto keep multiple interfaces of the mobile node on in order to sense the
RSS in the current and target networksis commomlace to find studies in the VHO
space measuring the performance of a proposed VHO model against the RSS approach to

gauge succes
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An alternative to the RSS approach is the us&hefSignal to Interference and
Noise Ratio(SINR), which is a function of the signal the mobile node experietassed
on its locationin relation to the network access poiahd the associated interence in
the network. In[12] this approachs taken and compared against the standard RSS
technique under various data rates applied to the network. Theisethdt the SINR
providesa higher overall throughputxperienced by the mobile device at all the data

rates, and that this inreasas more predominant at higher data rates.

A third method of utilizing the network condition as critenamaking the VHD
decision, ighroughthe use of the available data rates in the netwakslocumented in
[13]. In the aforementionegbaper, the proposed modisl implemented through the
mobile node leveraginthe available MIH MICS and MIES services to obtain the current
and target network data rates. Based on this information, the mobile numkesahe
network with the highest available data rate. In order to measure the benefits of this
algorithm, the atlhors compare the proped model against the RSS model, and the result
is that the data rate methptbvideshigher data rates for the mobile node whetakes

theRSS into account.

Ultimately, although the techniques based on the network condition pravid
simple mechanism for making the decisithiat incur low delaythey typically do not
provide the best overall throughput and QoS for the mobile devicea result, if the
mobile node is leveraging services or applicaithrat have high Qofequirements, this

technique is not best suited to facilitate the handovers.
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2.2.2 Multiple Attribute Decisions

The Multiple Attribute Decision Making (MADM) model attempts to optimize

the decision making process through the use of several inputs that aafiytypased on

the network condition and performande.[14] the authors use two MADAM algorithms

to attackthe VHO problem, namely an Analytic Hierarchical Process (AHP) to assign
weightsagainst thalternative networks relation to thecurrentnetwork[14], and then

use Technique for Order Preference by Similarity tédeal Solution (TOPSIS) in order

to select the best optig4]. The criteria used in this approach are the network types and
several network performance metrics such as cost per byte, total déndaliotted
bandwidth, utilization, delay, jitter, and packet lo§he model ishencompared against
standard implementations of MADM, which only use TOPSIS or Distance to the Ideal

Alternative (DIA)[14], to identify the improvement gained through the psa.

The aubors in[15] also leverage MADM, usingHP for the weight assignment
of specific traffic parameterand Simple Additive Weighing (SAW) and Multiplicative
Exponent Weighting (MEW}o calculate thescore which represents the overall QoS
offered by the network.Through comparison with the basic RSS approach, it is shown
that the MADM model performs better through lower packet dropping rates and smaller

handover times.

In general, the MADM model isegn as a higher complexity moded compared
to the network condition approach. Although it provides more QoS awareness in the
decision making algorithm through the use of network performance metrics, it typically
results in higher handover delays due ttee complexity of thedecision making
computatiof15].
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2.2.3 Atrtificial Intelligence Decisions

The most popular implementations of vertical handover decision algorithms using
artificial intelligence (Al) arghrough the use of fuzzy logic or neural networks.order
to utilize these methods effectively, they are typically paired with other existing VHO
decision mechanisma order to build more intelligence around using the knowledge of
the system in conjution with the calculated or obtained information from the VHO

algorithms.

In [16], the authors use fuzzy logic in association with a TOPSIS MADM model.
In order to make a decision which optimizes the QoS experienced by the user, the
TOPSIS model usesresource availability, RSS, mobile node speed, network type,
network link business cost, and security as criteria in the analySgce these
performance metrics vary significantly across network types and even within
homogeneous types, multiplaizizy logic controls are applied in order to better
rationalize the gathered information. The success of the proposed scheme is assessed
based on its performance against several other methods including the RSS approach,
where it was shown that the fuzzylo based approach results in fewer handovers, lower
handover failure rateand a higher percentage of users which are assigned their preferred

network or lower cost networks.

Alternatively to the fuzzy log approach, the authors [ifi7] propose a deviation
to the Hopfield Neural Networks (HNN) mechanism in order to optimize the VHO
decision, since the original HNN method is considered to be a powerful optimization tool
for complex problems. Ithis model, numerous network performance metrics such as

application bit rate, application delay, application type, current/target network capacity,
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current/target network delay, mobile node spdethdover imminent triggegnd SINR

of the point of attachmenink are assessed and mapped to five key calculated metrics
that are used in the actual HNN decision process. The five metrics are rate, delay,
application type, velocity, and handovarminent, where the latter is derived based on
the severe deterioran of the network performanceWhen the proposed model is
compared against the typical RSS model, it is clear that therienprevements in the

five metrics being evaluated.

Similarly to the MADM maodel, there are significant benefits in using this model
to choose the network with the best QoS available, but the cost is typically in higher
delays in the actual handover process. The fuzzy logic and neural network algorithms are
usually considered as highly complex calculagioresulting in this delajl5]. As such,
if the mobile node is using delay and jitter sensitive applications there is some risk

involved in leveraging this mechanism.

2.3 Summary

A key driver of the vertical handover problem space is the advent of the 802.21
media independent handover standard. Through the definition and adoption of a generic
multi-technology handoveprotocol, it is more likely thamobile devices and network
opeators will support this seamless transition of service between distinct network
technologies. Although the standard provides a framework for discovering and
identifying networks, and a protocol to facilitate the actual handover, it does not provide
any nsight into how best to implement a decision policy algorithm either in the mobile
node or in the network itself. As a result, numerous methods and studies have been

carried out to fill in this gap, with the most popular mechanisms including the use of
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network conditions such as mobile node RSS and SINR, MADM algorithms leveraging
theories such as AHP, TOPSIS, SAW, and MEW, and finallypAded calculations

utilizing concepts such as fuzzy logic and neural networks.

The majority of the findings have fourildat within the three, the simplest is the
network condition based methodielding low delays but not realizing strong
understanding of the QoS offered by the available network set. The MADM and Al
approaches on the other hand, offer significantlynogeéd methods of choosing the
network with the best offered services, but resultyielding typically larger handover
delays due to theomplexity of the algorithmg15]. As a result, there is still much

research activity in this space to identify the best well rounded mechanism.
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3 Chapter 3: Building Blocks

The proposed vertical handover decision algorithm presented in this thesis is built
using two keycomponents. The reputatiormodel originally proposed ifi8] forms the
basis of the proposed model and provides a framework for enabling\¢d@kdecisions
within the heterogeneous ecosystem. Secondly, the mathaimaiiclel devised by
Deng, in[18], provides a mechanism for making predictions based on a limited set of
previous sequential data inputs. These two building blocks are fuxib@naed upon in

this section.

3.1 Reputation Model

Facilitating a quick vertical handover decision algorithm is of the utmost
importance when implementing the 802.21 media independent handover standard,
especially when the user is consuming delay sensitive information. In order for the
handover process tee seamless, the user must not be aware of the events happening in
the backgroundln light of this, one solution to resolving the problem of delay is making
the actual decisiosimple. M. Zekri et al, i8], achieved this by offloading much of the
decision making complexity into the time period outside of the decision making process
itself, through the use of a wel scheme employing agents residing in the network and on

the individual mobile nodes.

3.1.1 Reputation Model Structure

The essential premise of the reputation model is to leverage special agents whose
role is to comput@and aggregatascore which provides a numerical representation of the

quality of service currently offered by a specific network at a given point in time. As a
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result, when a mobile node discovers a new network, it simply needs to obtain the latest
representative scoref t he net wor k, compare it to 11t:¢
acceptable threshold, and then make the decision. To this end, there are two specific
types of agents which provide distinct services within this reputation framework: the

mobile reputatioragent and the network reputation agent.

Mobile Reputation Agent

A mobile nodewhich leverage the 802.21 media independent handover standard
must bephysically capable of supporting multiple types of network technologies. As a
result, such a mobile nodeillwhave an interface to ehcof the networks it supports.
Similarly, to implement the reputation model, a mobile node reputation agent should exist

on each of the mobile nodebds interfaces.

The purpose of thessgens is to thencollect realtime perfomance metricsipon
entering and leavinghe respectivenetwork in order to calculate sample reputation
scores.The reputation score is then converted intbimary trust systenwhere the
network is evaluated as either good or bad. More specifically\ Ibe the set of
available networks, anil, the set of mobile nodes that are currently connected to
networkn, wheren ¥ N. The sample scoi is then calculated by each mobile node in
the networkr(m, n), wherer ¥ Randm~ M,. When the mobile nodenters or leavea
specific network, only the reputation agent responsible for this newatidcts statistics
and computeshe score, while the other reputation agents are dormant waiting for their

network to be accessed.
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In addition,when the mobile nie reaches the coverage area of a new network,
the mobile reputation agent responsible for leévork technology types leveraged to
communicate with th&argetnetwork residing agerio obtain the advertised score. Once
obtained, thanobile node has the necessary informatomakea decision regarding

whether or not to handover to the new network.
Network Reputation Agent

Each distinct network within the network ecosystem leveraging the reputation
model requires one network residirgputation agent. The role of this agent is-folol
T one is tocontinuously collect all the reatime binary convertedsample scores
calculated by the mobile residing reputation agents currently utilizing the network and
subsequentlyorm the running eputation score of the netwoirR, = {r(m;, n)im ¥ Mu}.
Since it is a binary reputation system, the sample score perceived as good is represented
by r'(m, n) = 1, andr (m, n) =-1 when it is considered badThis aggregated score
synthesizes what the overall quality of service offered by the network is at the time of

calculation.

The second purpose of the netwedsiding reputation agemt to then provide
this aggregate score upon request to any mobildimgsreputationagent requesting it.
As a resul t, the network agent advertises

mobile nodes entering within its vicinity.

3.1.2 Calculating the Score

The principle question that comes to mind when analyzing thigagpn system

is how does one determine whether the score is good or Bdd?execution of this
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decision within[8] is carried out by the mobile nodeputation agentvhen the MN
initially enters and leaves the networlds a result, although determining the answer to
this question may be complicated, it is complatatside of the decision making process

itself anddoes add delay to the handover process

In order tofacilitate this choicethe calculated score&, must be compared
against a threshold scor®;,, which is used as a basis of comparisbne actual and
threshold scores themselves are built using kbg performance metrics used to
guantitatively measure the quality of service levels of a network, specifitétlgrror
rate (ber), delay (del), jitter (jit), and bandwidth (bw). Depending on the class of service
(CoS)in question, th&)y, is calculated accordingly, since the minimum requirements of
each CoS vary greatly and put importance on different metrics within theAsssuch,
since theQy, is representative of a CoS and does not change, its value can be calculated

once beforehand

In building the score, a specific weight is assigneccdach QoSperformance
metric depending on thapplicable CoSin questionthrough the use othe AHP.
Specifically, @ch QoSmetricis correlated to a goal of a CoS; subsequently, through the
use @& 9 different importance levels, the goals are prioritized in relation to each other
within a CoS. Assumgj is the prioritization of Goai, G;, in comparison to Goal G;,

where{i, j} N {ber, del, jit, bw} then, as seen [8]:

1 pj =1 when the two goals are equal in priority
1 pj = 3 whenG; is weakly more important tha®

1 pj =5 whenG; is strongly more important tha®
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1 pj =7 whenG; is very strongly more important th&h

1 pij =9 whenG; is absolutely more important th&;

Based on the above comparisons, the AHP matrix is established and normalized,

as can be seen generically acrasgCoS in Table3.1.

Table 3.1: Normalized AHP matrix generalized for a class of servicgs]

CoS BER Delay Jitter BW
BER 1 P12 P13 P14
Delay 1/p12 1 P23 P24
Jitter 1/p13 1/p23 1 P34
BW 1/p14 1/p24 1/p34 1

The normalized valuesy;, arethen used in[8] to calculate the weightyV,

associated to a QoS parameter in a given CoS as:
Fo (3.1)

Once the weights have been defined, the additipreglaratory stepequired for
calculation of the scores is to define normalizaf@ctors Xmin Or Xnax for each of the
performance metrics and within each Go®rder to ensure that the inherent value of the
QoS parameter does not drive the scdrhis can be readily seen when considering that
the raw value of jitter is typically in the order of one thousandth whereas bandwidth can
be on the order of one mdh. The normalizing factor will then be applied to the raw
metric, Xaw, based on the interpreted worth or cost of the parameter in order to obtain
Xnorm the normalized value. As discussed [f], if the parameter is valued more the
lower it becomes, as is the case for jitter, delay, and bit error rate, then the normalizing
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equation can be seen b¥.4). Otherwise, if the higher value has more worth, as in the

case of bandwidth, the normalizing equation is describe8.By (

d-

Lo (3.2)
L
w0 T (33)

Now, with both theweights andthe normalizing factors defined for each QoS
performance metridhe Qy, for a given CoSg;, canthenbe calculatedas demonstrated
in [8]) by normalizing the threshold value of the metric and CoS in question and applying

the corresponding weighdssea in (3.4):

IF< IJH|=

(3.4)

Similarly, in [8], the actual sample reputation scd@g(ci), is calculaed by the
mobile nodeupon entering or leaving a given networktire samdashionasthe Q.
The only difference here being that the sample performance metric obtained by the

mobile node is normalized instead of the thresholdeyas can be seen B.5):

(3.5)
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Once the sample reputation score is calculateds compared against the
threshold value obtained i83.4) and ranked asithergood or bad. The ranked score is

then sent to the corresponding network residing afgertggregation.

3.1.3 Aggregating the Score

Once the sample score is received by the otwesiding agent, the agent begins
the aggregation process to determine what the running overall network scoress. It
important to note that i8], the network agent is modeled as processing multiple
received scores within a given interval. Furthermdine, networkresidingagent can
allocate a separate weight for favorable vs. unfavorable scores, w+asseen in 8.6),
in order to give more importance to poor network behavior since this is typically of the

most concerpg].
’v:{:m--} o Bw Ofe s By O (3.6)

In addition to putting emphasis on the negative scores, the network residing agent
also places greater importance on theently received scorean [8] via the use of a
discounting factorp™ [0, 1]. This discount is applied againsetsummed and weighted
new scoren (3.6) and then combined with tloeirrent network score to form the running
aggregate score as seen3div}.

g 2 upur B h <«

%II>< ﬁz>+ll>< gz >V=*=D—l h < (37)

The running aggregate scargq(t) is then provided by the network agent upon

requesfrom other mobile agents, to facilitate handover.
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3.1.4 Reputation VHO Process

The reputation based vertid@andover model proposed 8] focuses mainly on
the scenario where a mobile node is within a given network &d sommunicating in
the network identifies that another distinct network is within reach. In fact, this speaks to
the alternative handover portion of the overall model propoaedeen in Figure.B

where the remaining scenario in the model is peeckasan imperative handover
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Figure 3.1: Vertical handover decision algorithm process flowproposed in[8]

The imperative handover module is provided to account for the situation where
the mobile node exits the coverage area of the current network and is forced to choose
somewhere to handover to in order to maintain the connection. Alternatively, this
scenariccould also be due to the mobile node physically losing connection to the current

network for a variety of reasons, from its own interface malfunctioning to the network
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provider having issues. Either way, when faced with this situation the mobile ndde wil
randomly choose from the list of available known good networks or if none are found,

drop the connection.

3.2 Grey First Order One Variable Prediction

Grey system theory has been widely used across whianiplines of study and
industriesof business for decles and as a result it has been a very active topic of
research with many extensions and enhancements made to the models. Consequently, it
is important to be aware of the various ways the grey system model can be leveraged in
order to best utilize it ithe scenario in question. In this section, tiypecal variations of
the GM model are discussed, and the applications and derivation of the GM(1,1) are
presented in order to provide more context into one of the key building blocks of the

proposed model.

3.2.1 Grey Systems

Grey system theoripased models we first introduced by Deng ifiL8] in 1980,
and have been used for predicting time series functions in a multitude otaeeaince
due to its practicality and efficiency in estimating the behavior of unknostersg with
a small data s¢tl9]. The data set is always based on the most recent values from a time
varying sequence, which are always positive and sampled at a fixed freq&@ncg.the
initial creation of grey systems thgonumerous modifications and extensions have been

made.

GM(n,m) Model
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At the most generic level,@M(n,m)model analyzes an unknown system through
ann™ order differential equatiowith m variables. The most popular implementation of
this model is th&sM(1,1) version, which will be expanded upon in further sections. In
addition to this, there has also been researcdBM(2,1) models as seen [B0] and in

GM(1,N), as seen if21].
GM(1,1)Model

The simplest form of the grey system is the first order one variable
implementation. In this formof the model, the coefficients of the associated differential
eqguations are time varying, which leads to the model behugfieed every time a new
input is received.When the data set used to calculate one predicted value is then shifted
and used in conjunction withe latest value, the model is referred to as GM(1,1) rolling.

In either case, irorder tosmooth outthe incoming random data the model applies an
operabr called the Accumulating Generation Operator, which essentially sums the data

iteratively[19]. This will be covered in greater detail in the derivation section (3.2.4).
The Grey Verhulst Model

The main purpose of the Verhulst model is to predict systems that contain
saturation points, where the response is sinidlan S curve with initial and end growth
regions moving slowly and joined viarapid intermediate sectiof22]. Examples of
applications of this model include population growth estimati@# and prediction of

business operation cash flo\&3].

Grey Residual Error CorrectioModels

37



For long sequences that tend to be more error prone using the GM(1,1) model,
residualerror correction methods have been employed to increase the performance of the
first order one variable system. This has led to numerous implementations of such
systems, as seein [19] through the use of Fourier serigs [24] using a back
propagation neural netwarland in[25 through the use of a model algorithm control

(MAC).

3.2.2 Applications of GM(1,1)

The simplicity of the GM(1,1) model lends itself to being applied in nooeer
ways and scenarios. [A9], the first order one variable modslcompared against the
other typical variations of the GM model in the abilityftmecast foreign exchange rate
behavor. This analysis demonstratdsatin nonsaturation ke conditions the GM(1,1)
tends to perform better than the other variations of the mod@&urthermore, it
demonstratean important use from a business perspedh forecasting key economic
data. The business applications can also be seg@t]inwherethe authos modify the
standard ®1(1,1) model to form a discrete version of it in order to forecast real estate

prices of a given area

From a government perspective, the authorf2ifj usethe model to trdc the
progression of a country meeting gseenhouse gas emission reductc@mmitments.
This enableshe group to demonstrate that the mazdei be utilized by policy makers to
quickly understand the short term results of policies put into effad28], the models

applied to forecast the amouwftrevenue received by tourism.
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Drawing closer parallels to the work done in this thesis, the GM(1,1) model has
also been used in monitoring traffic within a given log@nous network, as seen[#9)
and[30], but this has typically been done through the combination of the GM model with

a neural network.

3.2.3 Derivation of GM(1,1)
The first order one variable implementation of the grey system must have an input
sequence that contains orgysitive values. In order to model thist K© represent a

time series witm values whichs to be analyzed for prediction,

N o ho Bho T hi : (3.8)

This time sequence is then applied to an Accumulation Generation Operation
(AGO) function in order to buildX™ and smoothan the randomness of the original

values. This new sequence can be observéii0) to be constantly growing,

ho MR T AT (39)

B}
o

6 1 A¢ ER Bl 6 i Al hhH. (3.10)

Subsequently, the AGO generated sequence is then used to define a mean

sequence of adjacent daf4), as follows:
H o ho Bhe T hi , (3.11)

5 i -6 i -0 i R RMH. (3.12)
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From DengHp§,itean bekshowmthat the AGO generated sequence can
be modeled by the first order differential equation (also known as the whitening equation)

in

W 1 H (3.13)

wherea and b are referred to as the development coefficient and grey input

respectively. Intuitively, from3.10) one can also deduce that

o 1 o 1 0O 18 (3.14)
As a result, by substitutin@(0), 3.12) and 8.14) into 3.13), one can obtain the

Grey Differential Equation:

o 1 HO 1 "H (3.15)

In order to solve equatio3.(5), one must obtain the solution tawththea andb
parameters. This can be achieved through the use of the Least Square Error Method as

follows:
HiHT  ATA ARR (3.16)
where

n o % B 1 A (3.17)
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Oncela, b] is solved, and knowing that the initial condition{8(0) = xX9(1), the

solution to the first order differential equation is:

o i 0 = HH (3.19)

where >g,(1) is the AGO generated value at the predicted time k+1. As such, in
order to determine thactualpredicted value at k+1, the inverse AGO is applied against

(3.19) in order to obtain

o, i ) LU (3.20)

Additionally, the solution defined by3@0) can be expanded to obtaipradicted

value at time (k + H),
o, 1 & 0 SR E "I (3.21)

3.3 Summary

The proposed vertical handover decision making algonttesentedn this thesis
is composed of two key theories. The novel reputation based scheme propffed in
utilizes a mobile node residing agent which calculates a score upon entry and exit of a
given network technology which quantifies the quality of service offered by the network.

This score is commicated to the network residing agewhich aggregates the score
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and then advertises it upon request to other mobile nodes interested in joining the
network. As a result, the complex calculations needed to compute the score are
performed outside the de@n making process, and the decision itself is left as a simple
comparison. The GM(1,1) algorithm on the other hand is the most popular
implementation othe grey system proposed [it8]. Through the use of only a few
sequential positive datamtsthe algorithm can be used to predict the next future value.

Due to the simplicity of the model, the theory has been used in countless applications.
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4 Chapter 4: Proposed Model

Numerous approaches have been reviewed in the pursuit of facilitating a vertical
handover decision module that results in not only minimal delay during the handover
process but in making a choice that provides the most benefit to the applications currently
in use by the mobile device. Typically, optimizing one of the two areas, such as delay
incurred from the decision process, tends to lead to diminished benefits in the other, i.e.
choice of network based on provided service, and vice versa. In thithgagpproach
proposed i8] is very intereting since it manage® keep the delay resulting from the
decision ajorithm low due to its simplicity, while ensng that the decision factoms
the key QoS metrics to optimize the user experienoeorder to build upon this model
and improve it, the primary goal was to improve the optimization of the choice of

networkwithout impacting the speed in which the decision is made.

4.1 Predicted Network Reputation

One key aspect of threputation model proposed [i§] is that the authors assume
t hat the reputation agent residing on the
calculated sample scoreas displayed in Figure® will receive multiplesample scores
within a giventime frame. Furthermore, the actual sample score that is calculated by the
reputation agent residing in each mobile node upon entry into and exit from the network,

is converted to a binary score-dfor 1.
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Figure 4.1: Interactions between the network (red) and mobile node (blue) residing reputation agents

As a result, instead of aggregating a score that is rich in QoS information, the
network reputation agent is aggregating an amountiwtdally represents the amount of
mobile nodes experiencing a better than threshold sefrépeesented by (m,n) in
comparison to mobile users who are observing a below threshold expdrapresented

by x f(m,n), as see in equation3.§) and @.7).

This in itself does indicate some degree of quality of service information, since it
infers that if the number is more positive, there are more nodes experiencing better than
threshold service. But what this does not indicate is how good the sesvice
Specifically, one could argue that based on this theory if a large number of nodes are
experiencing slightly higher than threshold QoS in a given network A, and a small
amount of nodes are below the threshold in their observed service, then netwou#dA

be rated higher than a separate network B where a much lower number of nodes were
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experiencing an incredibly high QoS and none were experiencing under threshold

service.

As a mobile usestreaming delay and jitter sensitive data, in order to aptirthe
end user experience, the goal would be to reduce the aforementioned QoS metrics as
much as possible. In this way, the higher the QoS offered by a given network, the more
advantageous it would be seen by the user consuming the time sensitiveaiitiorm
This would imply that the preferred network in the hypothetical situation above would be
network B, as opposed to network A, the latter of which would have been selected by th

original model proposed if8].

4.1.1 Raw Reputation Score

In light of this observation, the first enhancamto the model proposed [i8] is
for the reputation agent residing on the mobile nimdeompute aample score which is
not converted to a binary number. Instead, the raw reputation score isinarated to
the network residing agent for aggregation. The purpose of this is that the raw score
provides a more detailed representation of the service the mobile node received at the
time the sample was calculated. [B], the conversion of this score results in the loss of

useful QoS information.

In addition to this, upon receipt of the sample score, the network residing
reputation agent will then immediately compute the aggregate amount instead of
computing the difference between the number of mobile nodes experiencing good service
vs. those expéncing bad service. The reasoning behind this is that to be consistent it is

preferable that each reported sample score communicated by a mobile nodettadfect
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overall computed network reputation score in the same fashion. By first combining the
scorss i n a given period, one mobile usero6s
have a different impact on the computed network sidiee same score was leveraged

in another interval In this way, instead of combining the received scores within a
interval, the network residing reputation agent in the proposed model queues sample
scores and processes them sequentially irstim first out (FIFO) manner. As a result,

the sample score used as an input to the aggregate calculation can be(4ggnwith

the aggregate computation already define®in)(

vto—t o If J|||= h |IF J||I= |IF< IJII|= ' '

In this proposed model, a preferentimkight can be given to positive and
negative scores as well, in order to put more emphasis on one or the Dieescore is
considered to be positive when it is greater than or egual thresholdQn(c), and

negative when it igess than the same ldmark.

4.1.2 Applying GM(1,1) Prediction

Once the raw score has been run through the aggregation funct®n)jmnstead
of terminating the process and advertising the newly aggregated som@bile nodes
inquiring for access to the network, the proposexdiel takes one step further and utilizes
the calculated aggregate score asimgput into theGM(1,1) prediction model. More
specifically, the network residing agent will store a windowgf sequentially calculated
aggregate scores and use them as saloetheX® time series represented by3(@),

which forms the basis of the GM(1,1) model
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This implies that on the subsequent receipt of a calculated sample score from a
mobile node within the network, the network residing agent will recalculate gnegege
value and shift the persisted sequential aggregate scores to make room for the latest
calculated value. As a result, in the previous cycle, the aggregate score which would
have been assigned t&¢n) will now be shifted to ¥(n-1), and theatest calculated

value will assume the®(n) position.

The result of this is that upon each receipt of a sample score, the network residing
agent will as an end goal compute the predicted next aggregate score value and advertise
this to the incoming male node users. The main benefit obtained from this is that
mobile nodes wishing to obtain access to a given network will have advanced notice of
network deteriorating below the service threshold of what is acceptable. The other
perceived benefit is thapikes in service, either good or bad, should have a smoother
effect on the predicted score since it will require multiple sequential values trending in a
specific direction to significantly impact the overall predicted scéipally, because this
prediction calculation is done outside of the decision making process and within the
network residing reputation agent only, the additional complexity introduced does not

impact the delay incurred by the handover decision.

4.1.3 Polling Enhancement

The third majorchange made to the reptiten based model proposed[i8] is an
adjustment to the polling paradigm. In the originaodel, the mobile node devices
compute a score only upon entry and exit of the network of service. Although mobile
devicesinherently are mobile and can travel into and out of a given coverage area

relatively quickly, there is nothing preventing the n®mode from remaining in the
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network for a reasonable amount of time, an example being a 3G cell phone user stopping
for a coffee at a café and using a video chat service on his mobile phone. In this scenario,
determining the score of the current netkvopon entry and exit leaves a large gap in the
middle where the service masary greatly and where the mobile user m@gsireto

switch back to the 3G network if the optisravailable.

In order to mitigate this issue, and to provide more timely information about the
service any given mobile user is experiencing within the network, the mobile inaties
proposed model calculate a sample score of the given nepeoiddically throughout
the entire time they remain in the network addition to upon entry and exit of the
network The frequency of the sample reputation score calculatiateisrminedbased
on two factors: the primary speeds a mobile user would maintain within an urban

ervironment, and the average coverage zones of typical network technologies.

Since the calculation of the sample score is performed by the mobile node
residing reputation agent outside of the decision making process, the increase in

frequency of score caltation does not impact the delay incurred by the proposed model.

4.2 Proposed Vertical Handover Rocess

Similar to the methodology proposed [8], the proposed model considers the
scenario where the vertical handover either occurs by the express choice of the mobile
node, i.e. thgpassive handoverase, or simply out of need to maintain service continuity,

i.e. theforced handovecase. This overall process is defined in FiguBbelow.
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Figure 4.2: Proposed vertical handover decision algorithm process flow

4.2.1 Passive Handover

In the proposed model, th@imary focus of investigation is within the passive
handover scenario. In this case, the VHO decision is initiated based on the receipt of the
802.21 media independent handover event sehyide Detectecevent. The notification
provided to the mobileaVice via this event is that a new network is within reach. As a
result, the mobile nodkeverages its reputation agent residing on the network interface
corresponding to the target network technology to reach out to the corresponding network

residing aget to obtain the predicted score advertised by the target network.
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Furthermore, the mobile node also uses the reputation agent residing on the current

network interface to obtain the predicted score from the current serving network.

Once the predicted s of the target and current network are obtained, the
mobile device performs a quick comparison to see if the target network advertised score
is both greater than the minimum threshold required for the service employed by the
mobile device, and greatdnan the advertised score offered by the serving network. If
both comparisons are favorable, the mobile device initiates the handover process using
the available services from the MICS. Otherwise, if the predicted score offered by the
target network is ks than or equal to the threshold, or is less than or equal to the current
network predicted score, the mobile device opts to not pursue the handover and remain
in the current network. The reasoning behind not pursuing the handover when the
predictedscoe of the target network is equal t o
that there is no perceived benefit in making the handover. Since the scores are the same,
and there is zero risk incurred by remaining in the current network, it is more sdnsibl

refrain from making any changes.

4.2.2 Forced Handover

As in the passive handover case, the forced handover is initiated by a notification
to the mobile device via the MIES that a linkich the mobile device is currently using
is either going down or hasoge down, via the Link_Going_Down or Link_Down

events.

Once this occurs, the mobile device immediately scans to determine if there is

another network in the vicinity that can be leveraged. If one or more networks exist, the
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mobile device willperform ahandover to the first available network in order to ensure
that some service is maintained. Otherwise, if there are no available networks to initiate
a VHO to, the mobile device will continue to scan until a network is found. In the event
that a mobile dvice makes a handover to a poorly performing network, it will resume the
passive approach and wait until the MIH framework provides a notification that another
network is within range before attempting to handover to a network which offers better

services

4.3 Summary

In synopsis, the key enhancement tabled by the proposed model is to treat the
aggregate scores calculated by the network residing reputation agents as inputs to the
GM(1,1) algorithm, in order to produce a predicted reputation score that can be
advertised toenquiring mobile devices. Furthermore, through leveraging the raw
reputation scor e, a more rich representat:.
network is communicated to the network residing reputation agent, which in turn
produces a predied score that is more reflectiogé a QoS offered.In addition, through
instructing the mobile devices to periodically calculate the reputation score of the
network inaddition to upon entry and exit of the network, the network residing reputation
agent is receiving a more detailed andtoqolate picture of what level of service the
network is offering. This in turn helps ensure that the scores advertised by tharagent
accurate. Finally, the proposed model consitleocsscenarios; @assive handover case,
when a new network is detected through the MIES and the mobile device investigates

whether or not it is worthwhiléo handover to the new networknd a forced hatover
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case, where the mobile node hands over to the first available network based on the

notification from the MIES that the serving network is going down.
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5 Chatpter 5: Simulation Configuration

5.1 NS2 Network Simulator

The performance of the proposed motek been carried out using the open
source discrete event network simulator-&2.29 This popular simulation tool has
been available to the community since 1989, and as a result there Hasen numerous
contibutions made to the code basfethe simulatoover time The functionality of NS
2 is written in C++, while simulation configuration and execution is managed via an
object oriented version of Tctalled OTcl. As a result, there is typically an initial
learning curve when getting started with the tool. riheoto effectively use the simulator
to verify the proposed vertical handover decision module, sewerdfibuted modules

were leveraged, namely the NIST mobility module and the EURANE UMTS module.

5.1.1 NIST Mobility Module

The most important open source adnited code module leveraged in this thesis
was the mobility module provided by the National Institute of Standards and Technology,
NIST [32]. This module implements the 802.21 media independent handover framework,
and provides support for this framework withine 802.11 (Wi-Fi), UMTS, 802.16
(WIMAX), 802.3 (Ethernet), and 802.15.1 (Bluetoothpdules Specifically, the NIST
mobility package defines the MIHF and the MIH user entities, provides the ability for
neighbor discovery, and implements the MICS and MIES at tikeldiyer and the MIH
layer. It should be noted that the MIIS is not implemented in the NIST package, but is

also not leveraged as part of the proposed decision module.
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In order to implement a mulinterface mobile device in N3, the NIST module
proposesan interesting scheme. Since the only way of indicating a mobile interface
within NS-2 is through the instantiation of a node, NIST idegt a virtual node which
links together numerous nodes of different technology types in order to model a multi
interface mobile deviceAs a result, when the o6virtual
new network, it determines if it has an available interface for the technology in order to
facilitate a handover. If it does, and the decision module advises to inigat@nidover,
the virtual device connects to the new network and moves the flow of traffic from the old

interface to the new one.

As a result of this provided module, the main development effort involved is the
extension of the N& simulator to define theetwork reputation scheme, namely mobile
interface residing reputation agents and network residing reputation agents, and the

functions that each of these agents carries out.

5.1.2 EURANE Module

The second open source contributed code that was leveraged anektsreted
by the NIST mobility module, was th&nhanced UMTS Radio Access Network
Extension for N& (EURANE) module that models UMTE3]. Although this readily
provides the ability to implement a 3G network within the network simulation, the
drawback of the module is that the UMTS coverage area is perceived as being ubiquitous,
so it is not possible to simulate the movement of the UMTS interface in respect to an
access point for UMTS. As a result, the UMTS network serves as a starting point for the

mobile nodes prior to navigating to the WiIMAX and-Winetworks.
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5.1.3 MPEG TraffiéGeneration Module

Finally, in order to effectively model the scenario of streaming video or voice, a
video traffic generator based on the Transform Expand Sample (TES) mddeVioig
Pictures Experts Group VAMPEGY trace files was leveragefB4]. This traffic
generator produces traffic that has the same first order and second order statistics as an
original MPEG4 trace. This module was required due to the fact that out of the box, NS
2 comes equipped witbnly 4 kinds of traffic generators: exponentially distributed

traffic, Pareto distributed traffic, constant bit rate traffic, and traffic based on a trace file.

5.2 Network Topology and Simulation Parameters

Once the open source contributed modules have been setup in the simulator, and
the extensions carried out for the reputation model and GM(1,1) prediction model, the
actual simulation itself must be configured in order to test the proposed algorithns In th
section the assumptions thave beenaken are stated, importasimulation parameters

are discussed, and the network topology is reviewed.

5.2.1 Assumptions

In order to successfully implement the proposed model, several assumptions were
made about theimulated environment and how best to realize the proposed model and
original reputation scheme frof8]. These aumptions are stated here along with
supporting discussion of how the assumptions were made. Final numerical values used to
represent some of the information touched upon in the assumptions section is covered in

the Simulation Parametersection.
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5.2.1.1 Polling

In the proposed model, the polling that is carried out by each mobile node occurs
immediately upon entry into the network, then periodically upon a defined interval, and
finally upon exit from the network. On the other hand, in the original reputatiaielmo
the polling carried out by the mobile nodeundertaken only upon entry into and exit
from the network. In order to ensure that the-bme sample upon entry into the
network provides a good representation of the QoS experienced, the originatiogput
schemeis modeled as polling for the network score one second after entering the
network. This delays introduced to offset any noise associated with the initial joining of

the node into the network.

5.2.1.2 Agent Messaging

Within the proposedand originalmodels the mobile node residing reputation
agents and the network residing reputation agents are actively communicating with each
other over the network. In this simulation, it is assumed that the reputation agents have
their own management control clmah over which communication is effected, and this
channel is modeled as lossless, introducing no delay into the equation. The reasoning
behind this is that the focus of the thesis is on the improvement of the selection of the
appropriate network when mented with a handover possibility, not on optimizing the
delay of the handover process. Furthermore, since the proposed enhancements are
performed outside the decision algorithm, it is safe to assume that these enhancements

will not modify the delay aspe of the original model.
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5.2.1.3 Network Reputation Perceived Performance

During the simulation, there are instances typically at the beginning where a given
network does not have any nodes residing in it. In order to define a baseline aggregate or
predicted scee of the network, it is assumed that in general theFiMietwork is
preferred over both WiIMAX and UMTS, and that WiMAX is in general preferred over
UMTS. This assumption drives the default values for the network advertised score, and
is made based ondlassumption that the performance is typically highest and least costly
in the Wi-Fi hotspot, whereas the lowest perceived quality of service is in the 3G

network.

5.2.1.4 Score Comparison

Within the original reputation model, the scores which are calculated are
converted to a binary system 6i[1], and aggregated over an interval. In the proposed
model, the scores are left as raw values and then aggdegpon receipt. As a resliit,
order to make a consistent comparistine original modél saw scores pre-binary
conversion,are obtain and run through the same aggregation calculation initially
proposed. This enables are more straightforward comparison between the two models, as
the scores then become measured on the same order. Furthermore, it is #ssuthed
scores are processed sequentially and that there is no defined interval over which the
network residing agent needs to collect and combine scores. Each received score is
processed upon receiptin the original model, this is processed via aggtegq, and in

the proposed model it is processed via aggregation and then prediction.
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5.2.2 Simulation Parameters

5.2.2.1 Performance Metric Weights
In order to calculate the sampeores in thgproposed algorithm and the original
reputation model, weights need to be defined for the performance metrics used in the

calculation of the score, as seen3rbJ.

In order to facilitate this, & calculations performed {35] are leveraged, wine

the authors define the AHP matrices for 4 classes of services, as seen in thd.table

Table 5.1: AHP matrix for conversational, streaming, interactive, and background CoS

Conversational BER Delay Jitter Bandwidth
BER 1 1/9 1/9 1
Delay 9 1 1 9
Jitter 9 1 1 9
Bandwidth 1 1/9 1/9 1
Streaming BER Delay Jitter Bandwidth
BER 1 1/5 1/9 1/9
Delay 5 1 1/5 1/5
Jitter 9 5 1 1
Bandwidth 9 5 1 1
Interactive BER Delay Jitter Bandwidth
BER 1 5 9 5
Delay 1/5 1 5 1

Jitter 1/9 1/5 1 1/5
Bandwidth 1/5 1 5 1
Background BER Delay Jitter Bandwidth
BER 1 9 9 9
Delay 1/9 1 1 1/5
Jitter 1/9 1 1 1/5
Bandwidth 1/5 5 5 1

As a result of these matrices, the actual weights used in thecstouéations are

defined in[35] and seen in tablg.2, with an associated consistency ration (CR).
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Table 5.2: Weights calculated in[35] for each performance metric, per CoS

Traffic Class BER Delay Jitter Bandwidth CR
Conversational 0.04998 0.45002 0.45002 0.04998 0.000
Streaming 0.03737 0.11380 0.42441 0.42441 0.049
Interactive 0.63593 0.16051 0.04304 0.16051 0.049
Background 0.66932 0.05546 00546 0.21976 0.049

5.2.2.2 Metric Normalization and Threshold Calculation

Based onthe weights defined i35, the score thresholdagainst which
aggregate/predicted scores are compared against can be calculated, giverspeaifibe
performance metric normalization and threshold valuesiefieed. Since the primary
traffic under investigation in this thesis is related to videoconferencing or streaming

music/video data, these metrics are defined for the conversational CoS.

Beginning with the threshold values, in order to assign proper svd@iureeach
performance metric, the applicable minimal value required to maintain an acceptable
level of QoS is utilized.Basedon typical implementationg36], [37], thesevalues are

determinedas follows

1 BER: 60 packets/s
1 Delay 150ms
M1 Jitter: 10ms

1 Bandwidth: 2Mbps

Secondly, the normalization factome determinedin two ways. For the
simulations against a single mobile node, nbemalizationmetricsare determined based

on averagevaluesknown for the given CoS in order to make some distinction between
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the normakation andthreshold values. This ressilin the following normalization

values, and a calculated threshold of 0.026.

1 BER: 1 packefs
1 Delay. Ims
T Jitter: 0.1ms

1 Bandwidth: 5.5Mbps

For the simulations involving 60 nodes, the normalization vadtedetermined
empirically through gradually overloading the ¥l and WiMAX networks separately.
In this fashion, the highly congested network performance metmcebservednd the

normalization weightsre defined as:

1 BER: 0.01 packets/s
1 Delay 10ms
T Jitter: 1ms

1 Bandwidth: 3Mbps

As a result of the above parameters, the threshold szaomilated in the

simulationfor the conversational class of servisalefined to b€.075

5.2.2.3 Network Reputation ScoreDefaults

As indicated in the assumptiqribe three networks modeled in the simulation are,
in the order of preference, VA, WIMAX, and UMTS. In order to distinguish this
distinction in perceived service between the three network types, each are assigned a

default network score as follows:
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1 Wi-Fi: 2
1 WIMAX: 1

1 UMTS: 0.08

Since UMTS is perceived as the lowest favorable network to join, the default
network score is assigned a value slightly above the threshold value of 0.075, i.e. 0.08.

The other two networks are then arbitrarily set to 1 atwdf@cilitate the preference.

5.2.2.4 Score AggregationWeights

In addition to the AHP calculated parameters utilized in the sample score
calculation, there are two additional weights that are leveraged by the network residing
reputation agent when performing thggregation, as seen i8.§) throughw" andw/,

and in @.7) througho.

In order to assign higher importance to the betbreshold observed scores and

to the most recently obtained scores, the weights are assigned as follows:

T w= 04
T w= 0.6
M o= 0.6

5.2.2.5 Polling and Mobile Node Speed

The environment that the simulation is attempting to model is a dense urban
environment. As a result of this, it is expected that the mobile node can typically travel at
three common speeds: walking speed,-highway city speed (e.g. riding a bus), and

highway speed (e.g. riding in a car). This equates to the following speed levels:
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1 Walking: 5km/h, or 1.38 m/s
1 Non-highway (Bus): 40km/h, or 11.11 m/s

1 Highway (Car): 75km/h, or 19.4 m/s

Given that the minimum range of coage between the three networks is the Wi
Fi technology, and assuming that this coverage could have a range of45@mobile
node travelling at the highest speed could sample 2.57 times within then&iwork if
the polling interval was allocated to a period of Bs a result, lis frequency is used in

the proposed model.

5.2.3 Network Topology

For the single node simulatipthe topology whichs useds defined as seen in
Figure 5.1, where a single mobile node interacts with a UMTS, WIMAX, andFWi
network. The WAFi network is partially overlaid into the WiMAXetwork, and the
UMTS coverage is ubiquitous. One traffic source is attached to router one and sending

the MPEG traffic to the mobile node.
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Figure 5.1: Network topology modeled for testing VHO with 1 moble node
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In order to measure the performance of the proposed model vs. the original model

in a multiple node configuratiomhe following network topologis leveraged.
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Figure 5.2: Network topology for testing VHOs with multiple mobile nodes

In this topology,60 multiinterfacemobile devices begin within UMTSyhose
coverageis ubiquitous. The WiMAXbase station is located at the (1000, 1000)
coordinate, and the \ARi base station is located within the WIMAX coverage at the
coordinate (680, 1000)Sixty traffic sources ar@eployed in the network and each is
paired with a mobile node order to daler it the video content; these traffic sourees
attached to the core network router 1, which routes through the gateway router 2 to the

appropriate base station based on the destination of the mobile node.
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5.3 Summary

In this chapter, the assumptions pering to the polling of the mobile node
residing reputation agents, the reputation agent messaging, the network technology
perceived preference, and the score comparison is discussed. Furthermore, the simulation
configuration parameters that help dribe &xperiment are also stated, namely the actual
AHP calculated weights for the sample score calculationwtights used for threshold
setting and performance metric normalization, the network reputation score defaults, the
aggregation weights, and theling interval. Given this set of information, one is

prepared to review the simulation results.
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6 Chapter 6: Performance Evaluation

6.1 Single Node Observations

6.1.1 Gradually Varying Traffic

The first experiment involving a single nodensidershe gradual increase and
decrease of traffic as a node traverses from one network into another. In this scenario,
the traffic applied to the Wi network iscontrolled in order to produce gradually
varying scores. Thmobile node is iteratively made taverse from the WiMAX to the

Wi-Fi zone at different times throughdtevaryingload curve, as seen in Figure 6.1
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Figure 6.1: Comparison of sampled reputations score over time between propospcediction model

(red) and existing aggregate model (blue), with gradually varying traffic load
From the Figure, it can be seen thaitl@enetwork becomes congestéte mobile
node usingthe predicted score at time (Hasadvanced warning that the Qa$ the

network is deteriorating. This can be seen at time t = 35s and t = 40s, where the
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aggregate scoreare above the threshold and perceived as good, while the predicted
scoresare below the threshold and perceived as bad. Since the aggregate scores
following the above time instance® fall beneath the threshh the predicted scores
allow the mobile node to make the VHO decision sooner and maintain an increased

overall experience.

6.1.2 Traffic Spike

The second experiment carried out against a single wcodsidersa spike
occurring within the traffic flow. In this scenario, the traffic applied to the -Wii
network iscontrolled to produce gradually varying scores with a suddege introduced
tempoarily and then removed. Similarly to the first experiment, the mobile node is
iteratively made to traverse from the WIMAX to the Wi zone at different times

throughouthevaryingload curve, as seen in Figure 6.2
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Figure 6.2: Comparison of sampled reputations score over time between propospediction model

(red) and existing aggregate model (blue), with traffic load spike
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As is evident from the figure, the spike in traffic corresponds tesutlden drop
in the aggregate score at t = 3%3irthermore, it is clear that tipeedicted score does not
provide any additional benefits in the case of a sudden degradation of the netisrk.
makes sense as there are no prior values that can givecadwaarning of the sudden
change in traffic load.The advantage can be seen when the QoSastadblished at time
t = 55s. Instead of deciding to join on the first instance of a perceived good score, as in
the case of the aggregate score, the predstece requires the occurrence of at least 2
6gooddé scores. This enables the mobile nod

also help reduce the numberurfnecessargandovers overall in the network.

6.2 Multi -Node Observation Overload WIMAX and Wi -Fi

In order to assess the improvements that the proposed model vyields, it is
compared against the gmal reputation scheme froffl] against two types of scenarios:
one pure overload scenario, and one with a mix of overload and decrease load. As
mentioned in section 5.2.1.4,Assumptions > Score Comparisothe prebinary
conversion score is obtained from the origingbutation scheme and run through the

aggregation process in order to compare scores which are on the same order.

6.2.1 Scenario Description

The purpose of the first scenario is to sequentially overload the WiMAX and then
the WiFi networls. Based orthe decision algorithm defined in the proposed matiel
expected behavior is that there will be fewer handovers inptbposed model as

compared to the original model, since the proposed model should be able to sense earlier
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that the network is becongrcongestedThe flow of events in this scenario, at a speed of

40km/h, is described as follow®ferring to Figure 6:3

1. Four groups of 15mobile nodes reside outside the four quadrants of a
WIMAX base stationwhich is located at (1000, 1000).

2. At 10s,the first groudocated closest to the Wi base station, begins moving
towards the Wi BS, with one node beginning to move every second.

3. At 15s, the groupelow the WIMAX BS begins moving midway into the
WIMAX region, with one node moving every sexh

4. The same occurs for the grauo the rightof andabovethe WIMAX BS at
20s and 25s respectivelyAt this point the WiIMAX network is becoming
overloaded.

5. At 60s,the transition to the Wi network begins, with a mobile nodieom
thegroupto the rightof the WiMAX BS beginning to movéoward the WAFi
BSevery 2s

6. At 65s, again every 2 seconds, a node ftoegroups abovendto thesouth
of the WIMAX BS begin moving toward the \WKki BS as well, overloading
the WiFi coverage zone.

7. Thesimulation ends after 250s.

This scenario is repeated for the mobile speeds of 75km/h and 5km/h, and in order
to ensure that the scenario is the same, the timings are adjusted to compensate for the
speed change. For instance, in the case of 5km/h, thiallosienulation time is 1000s

instead of 250s.
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Figure 6.3: Topology and mobile node path for WiMAX and WiFi traffic overload scenario

6.2.2 WIMAX Results

In this section, the results of the three different speeds are reviewed as they
pertain to the WIMAX coverage arealn general,the comparison betweedhe total
number of handoversealizedupon completion of the simulationithin the proposed

model and aginal modelalign to the expected behavj@s can be seen in Figugl.
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SC1: Total Number of Handovers in WiMAX
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Figure 6.4: Scenario 1 omparison ofthe total number of VHO s between the proposed prediction
model and the existing aggregate model at mobile node speeds of 5km/h, 40km/h, and 75kim/h
WIMAX

6.2.2.1 Mobile Speed 5 km/h

Based on the description of the scenario, the four different groups of mobile nodes
are beginning to matoward the WiMAX network every 5 seconds at a rate of 1 mobile
node per second. Since there are more than 5 nodes per group, there are concurrent
arrivals at the WIMAX coverage area, specifically every 58s a result, e score
advertisedy the networkeputationagent is gradually decreasing due to the increasingly
congested networlas seen in Figure 6.85iven this, the rate of handovers between the

two protocolscan be observed in Figuéeb.
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Figure 6.5: Scenario 1 omparison of the cumulative# of handovers over time between the proposed

prediction model (blue) and the existing aggregate moddled) at 5Skm/h in the WiMAX network
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Based on this depiction, it is evident that tbtal number of permitted handovers
up until 56s is the same betweehe predictionand aggregate methods, but at 60s the
total number of handovers permitted by the aggregatecases byl4, while in the
prediction modelt only increases by. This 5 due to the advanced notigsovided by
the proposed modéhat the threshold will soon be breached. As a resaan be noted
that the sample scores p&$s aresignificantly better than the aggregate method, as seen

in Figure 6.7 as expected, thisehavior is also reflected iheé advertised network scare

(Figure6.6).
SC1: Perceived Handover WiMAX Network Score at 5km/h
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Figure 6.6: Scenario 1 omparison of the reputation scores perceived by the mobile nodes upon
entering the WiIMAX network at 5km/h, between the prediction model (blue) and aggregate model
(red)
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SC1: 5km/h WIMAX Sample Score Trend
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Figure 6.7: Scenario 1 omparison of the reputation scores sampled by the mobile nodes while within

the WIMAX network at 5km/h, between the prediction model (blue) and aggregate model (red)

6.2.2.2 Mobile Speed 40km/h:

At 40km/h,one can observe that after 28greare significantly more handovers
that occur in the aggregate de as compared to the predictiorodel. As a result, the
sample scores calculated by the mobile nodes in the network reach a lower score faster in
the aggrgate model than in the predicticais seen in Figur@.9 below. At time 22s the
aggregate model has already reached a fairly low scorppobximatdy 0.58, whereas
the predictiormodel only gets close to that level around 32s. This is due to the predictive

nature of the proposed model, asrs@ben the speed was Skm/h.
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SC1: Count of WiMAX Handovers over Tind®km/h

50

=—¢—Predicted /.
40

=i—Aggregate
30

N /./
10 —_—

14 19 24 29 34
Simulation Time (s)

Cumulative # of Handovers

Figure 6.8: Scenariol comparison of the cumulative# of handovers over time between the proposed

prediction model (blue) and the existing aggregate moddked) at 40km/h in the WiMAX network
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Figure 6.9: Scenario 1 omparison o the reputation scores sampled by the mobile nodes while within

the WIMAX network at 40km/h, between the prediction model (blue) and aggregate model (red)

From the sample scores in Fig@®, the minor oscillation seen in the aggregate
model at32s and at 55s in the predictiarethod is due to one mobile node receiving a
significantly higher QoS than the other nodes, which could be due to resource contention
in the network. The minor peaks in the aggregate model at 34s,n8536%, are due to

the fact that some of the nodes from the blue group are beginning to join the Wi
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network, but this initial offload of traffic is quickly counterbalanced by the new nodes

arriving into the network from the other three groups.

In reviewingthe handovescores that are perceived by the mobile nodes that join

the WIMAX network, as depicted in FiguéelQ thereappears to be a spike at 20s for the

aggregate methodThis is explained as followthe default score defined for the network

residing agent isl. At 15s, 1 node joins the network (via both methods).

In the

aggregate method, the score is only calculated once, and this idglafterjoining the

network. In the predictiomethod, the score is calculated immediately, and then re

calculated ewsy 5s. In this way, at 15s, bothe aggregatend thepredictionalgorithms

perceive a network score of The difference is thatt&20s,when5 other nodes join the

network (in both methodshe prediction modehas each node immediately calcultte

scoreand send ito the network nodéor aggregation / predictionDue to the congestion

of 5 nodes immediately joining the network and the score being calculited each

ot her 6s

p the average reetwdrkeoretesult is less than 1.

In the aggregate

model, the score is only calculated by each node 1 second after 20s, which is why the

score seen at 20s is only the score calculated by the 1 node which joined at 15s.

SC1: Perceived Handover WiMAX Network Score at 40km/h
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Figure 6.10: Scenario 1 omparison of the reputation scores perceived by the mobile nodes upon

entering the WiMAX network at 40km/h, between the prediction model (blue) and aggregate model

(red)
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6.2.2.3 Mobile Speed 75km/h:

At the top mobile node speed, the pattern follows suit with what was seen in the
40km/h and 5km/h scenarios. At 25s we see a divergence in the amount of handovers
that are permitted between the aggregate aradliction model with the aggregate
allowing roughly ten more cumulatively over the remainder of the simulation, as seen in
Figure6.11 Consequently, this results in the mobile nodes calculating higher sample

scores within th@rediction modehfter 26s, as seen in Figuel2
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Figure 6.11: Scenario 1 omparison of the cumulative# of handovers over time between the proposed

prediction model (blue) and the existing aggregate moddfed) at 75km/h in the WiMAX network
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Figure 6.12 Scenario 1 omparison of the reputation scores sampled by the mobile nodes while
within the WIMAX network at 75km/h, between the prediction model (blue) and aggregate model
(red)
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Similarly to the scenario at 40km/h, thenee some minor peaks in the aggregate
model around 24s and 3Dghis is due to the fact that some of the nodes from the blue
group have begun joining the Wi coverage zone beginning around 22s. Due to some
nodes leaving in conjunction with some nodesving, the peaks appear intermittently

but taper off as the last node enters theFNietwork around 36s.

Throughthe perceived network advertised scores seen in Figd® both the
aggregate angrediction modelfollow a similar curve, due to the degradation of the
network. It can be noted that at this speed, there is no peak seen after the initial value in
the aggregate mode, as was seen at 40km/h. This is due to the fact that 3 nodes initially
join at the bemning instead of 1, providing a more congested score calculated after the

first second.
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Figure 6.13: Scenario 1 comparison of the reputation scores perceived by the mobile nodes upon
entering the WiMAX network at 75km/h, between the prediction model (blue) and aggregate model
(red)
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6.2.3 Wi-Fi Results

Subsequently to overloading the WiMAX network, the mobile nodes converge on
the WiFi network, causing congestion. In general, since the network is beithgatya
congested, the expectation is that there would be less handovergprediaion model
For the most part this is true, as can be seen in FRyre the exception at 40km/h is

discussed in addition to the other results in this section.
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Figure 6.14: Scenario 1 comparison of the total number of VHOs between the proposed prediction
model and the existing aggregate model at mobile node speeds of 5km/h, 40km/h, and 75km/h in Wi
Fi

6.2.3.1 Mobile Speed &m/h:

At this speed, because the mobile nodes are moving slowly, they arrive at three
different time periods. Due to the gradually incremental load, the total number of
handovers over time is less in theediction modelas can be seen in Figug45 6.16

and6.17, where the aggregate begito diverge from the predicti@mound 440s.
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Figure 6.15: Scenario 1 comparison of the cumulative # of handovers over time between the proposed
prediction model (blue) and the existing aggregate model (red) at 5km/h in the \ARi network; first

period of arrival of mobile nodes
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Figure 6.16: Scenario 1 comparison of the cumulative # of handovers over time between the proposed
prediction model (blue) and the existing aggregate model (red) at 5km/h in the \ARi network;

second period of arrival of mobile nodes
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Figure 6.17: Scenario 1 comparison of the cumulative # of handovers over time between the proposed
prediction model (blue) and the existing aggregate model (red) at 5km/h in the \ARi network; third

period of arrival of mobile nodes
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This behavior can be seen mirrored in the sample scores polled by the mobile
nodes in the network, in Figurésl8 6.19 and6.20 where the majority of the scores in
theprediction modeé&fter 440s are below the aggregate model up until the lastfroode
the second wavpins at450s. after this point, and until the third wave of nodes begin
joining, the predicted scores stabilize around 2.5 since there are no additional nodes
joining and causing the predicted score to increase or decrease (ndteetbadre no
aggregate sample scores after 450 because no other nodes join). The numerous spikes
that are observed in the sample score trends are due to the fact that some of the mobile
nodes, upon entry into the network, manage to obtain significaigiiehQoS from the
network. The longer they remain in the network, the more their grasp on the network
resources decreases and ends up aligning to the average experienced by the other nodes in
the network, as seen by the decreasing peaks in Fogl@e This is attributed to the fact
that there is no resource reservation control in the network, so contention between the

nodes for resources is constantly occurring.
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Figure 6.18: Scenario 1 comparison of theeputation scores sampled by the mobile nodes while
within the Wi -Fi network at 5km/h, between the prediction model (blue) and aggregate model (red);

first period of arrival of mobile nodes
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Figure 6.19: Scenario 1 comparison of the reputation scores sampled by the mobile nodes while
within the Wi -Fi network at 5km/h, between the prediction model (blue) and aggregate model (red);

second period of arrival of mobile nodes
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Figure 6.20: Scenario 1 comparison of the reputation scores sampled by the mobile nodes while
within the Wi -Fi network at 5km/h, between the prediction model (blue) and aggregate model (red);

third period of arrival of mobile nodes
Another cantributing factor to more nodes joining the i network in the
aggregate model is that in tpeediction modelmobile nodes are constantly polling for

the score and as a result, the network score is always being recalculated. In the aggregate
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model, tke score is only calculated upon entering the network and when leaving due to
forced handoverelated reasons. As a resulthen the mobile nodes are experiencing
congestion in the Wi network between 440s and 450s, the WiIMAX network perceived

by theprediction modelis experiencing generally better service, as seen in Fgie
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Figure 6.21: Scenario 1 comparison of the reputation scores sampled by the mobile nodes while
within the WIMAX network at 5km/h, between thetwo models during this period the second and

third wave of mobile nodes are presented with the option to handover to Wi

During the period between the second and third wave, the oscillations observed
are due to one of ¢hmobile nodes having obtained a higher QoS in the network. Since
there are no other nodes joinitige network,the mobile is able to hold onto these

resources until other mobile nodes begin joining around 575s, as seen inGg=2§ure

In reviewing the advertised network scores perceived by the mobile nodes joining
the network, inFigures6.22 6.23 and6.24 it is clear that the behavior is aligning to the

number of handovers permitted, with grediction modeperceived score valuepping
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below the aggregate counterpaatsaround 410s. This decreased view of the network

performanceontributes tdewer mobile nodedeciding to join the network.

In the final wavepccurring between 577 and 590 secondsa asult of the prior
period allowing fewer mobile nodes into the network, the initial handover request scores
seen by therediction modehre higher In particular, the peak at 584s is due to several
nodes joining the network concurrently and receiving a high QoS. PosigjoihenQoS
experienced by these nodes is diminished due to the contention over resources. This

behavior is also consistent with what is seen in the sample score trend in6=2fure
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Figure 6.22 Scenariol comparison of the reputation scores perceived by the mobile nodes upon
entering the Wi-Fi network at 5km/h, between the prediction model (blue) and aggregate model

(red); first period of arrival of mobile nodes
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SC1: Perceived Handover Wi Network Score at 5km/h Part 2
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Figure 6.23. Scenario 1 comparison of the reputation scores perceived by the mobile nodes upon
entering the Wi-Fi network at 5km/h, between the prediction model (blue) and aggregate model

(red); Second period of arrival of mobile nodes
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Figure 6.24: Scenario 1 comparison of the reputation scores perceived by the mobile nodes upon
entering the Wi-Fi network at 5km/h, between the prediction model (blue) and aggregate model

(red); third peri od of arrival of mobile nodes
6.2.3.2 Mobile Speed 40km/h:
Mobile nodes at this speed enter WeFi zone during two different periods, with
the initial period being between 29s and 43s, and the second between 114s and 121s
During the initial phase, theongestion is not severe enough to impact the number of
nodes allowed to join, so the same amount of harrdaseseen in both the predictiand
the aggregate methpds seen in Figure 6.25During thesecond periodn interesting

observation at this spd is that in th&Vi-Fi coverage area, more handovers occur in the
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prediction modethan in the aggregate mogak seen in Figuré.26 contrary to what

was expected

SC1: Count of Wi Handovers over Time40km/h - Part 1
20

15

10 =¢=Predicted

5 =@=Aggregate

0 T T T T T T T 1

28 30 32 34 36 38 40 42 44
Time (s)

Cumulative # of
Handovers

Figure 6.25: Scenario 1 comparison of the cumulative # of handovers over time between the proposed
prediction model (blue) and the existing aggregate model (red) at 40km/h in the WAi network; first

period of arrival of mobile nodes
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Figure 6.26: Scenario 1 comparison of the cumulative # of handovers over time between the proposed
prediction model (blue) and the existing aggregate model (red) at 40km/h in the WAi network;

second period of arrival of mobile nodes
This can be explained by the fact that when handovers were occurring into
WIMAX, a significantly larger amount of nodes were allowed into WIMAX under the
aggregate method, 44, whereas pinediction modebnly allowed 11. Furthermore, the
last score calculated by the aggregate method during the WIMAX handovers was

approximately0.2, as seen in Figur@29 As a result, as the network becomes congested
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around 115s, the nodes in the WIMAX network percéner network as superior to the
Wi-Fi and opt not to handover. In tipeediction modelsince numerous nodes did not
handover to WiMAX initially, their observed QoS in UMTS is at 0.08, which permits

more comparisons to result in a favorable view ofheFi network.
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Figure 6.27: Scenario 1 comparison of the reputation scores sampled by the mobile nodes while
within the Wi -Fi network at 40km/h, between the prediction model (blue) and aggregate model (red);

first period of arrival of mobile nodes
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Figure 6.28 Scenario 1 comparison of the reputation scores sampled by the mobile nodes while
within the Wi -Fi network at 40km/h, between the prediction model (bluejnd aggregate model (red);

second period of arrival of mobile nodes
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Figure 6.29: Scenario 1 comparison of the reputation scores sampled by the mobile nodes while
within the WIMAX network at 40km/h, betweenthe two models; during this period the first wave of

mobile nodes are presented with the option to handover to \ARi

Finally, in looking at the network scores perceived by the mobile nodes in the
handover process in Figurés30and6.3], it is clear that the higher values seen in the
prediction modehlign to the overall picture seen in the number of handovers and sample
scores.The initial rise in the predicted score advertised bypiteeliction models due to
the fact that the predietl scores are significantly higher than 2 at the beginning of the
period, as the nodes are experiencing a very good Qo0S. As congestion increases this
score decreases. The aggregate calculation method on the otheadvanikes the
default network scorénitially due to mobile node sampling occurring 1 second after
joining the network Furthermoredue to the one second deldlye result is that there is
slightly more congestion on the initial calculation, and as a result a lower initial score.
Ultimately though it can be seen that both perceived handover scores follow each other,

and this aligns to the fact that the number of handovers is theosamtie first interval
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Figure 6.30: Scenario 1comparison of the reputation scores perceived by the mobile nodes upon

entering the Wi-Fi network at 40km/h, between the prediction model (blue) and aggregate model

(red); first period of arrival of mobile nodes
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Figure 6.31 Scenario 1 comparison of the reputation scores perceived by the mobile nodes upon

entering the Wi-Fi network at 40km/h, between the prediction model (blue) and aggregate model

(red); second period of arrival of mobile node

6.2.3.3 Mobile Speed 75km/h

Similar to the other two speeds, the first period where handovers take place in Wi

Fi yields the same number of handovers when running the simulation with the prediction

model or the aggregate modat seen in Figur@32 Subsequently, in the second period

between 89s and 108s, the cumulative number of hand®/édess in the prediction

model than in the aggregate model, as expected, as seen in@=Bfure
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Figure 6.32 Scenario 1 comparison of the cumulative # of handovers over time between the proposed
prediction model (blue) and the existing aggregate model (red) at 75km/h in the Wi network; first

period of arrival of mobile nodes
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Figure 6.33 Scenario 1 comparison of the cumulative # of handovers over time between the proposed
prediction model (blue) and the existing aggregate model (red) at 75km/h in the WAi network;

second period of arrival of mobile nodes
The resulting fewer handovers in theediction modeis supported by the sample
scores which are lower in the predictiomodel after 99s, as seen in Fig@&5 In
Figure6.34 the reason for the spike in samplerss around 29s in the predictiorodel
is due to the fadghatone of the nodes managed to obtain a good QoS upon entry into the
network similar behavior is seen with other nodagshe other speeds as well. After the
initial entry, with the advent of other nodes contesting for regsutbe QoS diminishes

to the average experienced by the group
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Figure 6.34: Scenario 1 comparison of the reputation scores sampled by the mobile nodes while
within the Wi -Fi network at 75km/h, between theprediction model (blue) and aggregate model (red);

first period of arrival of mobile nodes
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Figure 6.35: Scenario 1 comparison of the reputation scores sampled by the mobile nodes while
within the Wi -Fi network at 75km/h, between the prediction model (blue) and aggregate model (red);

second period of arrival of mobile nodes
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Figure 6.36: Scenario 1 comparison of the reputation scores sampled by the mobiledes while
within the WiMAX network at 75km/h, between the two models; during this period the second wave

of mobile nodes are presented with the option to handover to \ARi

In the second period of handovebgetween 8%and 108 secondsluring the peak
congestion time, it can be also seen from FiguB&thateven thoughHewer handovers
are facilitated by the predictiomodel into Wi-Fi, the mobile nodesemainingin the
WIMAX network experience better service ath their aggregate counparts.
Furthermore, He mobile nodesn the prediction modeln the WiFi coveragealso
stabilize at a very favorable value as wab seen in Figuré.35 indicating overall that
the model has performed well in balancing both networki®te that theone spike in
Figure6.36in the aggregate model at 103s is due to one mobile node obtaining a good

QoS upon entry into the network.

In reviewing the network advertised scores perceived by the mobile nodes joining
the network, it is clear that both are irc@angestion trend during both periods of nodes
joining the network. In botRigures6.37and6.38 the initial rise in the predictiomodel
is due to the mobile nodes experiencing a good QoS initially upon entry into the network.
This service tapers offhbugh, as is seen in the sample score figures, resulting in

diminishing advertised scores.
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Figure 6.37: Scenario 1 comparison of the reputation scores perceived by the mobile nodes upon
entering the Wi-Fi network at 75km/h, between the prediction model (blue) and aggregate model

(red); first period of arrival of mobile nodes
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Figure 6.38: Scenario 1 comparison of the reputation scores perceived by the mobiledes upon
entering the Wi-Fi network at 75km/h, between the prediction model (blue) and aggregate model

(red); second period of arrival of mobile nodes

6.3 Multi -Node Observations Increasing & Decreasing Load

The second example simulated in order to agbesperformance of the proposed
mode] involves a more slowly increasing load on a network, followed Ogaieasén
load ona network. This attempts to assess how the model will behave when multiple

nodes are leaving a network while others are attemiijan.
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6.3.1 Scenario Description

In this scenario, mobile nodes initially move into the WiMAX coverage atea
slower rate than in example 1 (less overlap between groings) progress to th&/i-Fi,
and finally several of the groups after having readhedVi-Fi coverage area begin to
exit back into WiMAX. Similarly to the initial scenario, one could assume that due to the
gradually increasg load in WIMAX, the predictioomethod would reduce the number of
handovers facilitated, and during the slowdown of traffic inRiyithere would be more
handovers permitted. But, as seen in the results, it is in fact the opposite which happens.

The scenario in question plays out alofws:

1. At 10s the groupbelow the WIMAX BSbegins moving into the WiMAX
coverage area, withnenode beginning to move every second.

2. Similarly, at 26s, 42s, and 60s, th@ups above, to the right, and to the left of
the WIMAX BS begin moving into WiMAXnetworkrespectively.

3. Subsequentlyat 60s, a mobile node from tlygoup below the WiMAX BS
begins moving towards th&/i-Fi BS, with one node beginning the trekery
2.5 seconds.

4. At 80s and 93s the mobile nodes from gineups above and to the rigitthe
WIMAX BS respectively begin moving towards Wi.

5. Finally, at 145s and 160s the mobile nodes fromgiwaips to the left and
above the WIMAX BSrespectively begiteavingthe Wi-Fi group, causing a
decreasing load in the Vi network.

6. The simuétion ends after 250s.
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This scenario is repeated for the mobile speeds of 75km/h and 5km/h, and in order
to ensure that the scenario is the same, the timings are adjusted to compensate for the
speed change. For instance, in the case of 5km/h, the osienalation time is850s

instead of 250s.

Figure 6.39: Topology and mobile node path for WiMAX and WiFi with increasing and decreasing

traffic scenario

6.3.2 WIMAX Results

In this section, the results of the three different speeds are reviewed as they
pertain to the WIMAX coverage area. In general, the comparison between the total

number of handovers realized upon completion of the simulation within the proposed
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