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ABSTRACT

Farsi Handwritten Databases and

Offline Handwritten Isolated Digits Recognition

Farshid Solimanpour

This thesis describes an important step towards the standardization of the
research on Optical Character Recognition (OCR) in Farsi language. It includes
the development of several novel and standard Farsi handwritten databases,
consisting of Farsi isolated digits, isolated letters, numerical strings, legal
amounts on cheques, dates, and English isolated digits. Despite conventional
research and an Internet search, to the best of our knowledge, no publicly
accessible handwritten Farsi database exists that is available to researchers.

In a character recognition system, three data sets are usually required:

1. Training set for training the classifier using designed features,
2. Verifying set for checking and adjusting the designed system,

3. Testing set to finally measure the performance of the system.

To cover all the specified requirements, all our databases contain complete sets of

training, testing, and verifying samples.

Data entry forms were used for collecting handwritings. To process those forms,
some form processing techniques were used to automate the process of
extracting images of different fields in the forms, and to segment the numerical

strings into isolated digits.
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Included in this thesis, is the implementation of a recognition system for
recognizing our handwritten Farsi isolated digits database which may be used
for comparison with the results of future research. For this recognition system,
we used three feature sets including outer profiles, crossing counts and
projection histograms; and for classification we used Support Vector Machines
with an RBF kernel which gave us a recognition rate of 97.46% on our Testing
Set. We also applied a rejection method to our system, which could improve the

error rate by 1.18% by a rejection rate of 2.94%.
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CHAPTER 1

Introduction

Character Recognition by computers is one of the most challenging areas in
pattern recognition. It has been decomposed into smaller sub-areas by
researchers seeking a human-equivalent performance. It involves on-line
character recognition, where the user needs to use an electronic pen to write on a
paper-like electronic plate; and it involves off-line character recognition where
the user has more freedom in selecting the writing material. In the real world,
people have to fill out all sorts of forms all the time, and perhaps off-line
recognition has more practical applications. Although there have been
revolutionary changes in both software and hardware during the past 20 years,
there are still many technical issues to overcome in order to make handwriting

practical for the human interface with computers [1 ,2].

In an off-line handwritten recognition system, utilization of a database of
handwritten characters, numbers and other symbols is essential, in order to
evaluate the effectiveness of a developed method, technique or software. Also, an
important part of the development and evaluation of such system is the
comparison with the results of other researchers in the same standard
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database [3]. A lot of previously developed databases exist for different
languages, but to the author’s best of knowledge no publicly available (freely or
commercially) handwritten database exists for the Farsi language. This matter

plus all other reasons previously mentioned were the motivation of this work.

In this report we will first describe the construction of six Farsi handwritten
databases; handwritten numerical strings, isolated digits, isolated letters, legal
amounts, Farsi dates (called Hijri Shamsi’), and English digits. Next we present a
recognition system that we created for our isolated digits database. The
uniqueness of this experiment, in addition to its high recognition rate relies on
the fact that it will serve as a basis for comparison of the methods and results to

be reported by other researchers.

Furthermore, a major advantage of this study is that it can be adjusted easily to
serve more than 30 different countries which use languages with similar alphabet
and sets of numerals as Farsi (e.g. Arabic, Urdu, Pashto, etc.) written by a

combined population of more than 300 million.

1.1 Farsi and Related Languages

Farsi consists of 32 letters and 10 digits. Unlike the Latin-based languages such as
English, which are written from left to right, it is written from right to left. Farsi

is a cursive language, which means that within one word, letters can be

* The word by word translation of “Hijri Shamsi” is “Emigrational Solar” which refers to the type

of date that is calculated based on the amount of time the Earth takes to orbit around the Sun.



connected. In Figure 1 the word “Farsi” in the Farsi language is presented. In this
figure, to understand the nature of the right to left order of the letters, the first
letter representing “F” in the word “Farsi” is denoted by 1, the second letter by 2,
and so on. Also, this word consists of 5 letters and out of those 5 letters; letters 1

and 2; and, 4 and 5 are connected to each other.

Tt y+ L + .é—n;mJLé

5 4 3 2 1

Figure1l The word “Farsi” in the Farsi language consists of 5 letters.

Due to connectivity, the shape of a Farsi letter may change significantly
depending on: its position in a word, the identity of neighboring letters, the
writing font, and the way a writer connects successive letters. Due to these
difficulties, when filling out forms, it is preferable to acquire the user’s input by
isolated letters; and this was our motive to create the isolated letters database.
Figure 2 shows how the word “Kabaab” in the Farsi language is written when it

is decomposed into isolated letters.

u..aL.\S—*u oS

L] L J

b aa b k(a)

Figure2 The word “Kabaab” in the Farsi language
decomposed into isolated letters.

In Farsi, numbers are written from left to right exactly as they are written in
other languages, including English. This makes it particularly difficult for
researchers working on Farsi texts mixed with numbers or English words. Figure

3 shows digits used in Farsi, and their English equivalents. Figure 4 also shows
3



how a mixed Farsi text should be interpreted regarding being right-to-left or left-

to-right.

VA YYYOPVAA
N R R AR R

0123456789

Figure 3 Farsi digits and their equivalent forms in English

English Word

End<L

—> «—— ; <«

Figure 4 The expression “The country of Iran (Iran) has 30 provinces”
shows how right to left Farsi text is mixed with left to right
numbers or English words
As stated before, languages including Arabic, Urdu, Pashto, and a few more, use
the same alphabets and digits as Farsi and researchers who work on those
languages can benefit from different subsets of our databases. For example, the
Arabic alphabet has 28 letters, which is exactly the same as the Farsi alphabet,

except that it is lacking 4 letters shown in Figure 5. A complete list of letters and

numbers used in the Farsi alphabet can be found in Appendix B.

ESJ e

Figure 5 The four letters of the Farsi language which are not
included in the Arabic language alphabet.



There are also some differences between Arabic and Farsi in the style of writing
digits that most people usually follow. Therefore, people used different styles
when filling out our data entry forms. Table 1 shows differences in printed
numbers (digits 4, 5 and 6 have different styles) and OTable 2 shows differences
in handwritten numbers (digits 2, 3, 4, 5, and 6 have different styles). Both Farsi
speaking and Arabic speaking people use all the shown styles which are covered
in our isolated digits database. The complete list of digits including their

pronunciations is presented in Section B.2.

Table1 Differences of printed numbers in Farsi and Arabic

0 1 2 3 4 5 6 7 8 9

Farsi M \ Y V ‘p O ? \/ /\ o\

Arabic ] \ Y ‘“ i o 1 V /\ q

Table 2 Differences of handwritten numbers in Farsi and Arabic

0 1 2 4 5 7 8 9

s VY[ €AYV AR
|\ T 9 VUNIAA

Arabic

—t—n—t




1.2 Previous Work

There are many examples of well-known databases in the field of handwriting
recognition such as: NIST English isolated digits [4], CEDAR words [5],
CENPARMI isolated English digits [6], UNIPEN isolated English digits [7],
CENPARMI Arabic cheques [8], IFN/ENIT Arabic Words [9], ETL9 Japanese
characters [10], and PE92 Korean characters [11]. However, there has been no
Farsi database available to researchers despite the search that we did on the

Internet and on research materials that have been available to us.

All the research on Farsi handwritten recognition has relied on privately
collected and kept databases. For example [13] gathered 9000 samples from 90
persons and assigned 50 of them to the training set, and 40 to the testing set, and
then removed bad samples. In [12] 2600 samples were collected from 200 people,
and 13 classes were used (two styles were used for digits 0, 4, and 6). In [14], 200
writers contributed to creating the database of handwritten samples and it
created afterwards an isolated digits database of 480 samples for 8 digit, and 100
samples for 32 letters; the digits 0 and 3 were not included in the database
because they were not used in the postal system of Iran; also the letter forms “.a”
and “1” (alternate styles of the letters “Heh” and “Alef”) which are used in the
forms were not covered. All other works except [17] which used the isolated

Indian digits of CENPARMI's Arabic Cheques database, collected their own

samples to be used in their research.

It is noticeable that each research group in the field of handwritten Farsi
databases used a completely different set of handwritten samples collected for

their specific research and this even applies to the works that have been done in

6



the same lab (e.g. [12] and [14]). This makes it hard and sometimes almost
impossible to compare different methods and works. Accordingly it would be
difficult to improve the developed methods. This shows that how important
availability of a Farsi handwritten database is. This has been our main
motivation to start developing a set of handwritten Farsi databases that can be
used in different fields of handwritten recognition research. Therefore, we

decided to cover letters, numbers, dates, and legal amounts.

As partly presented, all the previous research was done using two datasets:
Training Set, and Testing Set; however, having an extra set seemed necessary as a
recognition system always needs to be adjusted, and using Training Set for this
step could result in memorizing the samples (instead of learning them). Hence, it
would be better and closer to the real situation that this step would be done
using a set of samples different from the Training Set. Obviously this set of
samples should not be the same as the testing set. Hence, we planned for a

separate set of samples named Verifying Set.

The main contribution of this work has been in the area of creating the
handwritten databases; however, to show the use of the databases, we also
conducted a recognition experiment on the isolated digits database that we
created. Unfortunately very few works have been reported in the field of Farsi

handwritten recognition and not all the results are satisfactory.

For example in [12] (1995), M. H. S. Shahreza et al. could reach a recognition rate
of 97.8% on isolated digits using shadow coding. For doing this, a 32-segment

mask is overlaid over the sample image and then features are calculated by

7



projecting the image pixels into these segments. A similar method was used by
A. Harifi et al. in [15] (2004) using a 12 segment mask designed for Farsi digits
based on the idea of a 7-segment display for English digits. In [16] (1999) by F. N.
Said et al. (1999), reported a recognition rate of 94% Dby first resizing the sample
image to an image of size 16 x 20, and then feeding the pixel values of the
normalized image as a feature vector into a neural network, where the number of

the hidden units for the neural network classifier, is determined dynamically.

J. Sadri et al. in [17] (2003), used outer profiles of sample images from 4 main
directions as the feature vector. Then each of these profiles is represented as a
one-dimensional signal. The derivative of each of these signals is represented by
a vector of size 16, where these vectors constitute the feature vector. They

reported a result of 94%.

H. Soltanzadeh et al. in [13] improved the method presented in [17] by using
outer profiles from 8 directions, and adding more features like crossing counts
and projection histograms and size. They did a comprehensive test using the
SVM classifier with RBF and Polynomial kernels and different types of feature
vectors, and managed to get a recognition rate of 99.57% which is the best result
reported so far. Although comparing these works is hard since each individual
work used a different database, the high recognition rate achieved by this work
motivated us to implement a similar recognition system, and test it on our

database. Our recognition system will be described in Chapter 4.

Reference [13] used 4 sets of features including outer profiles, crossing counts

from 2 directions, projection histograms, and one size feature. These features

8



were extracted from different directions, and were tested separately using 2, 4,
and 8 directions. Figure 6 (copied from their paper) shows the projection
histogram of one digit from 8 directions. The size feature was a simple Boolean
feature added as a discriminator for zero. The characteristics of zero which calls
for this special care are discussed in Section 2.4. Each feature was resampled to
an array of size eight and then smoothened using a low pass filter. The size of the

final feature vector was 32n+1 where n is the number of directions.

,_f‘\

1 f.l
1T
(a) (b) (c)
f.l f.1
17 i
(d) (e)

Figure 6 Outer profiles of a digit image. a) Original image, b-e) the image
profile at horizontal, vertical, diagonal (45°) and off-diagonal (135°)
orientations, respectively. In each image, the first and last profile diagrams
are depicted with thick and thin lines, respectively.



1.3 Conference Presentation

This report, in the form of a brief paper, has been accepted and presented at the
10th International Workshop on Frontiers in Handwriting Recognition (IWFHR,
2006) which was held in La Baule, France, on October 23-26, 2006.

1.4 Outline of Forthcoming Chapters

Chapter 2 describes the data collection, including the steps in designing the data
entry forms. In Chapter 3, data preparation and extraction from the filled forms
are covered. Chapter 4 presents details of the created databases including the
content and statistics. Chapter 5 introduces our recognition system for
recognition of offline isolated Farsi digits and describes the features used.
Chapter 6 gives an introduction to the Support Vector Machines which will be
used in the classifier part of our recognition system. Chapter 7 includes details of
our recognition experiments and the results. Finally, in Chapter 8, some

concluding remarks and suggestions for future research are presented.
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CHAPTER 2
Data Collection

2.1 Background

Data entry forms were used for collecting handwriting samples for our
databases. Because data collection was a time-consuming part of the work and
needed interactions with people; therefore, a decision was made to collect as

many data types as possible in one run. These databases were targeted:

¢ Farsi Numerical Strings e Farsi Isolated Digits
o Farsi Isolated Letters e Legal Amounts
e Farsi Dates e English Isolated Digits

From different ages, job categories, and genders, 175 writers were selected to fill
out our two data-entry forms.
In the following sections we will first cover the general design of the data entry

forms and then discuss the details of the design of each of these databases.

11



2.2 Data Entry Forms

Two data entry forms were designed for collecting handwritten samples. The
data types in each form are described below and the complete list of individual
fields in data entry forms is included in Appendix A. Throughout the forms we
use fields for each number, word or expression. Each field is a box with a red
border. On top of each box, what should be written in the box is printed. Figure 7

shows a sample of a field.

AP

Figure 7 Sample of a data entry field for the number “861"

Two free fields are put in the data entry forms. One is the date field in Form 1,
and the second is a legal amount in Form 2. In the date field, writers put their
birth date, and in the free legal amount field, they can think of a legal amount,
and write. This of course does not represent all the real situations where legal

amounts appear on cheques, but it can be a start for researchers in this field.

In Figure 8 and Figure 9, the designed data forms are shown and different parts

of the forms are denoted by letters as follows:

a) English isolated digits.

b) One free Farsi date.

¢) Farsi numbers.

d) Farsi isolated characters.

12




e) 41 basic Farsi words that build legal amounts.

f) Rial (Currency Unit).

g) Toumaan (Currency Unit).

h) Tamaam (Over).

i) Moaadel (Equal to).

j) Three cursive legal amounts which will serve as testing data.

k) One free legal amount.

1) Edge identifier marks. These marks consist of four black squares that are
placed at the corners of each form and by detecting the location of these
marks, the developed program would be able to correctly calculate
coordinates of the form and also to correctly determine the location of
each field based on a designed form template (which will be explained in
the section 3.4) (rather than expecting every field to be in its correct
position which means relying on each form to be properly positioned in

the scanner).

m) Form identifier marks. These are a Group of 8 squares used for identifying
the form itself. These squares are numbered from 1 to 8 from right to left.
For Form 1, squares 1, 5, and 8 were blackened and for Form 2, the

blackened squares were 2, 4, and 7. Detecting this identifier enabled the
13



program to automatically use the correct form template for each scanned

image, thereby decreasing the amount of manual work.

n) In the page header, we give instructions on how to fill out the forms in
Farsi. The translation of the text reads as follows:
“Many thanks for your cooperation. For filling out the form, please
note: ® Write the text above each box, inside the box carefully by
using a black ballpoint pen, fountain pen, or thin marker and with
your normal handwriting ¢ Please prevent crossing out words. If
you made a mistake anywhere in the form, use correction tape to
whiten it (in a way that would cover the underneath text
completely and would not get embossed) and then write the text
again; or you can simply fill out a new form e Please send the filled
out form to our postal address (mentioned above) or if you would
like to send it electronically, first scan it with a resolution of 300dpi,
and then save it as a TIF file. For sending the form electronically,
use this URL: http://Lotrasoft.com/research. By filling out
this form, you can win a nice gift. You can read the details on our
website. Please write your email address here to enable us to

contact you in case you win. With many thanks.”
We also provided a website for uploading data entry forms; however, no form

was sent electronically. Therefore, it is a fact that all the forms were scanned

using the same scanner mentioned in section 3.1.
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2.3 Farsi Numerical Strings and Isolated Digits

Forty-two numbers were chosen to form our database of Farsi numerical strings.
Each number consisted of a different number of digits, and Table 3 shows the
statistics of the numerical fields used in the data entry forms (grouped by the
number of digits they had). A complete list of fields used in the data entry forms

is included in Appendix A.

Table 3 Statistics of the numerical fields

Type of the Numerical String Number of Fields
Two Digit 13
Three Digit 7
Three Digit Decimal 2
Four Digit 6
Four Digit Decimal 1
Five Digit 1
Six Digit 8
Seven Digit 2
Ten Digit (all 10 digits in order and reverse) 2
Total 42

We also decided to create an isolated digits database by segmenting the
numerical strings; therefore, it was necessary to normalize the number of times
that similar digits were repeated throughout them. Table 4 shows the number of
repetitions for each digit and the decimal point used throughout the numerical

strings. Figure 10 shows some samples of isolated Farsi digits.

Table 4  Statistics of the different field types used as numerical strings

. . Decimal
Digit 0 1 2 3 4 5 6 7 8 Point
No.of |45 1511616 |15 |15 |15 | 16 | 16 | 15 3

repetitions

- LY YL a9 VA4

Figure 10 Samples of Farsi isolated digits
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Because some digits were connected by the writers, separating all of the digits
from the numerical strings was not possible. Therefore, for the final product, we
decided to include only 1800 samples of each digit. For excluding digits from the

sets we used a normalization algorithm which is described in Section 3.12.

2.4 Digit Zero

The digit “0” is a special case in Farsi. The normal height of the character “0” is
approximately one fifth of the other characters and is written differently either
because of its location in a numerical string or when it is repeated two or more
times in a number. Because of its special characteristics, we repeated it 30 times
throughout the numbers to cover all of the possibilities of its appearance in a
numerical string. In Figure 11, two samples of the handwritten Farsi number
“71000” can be viewed, which show two different styles of writing three zeros

together (“000”).

N\ «n | Voo

Figure 11 Samples of different styles of writing three zeros (“000”) in the Farsi
handwritten number “71000”.

Throughout the numerical strings chosen for the data entry forms, these
possibilities regarding the number of repetitions of the digit “0” in a number

were covered:

e Repeated 1 time: 60, 90, 0100, 940, 3012, 802, 6203, 4600520, 068943, 650971
e Repeated 2 times: 0100, 9007, 4600520
e Repeated 3 times: 71000, 328000

e Repeated 6 times: 1000000
18



There could be more possibilities of repeating the digit zero, but usually people
tend to write them as components of 1, 2 or 3 repeated zeros. For example the
number: 10,000 is often written as two components: a “10” followed by “000”
both of which are covered in our set of numbers. Offline recognition systems are
based on segmentation rather than recognizing the whole expression; therefore,
segmenting a number into separated components (connected sub-components) is

the first step those recognition systems take for recognizing a number.

2.5 Farsi Decimal Point

The decimal point in Farsi looks exactly like the slash sign in English. Because the
shape of the decimal point is a lot like the digit “1,” special care should be
applied when recognizing Farsi decimal numbers. Examples can be viewed in
Figure 12, which shows a sample of the Farsi number “82.7” and Figure 13,

which shows a sample of the number “71”.

AX |V Vi

Figure 12 Sample of the Farsi Figure 13 Sample of the Farsi
number “82.7” (AY/V) number “71” (V)

2.6 Farsi isolated letters database

As stated before, Farsi consists of 32 letters all of which are covered in our forms.
In addition to those, we were aware that people usually use two different styles
for the letter “s” (pronounced: Heh) and “1” (pronounced: Alef) when filling out
forms. Therefore we included those styles in our set of Farsi letters in order to

have a complete database. Samples of those styles are shown in Figures 14 and 15
19



respectively.

With those letters having two different styles, the number of isolated letters
reached 34. We also repeated each letter twice. These 68 letters (34 x 2) were
randomly put together in 4 data entry fields in Form 1. The program extracted
these fields, then segmented them and saved each letter in a separate file in order

to form the isolated letters database.

s | & (|7

Figure 14 Two styles of writing the Figure 15 Two styles of writing the
letter “»” (Heh) letter “1” (Alef)

2.7 Farsi dates database

Most of the countries that have Farsi language speakers use a type of date called
“Hijri Shamsi”. The format of writing the date in Farsi is like this:

year/month/day. A sample of a handwritten date is shown in Figure 16.

Figure 16 Sample of a handwritten Farsi date representing 1355/5/11

2.8 English digits

Collecting English digits has already been done by many researchers for different
databases; however, a small set (2 fields) that in total had 2 of each digit, was
included in Form 1. We hope that this database will enable future researchers to
study the style of writing English digits by Iranians whose native language is not

English.
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2.9 Legal amounts

All techniques used for recognizing legal amounts on cheques require
segmenting the amounts into words before recognizing them. There are 41 words
that are used in different combinations to make legal amounts and we have
covered all of them in our database. They include the numbers One to Twenty,
Thirty to Ninety (multiples of 10), Hundred to Thousand (multiples of 100),
Million, and Milliard. Added to those, are the words One-Hundred and
One-Thousand, which in Farsi might be written differently than Hundred and
Thousand. With those 41 words, legal amounts can be composed, up to
999,999,999. Cheques with the amount One Trillion (1,000,000,000) or more, in

addition to being rare, are usually printed rather than handwritten.

It is important to note that in Farsi, the word “and” which is used in writing legal
amounts, is written only by the letter “ 4” (pronounced: vav, refer to Appendix B)
and because samples of this Farsi letter were already collected in the isolated

letters database, we did not include it in this database.

Currency units might also appear when writing legal amounts. For that reason,
two official currency units used in Iran were also incorporated into this data set:

the words “Rial”, and “Toumaan”.

There are two more words that might appear in legal amounts and are
incorporated into our database: “ala3” (pronounced: tamam, meaning: over), and
“ Julas” (pronounced: moadel, meaning: equal to). These two words are just used
to complement a legal amount, and they do not have an impact on the actual
number itself. For example, an amount might be written as: “Two Thousand
Rials Over” which is the same as “Two Thousand Rials”. This is a security

measure that individuals in Iran take to prevent others from adding words to a
21



drawn cheque. A sample of Farsi handwritten legal amount can be seen in Figure

17.

"\:G) LS Yoo N

Figure 17 Sample of the Persian handwritten legal amount:
“One Hundred and Forty Toumaans Over”.
In order to have a better Testing Set, three predetermined fields and one free
tield (where writers were free to write a legal amount of their own) were added
to Form 2. The free field was labeled manually after forming the database. The
complete list of fields in data entry forms is included in Appendix A, and

Samples of the data entry forms can be viewed in Section E.5.
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CHAPTER 3

Data Extraction

In this chapter, we will describe the process of digitizing the data entry forms,
and extracting images of the different fields by using a template to assemble the

databases.

3.1 Scanning/Image Format

Each form was scanned using a Lexmark-P3180 scanner, whose resolution was
set equal to 300 dpi at a grey level of 8 bits. The images were saved in PNG
(Portable Network Graphics), indexed-color format files. PNG is an extensible
file format for the lossless, portable, well-compressed storage of raster images.
PNG provides a patent-free replacement for GIF and can also replace many
common uses of TIFF and is widely recognized and used by researchers in both
UNIX and Windows environments. Indexed-color, grayscale, and truecolor
images are supported, plus an optional alpha channel for transparency. Sample

depth can range from 1 to 16 bits per component (up to 48-bit images for RGB, or
64-bit for RGBA) [12] .

3.2 Color Coding

For all databases, grayscale images were first extracted, and then all of the
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images were converted to binary format, and saved in a separate folder keeping
the original filename and the same folder structure as the grayscale folder. To
convert each file to binary, the threshold of a grayscale image is calculated using
Otsu’s method [19], and then all of the pixels with a brightness less than that
threshold value are set to black, and the rest to white. Both grayscale and binary
versions of the images (which are located in separate folders with the same

structure as stated before) are included in the final product.

3.3 Pre-Processing

The only pre-processing applied to the scanned forms was removing salt and
pepper noise using the algorithm described in [20]. All other steps were left for

future researchers who intend to use the database.

3.4 Designing data extraction template

A computer program was developed to automatically extract the images of the
fields from the scanned forms. Using this program, we designed a template for
our data entry forms and determined the boundaries for each field in the form, in
addition to identifying the anchoring marks on each form. For each field in the
template we also saved the database it belongs to and its label both of which
were used in the extraction process to label the extracted image and to assign the
image to the correct database. Figure 18 shows a screenshot of the program with
the designed template and Figure 19 is a zoomed-in shot of the designed

anchoring marks for Form 1 which shows the edge anchoring marks, and form

identifiers.

The fields location in the template were saved as vector rather than pixels and

due to this, our program was able to scale or rotate the template or do any other
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transformation necessary without losing precision.
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3.5 Information Database (IDB)

Every image database has a way to store information about each image. Some
use a text file which associates the filename to its label in each line of the text.
Some use one text file for each image with the same filename, but a different
extension, and some other methods. Usually these methods were used for
portability of the database (being able to use it in different operating systems and
applications), but we were looking for a method that gives us a better
performance when searching, and also provides more information with less
effort. This way, researchers could select the appropriate images for their work

more easily, and get more useful information about them.

Microsoft® Access ™ format was selected to save information of the images.
Although this software is proprietary; however, it is widely used in universities
and gives searching capabilities that no other free software offers with that ease.
Also if necessary, it can be converted easily to other formats supported by open
source software such as XML. The structure of the IDB is presented in Appendix
D. Also some useful queries are included in Section D.3 which shows usefulness

of our IDB.

3.6 Data Sets

Each of our databases consists of three data sets:
¢ Training Set
Every recognition system needs some samples for learning the
patterns of the classes it will be recognizing. This data set serves as

the Training Set. To catch as many writing styles as possible,
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usually most of the samples are assigned to the Training Set. In our

databases almost 60% of the images are assigned to this data set.

e Testing Set
This set of images is used for testing the power of the recognition
system. Because the images in this set are considered as unseen
images and are totally different from the ones in the Training Set,
they can be used as a criterion for the power of the recognition
system in test. Almost 30% of the images are assigned to this data

set

e Verifying Set
For a research to be as close as possible to a real situation, it should
be tested against unseen data. Therefore, we need an additional
data set for tuning the recognition system before applying it to the
testing data set. A researcher might test a designed recognition
system using the Verifying Set over and over again to adjust
classifier parameters, or to change features in order to get the best
results possible before running it on the Testing Set. Almost 10% of

the images are assigned to this data set.

3.7 Writers

From different ages, job categories, and genders, 175 Farsi speakers were selected
to fill out our two data-entry forms. We tried to cover a broad type of people in
different situations including high school students and teachers, university
students and professors, computer technicians, business men or women,

housewives, engineers, etc.
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For each set of forms (Form 1 or Form 2) 105 writers (60%) were assigned to the
Training Set, 20 writers (10% approximately) to the Verifying Set, and 50 writers
(30% approximately) to the Testing Set. Table 5 shows the statistics for the
writers of each data set. Because the target databases of Form 1, and Form 2 were
totally different, we were able to treat each set of forms independently. More

information about the databases included in each form is available in Section 2.2.

Table 5 Number of writers of each data set

Training Set Verifying Set Testing Set Total

Writers 105 20 50 175

3.8 Extracting image of fields

The process of extracting images of fields from scanned forms can be described

in the following steps:

Loading the form template and the scanned image into the memory.

e Finding the edge identifier marks and then scaling (and if necessary
rotating) the template for matching it to the scanned form. The process is

described in Section 3.9.

e Detecting the form identifier marks on the scanned form, and checking if

they match the template. If not, the image should be skipped.

e Extracting the field images based on the template and saving them using
28



the proper filenames to their matching databases, and inserting a record of

information related to the image in the IDB.

3.9 Matching a form template to the scanned image

A simple algorithm was used for

finding the edge identifier marks.

No elaborate algorithm was needed.
The program looked at 300x300 pixel -w ” &;’ e o ;;,
regions at each corner. Scanning A D e o

..........

vertically from the image’s corner, to ety

the center of the image, looking for a
20x20 black square. Figure 20 shows : o ,;’\. L
the regions. In 300 dpi scans, the size ST IILL R
of the edge identifier marks is

Figure 20 Regions where the program
usually 30x30 pixels but in this case looks for edge identifier marks
more precision was not needed;
additionally, images could be rotated, and choosing a smaller size (20x20) helped
to increase the chance of finding the corner marks. After finding the corners, the

program was able to scale the designed template (or rotate it if necessary) to

match and fit the boundaries of the scanned image.
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Original Template Scale/Rotate the Template The scanned form

Figure 21 Preparing the template and applying it to the scanned image

After matching the edge identifiers of the scanned image to the form template, all
the fields in the template were matched to their proper places on the scanned
image and the program was then ready to extract the images from the scanned

form. Figure 21 illustrates this process.

3.10 Extracting images of fields

All of the images extracted from their respective forms were saved to the same
data set. The data set to which an image belonged, along with additional
information of each individual image, were inserted as a record into a Microsoft®
Access™ database. The record included path to the image file relative to the base
folder, a tagged label, the number of characters in the image, the number of
words in the image, the type of content (numerical, date, legal amount or letter),
etc. By querying this information, future researchers will easily find the proper
set of images that they would like to research. Samples of the records in this

database are presented in Appendix D.

To save the images, a directory structure was designed with a file naming

convention. The naming convention gave each image a unique filename. The
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uniqueness of each filename enables a researchers to copy all the images into one
folder, if they desire so. The naming convention and the directory structure of

the databases are described in Appendix C.

3.11 Segmentation

After extracting the images of the

fields, a segmentation algorithm was ‘J q a fq “

run on images of the numerical strings,

Figure 22 Segmentation of a
and on Farsi letters, to extract images numerical string

of isolated digits, and letters. The
segmentation algorithm as shown in

Figure 22 used vertical white spaces to separate the characters.

3.12 Normalizing the number of isolated digits

Because separating all of the digits was not possible (due to connectivity), writers
did not participate equally in the database for each digit. For this reason, the
number of digits extracted for each digit varies from 1890 to 2322. Therefore, for
normalize the database of isolated digits we decided to include only 1800
samples per digit (1100 samples in the Training Set, 200 samples in the Verifying
Set, and 500 samples in the Testing Set) in the database. In doing so, some of the
digits that were written by those writers that had the most participation were
randomly removed. This was only done on the isolated digits database. The
algorithm used is shown in Figure 23. In this algorithm, every time a digit is
removed, a different writer would be the most participating writer. This

procedure was executed for each digit in each data set separately.
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Reached the

designated
count?

Include all
the images

Finished

v

Determine the most
participating writer

A 4

Randomly delete one
image from the
determined writer

Figure 23 Algorithm of normalizing the writer participation for each digit

3.13 Labeling / Verification

Each field had already been labeled in the template designed for the forms except
for two free fields (one was the date field in Form 1, and the other one was the
free legal amount in Form 2); therefore, the program was able to automatically
label the images at the time of extracting them. Correspondingly, all of the
images extracted by segmenting the fields, were automatically labeled. The two
free fields were manually labeled. After labeling images, images in all databases

were manually verified to ensure correct labeling.

3.14 Statistics

The statistics of the databases including the total number of images, the number

of classes, and the number of images in each data set are shown in Table 6.

Table 6  Statistics of the Farsi databases
Training |Verifying| Testing
Database Total Classes Set St Set
Writers | 175 105 20 50
Farsi Isolated Digits 18000 | 10 11000 2000 5000
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Training |Verifying| Testing
Database Total | Classes Set Set Set
Writers 175 105 20 | 50
Farsi Isolated Letters 11900 34 7140 1360 3400
Farsi Numerical Strings | 7350 42 4410 840 2100
Farsi Dates 175 175 105 20 50
English Digits 3500 10 2100 400 1000
Words 7875 45 4725 900 2250
Legal
Amounts
Test Strings 700 169 420 80 200

In the next chapter we will describe the recognition system we

recognizing isolated digits.

created for
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CHAPTER 4

Recognition of Farsi Digits

In order to show the applications and the usefulness of our databases, we
conducted some recognition experiments on our handwritten isolated Farsi
digits. This experiment consisted of designing the features used for describing

the digits, and then using Support Vector Machines (SVM) to recognize them.

4.1 Feature Extraction

For our recognition system we used the features presented in [12]. In total, eight
features were extracted for each image as follows:

e Outer profiles from four directions (four features).

» Horizontal and vertical crossing counts (two features).

¢ Horizontal and vertical projected histograms (two features).
Each feature, after extraction, was normalized into an 8-dimensional vector, and
then the combination of all these vectors created a 64-dimensional feature vector

for any particular image.

For resampling each feature into an 8-member array, we used a simple linear
interpolation for up-sampling and an averaging for down-sampling the feature

arrays when necessary. This normalization procedure made the features
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invariant to the image stretch in the orientation of the features [21]. In the

following sections, details of each feature will be described.

4.2 Outer profiles

-

7

Figure 24 Outer profiles of a sample of Farsi digit “3” from four directions

The outer profile of an image in the left direction can be extracted by scanning
the entire image from top to bottom (y-coordinate), and for each row, the first
non-empty pixel is located (from the left), and the x-coordinate of the pixel is
placed into an array which will then give us the left outer profiles. For extracting
outer profiles in the other directions, we rotate the image by 90 degrees, three
times, and repeat the same operation again each time. This will give us four outer
profiles [21]. Figure 24 shows the outer profiles for a sample of the Farsi

digit “3”.
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In order to make the outer profile feature invariant to the image stretch in the
orientation that is perpendicular to the orientation of the profile, each member of
the profile vectors was divided by the length of the image in the direction

perpendicular to the orientation of the profile.

Figure 25 shows the reconstruction of samples of the Farsi digits “0” to “9” using
their outer profiles. From this figure, it is obvious that the outer profile features
can represent most of the shape information for the samples; however, they
represent mostly the outer shape of the images only, and the inner shapes may
be neglected. To consider the inner shape of the images, two complementary
features were added to the set of features: crossing counts and projection

histograms.

WIYQA7ZVAT
\INirlal”vIAIA
\IVIYIAIY L/ TN\

Figure 25 Reconstructing digit images using the extracted outer profiles.
The top, middle and bottom rows consist of the original digits, their
reconstruction using left and right outer profiles, and their reconstruction
using up and down profiles respectively.

o
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4.3 Crossing Counts

Crossing count features can be extracted
horizontally and vertically. The
horizontal crossing count is formed by

finding the number of connected black

|
|

segments in each column of the image
and putting them into an array, which

we call a horizontal crossing count

vector. This vector is resampled later to v

form a vector of size 8 as described in  Figure 26 Samples of the crossing

count features from two

Section 4.1. The wvertical vector is ) : e g s sy
orientations for Farsi digit “3

extracted in the same way, after rotating
the image by 90 degrees. Figure 26 shows examples of the crossing count features

for a sample of handwritten Farsi digit “3” (before resampling).

4.4 Projection Histogram

Projection histograms can also be

extracted horizontally and vertically. To

extract the horizontal projection

histogram of an image, the number of >
black pixels in each column of the

image is put into an array which is

called the horizontal histogram vector, v

and then the array gets resampled to a Figure 27 Samples of the projection

vector of size 8 as described before. The histogram feature

vertical projection histogram feature vector can be extracted by rotating the

image bv 90 deerees and applying the same algorithm to the rotated image.
ge by g pplying g 24
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Projection histogram vectors are also divided by the average value of the vector.

This ensures that the extracted features are invariant to the stretch in the

orientation that is perpendicular to the orientation of the histogram, and also to

the pen thickness. Figure 27 shows projection histograms extracted from a

sample of the handwritten Farsi digit “3” and Table 7 shows all the 8 features

(before resampling) for 10 samples of the handwritten Farsi digits “0” to “9.”

Table 7 Features extracted for samples of Farsi digits

Outer Profiles Crossing P.rO]ectmn
Counts Histograms
Digit Left l Down l Right l Up Vert. l Horiz. | Vert. | Horiz.
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4.5 C(lassification

Support Vector Machines (SVMs) [22] were used for classification [22]and are
briefly described in Appendix F. LIBSVM software [23], an implementation of a
multi-class SVM classifier, was used for classification. Before testing the classifier
on the Testing Set, the SVM kernel, and value of each kernel parameter had to be
determined. In order to get the best results, the experiment was repeated using

these two popular SVM kernels:

e Polynomial Kernel

¢ Radial Basis Function (RBF) Kernel

There is no written rule for determining the best values of kernel parameters and
they are usually determined by assigning different values to them, and then
deciding which values to use, based on the classifier output. Therefore, for each
parameter of the kernel, we defined a set with 10 or more values. Using each of
the values in the set, one by one, the classifier was trained by the Training Set,
and then recognition rate was calculated using the Verifying Set. The parameter
values that generated the best recognition rate on the Verifying Set were selected
as the best values for the target kernel. Table 8 shows the set of values that we

examined, and the best chosen value for each kernel parameter.
The Verifying Set as already described in Section 3.6 is used here only for tuning

the classifier. This enables us to simulate a real-world situation by later testing

the classifier on the Testing Set, which contains unseen data.
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Table8 Parameter ranges used for tuning SVM kernels

Kernel Parameter Set of Values Best
Value
C { in | ne IN, io = 1, in < 101, in+1 = in + 10 } 1
Polynomial y {in |[n €IN,ip=0.05,1,<1.05ip+1=1,+0.05}| 0.35
Degree {in |[nelN,ig=1,i<4,ips1=1,+1} 3
C { 2 | ne IN, iO = -5, in < 15, ill+1 = in +0.5 } 235
RBF
y {2" | nelN,ip=-14,iy <0, iy+1=1, + 0.5} 2-45

4.6 Adjusting the classifier for digit Zero (“0”)

The character zero has special characteristics that have been described in Section
2.4. The most important quality of this digit is its height as described before,
which is about one fifth of other digits. This quality has a special effect on the
probabilities that the SVM classifier calculates for images of Zero. The small size
of the images makes it hard for the recognizer to distinguish Zeros from other
images, and therefore, as experienced on the Training and Verifying Sets, the
probabilities that are generated are very low when it is predicted correctly, and it
is high when it is not predicted correctly. Although this might not affect the

recognition process normally, it adds difficulty to the rejection methods.

To correct this behavior, we added two steps to our classification process: height
classifier, and probability adjustor. Height classifier is added right before
involving SVM classifier and it simply classifies the input image as Zero if its
height is less than 20 pixels. The value of 20 was extracted by finding out the

minimum height of all the images other than Zero in the Training Set and
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Verifying Set. The probability adjustor is the step added after the SVM classifier
generates probabilities of all the classes for the input image. In this step, if the
class with the highest probability is Zero, the probability is adjusted using this
formula: p=p+sgn(p-0.4)x04 where sgn(x)= lxl/x,x #0. This is a simple
formula that pulls up the low values, and pushes down the high values of
probability in order to correct the behavior of the SVM classifier. Figure 28 shows

the entire classification process.

( The Input Image )

Height Classifier
) 4
. . Yes
Height < 20 pixels?
No
v
SVM Classifier
l Probability Adjustor for digit Zero
) Set the probability of

class Zero equal to 1 ¢

v

@ort the class with the maximum probabi@

Figure 28 The classification process
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4.7 Results before applying the rejection

Table 9 shows the overall results of our experiment on the Testing Set. As
presented in this table, the best recognition rate achieved was 97.36%, and the

training error was 0.69%.

Table9 The overall results of the experiment
Support Recognition Training
SVM Kernel Vectors Rate Error
Polynomial 1497 96.68 % 0.09%
RBF 1301 97.36% 0.69%

The features that we used for our recognition system are partly similar to those
used in [12] and [17] (but the classification process is completely different); so,
we tried to compare our results with the works mentioned in Table 10. It should
be noted that the comparison is not accurate because the database used by each
research was different. This practically supports the idea of creating a common

database to be made available to researchers.

Table 10 Comparison of our results with other works

Our Results of Results of

Results [12] [17]
Training Set (# of samples) 11000 4500 7390
Verifying Set (# of samples) 2000 - -
Testing Set (# of samples) 5000 3600 3035
Number of Support Vectors 1301 629 -
Training Error 0.69% 0.00% 0.24%
Recognition Rate 97.36% 99.44% 94.14%
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Some typical examples of errors are shown in Table 11. The confusion matrices of
the experiment are shown in Tables 14, 15, and 16. From these matrices it is easy

to say that most misclassifications occur when the shape of the digits are close.

Like 2 and 3, 0 and 5, or 6 and 9.

Table 11 Typical examples of misclassifications

Digit Classified Correctly Misclassified
Predicted As Samples
1 '
0 o o 5 &
9
1 \ \ 0
3 YI d 2
2
s i
6
WS

o [ P Knja| M|~

N7 e N oA~ Yo
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4.8 Rejection Strategy

In practice, other criteria than minimum classification error can be important.
These criteria include the use of class dependent misclassification costs and
Neyman-Pearson style classification [24]. The use of a reject class can help to
reduce the misclassification rate in tasks where exceptional handling, for
instance, by a human expert, of particularly ambiguous cases is feasible. The
decision to reject a pattern x and to handle it separately can be based on its
probability to be misclassified which for the Bayes rule is g(x) = 1-max j-1,..c gj(x),
where ¢ is number of classes, and gj(x) is the posteriori probability of class j given
the input pattern x. The highest misclassification probability occurs when the
posterior probabilities gj(x) are equal and then &(x) = 1 - 1/c. Consequently, a

rejection threshold 0 < #<1 - 1/c can be selected, and x rejected if & (x) >6.

Table 12 Rejection thresholds of each class

Class Rejection Threshold (6)

0.40
0.56
0.64
0.62
0.66
0.00
0.68
0.46
0.38
0.50

o

Nele d NEEe N KO RIT- N ROAR | \O ) R

For selecting a rejection threshold for each class, we conducted an experiment. In
this experiment, the threshold of each class was set from 0.01 to 0.9 with steps of

0.02, and for each step, the rates of recognition, error, and rejection were
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recorded in a table. Then from the table, the least threshold that gave the best
result (the rejection rate <= 3%, and the error rate <= 1%) was selected for each
class except zero. The threshold for Zero was set to 0.4 that is the factor by which
the probability calculated by the classifier adjusted (described in Section 4.6).
Table 12 presents the selected values of @ for each class of isolated digits.

In Appendix G, the details of the table constructed for rejections and the
diagrams of the relation of rejection rate to error rate for each class are all

presented. Results after applying the rejection strategy are shown in the Table 13.

Table 13 Results of the classification before and after applying rejections

using RBF kernel
Recognition Rejection Error
Rate
Without Rejection 97.36% - 2.64%
With Rejections 95.60% 2.94% 1.46%

4.9 Discussion

Tables 14, 15, and 16 show the confusion matrices of Testing, Training, and
Verifying Sets respectively. These results are shown before and after applying

rejections. Each row in these tables shows how an isolated digit was classified.

In these confusion matrices, we see that the rejection method helped to decrease
the error rate; however, in some cases still a lot of misclassifications can be seen.
While reviewing the misclassified samples that could not be rejected (samples
are included in Table 11), one can see that the inability to recognize or reject the
samples depends on how the sample’s shape is similar to the digit it is
recognized as. For example (0, 1), (6, 9), and (2, 3, 4) are the classes with the most
misclassifications.
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Table 14 Confusion matrix of the Testing Set using Radial kernel

E . . Classification
3 0 oprtea e 3004 0B 6T 8 9
o |BR*| 489 | 4 1 2 2 1 1
AR%™ 488 | 2 1 1
, |BR |17 [ara| 2 2 3
AR 14 469
, |BR 1 | 490 | 3 5 1
AR 1 463 1 5
5 |BR 15 | 474 | 9
AR 9 451 | 4 1
4 |BR 4 3 | 492 1
AR 1 2 485 1
s |[BR | 8 492
AR 7 492
¢ |BR | 4 2 5 1 4 2 | 412 10
AR 4 2 1 1 . 450 8
- |BR 1 499
AR 1 498
g |BR 1 499
AR | 498 |
9 BR 10 3 487
AR 2 3 486
* BR: Before Rejection, ** AR: After Rejection
Table 15 Confusion matrix of the Training Set using Radial kernel
F e __ Classification o
3 o 1 2 . P i [z { - 5
0 BR* | 1074 17 6 1 2
AR™ 1071 16 4 2
1 |BR 16 | 1080 2 2
AR 9] 1078 1 2
, |BR -
AR
BR
> AR
BR
4 AR
BR 9
> AR 8
¢ |BR 1 1098 1
AR 1 1091
- |BR 1100
AR 1100
g |BR 1100
AR 1100
9 BR 4 3 1093
AR 4 1 1093

* BR: Before Rejection, ** AR: After Rejection
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Table 16 Confusion matrix of the Verifying Set using Radial kernel

E’ ! . _ Classification _
S {2 | 3 4 5 | 6 b7 | 8 |9
1 1 3
0 1 5
1 1
5 194 2 3
182 1 2
3 10| 183 6 1
31 179 4 4
4 3 98 1
i 19‘ 1
;0
’ 199
6 9 188 1
8 182 1
7 1 1] 197
197
1 199
8
198
9 1 1 5 193
2 189

* BR: Before Rejection, ** AR: After Rejection

Figure 29 shows all the samples that are misclassified in the Testing Set. Below
each sample, the label of the image, and what the sample is recognized as are
shown respectively. For example 6~9 means that the image is a sample of the
digit 6, but recognized as 9. In this figure the samples that are rejected in the
rejection process, are tagged with gray. It can be noticed in these images that
most of them share qualities of the class they are in, and the class they have been
recognized as which sometimes causes even a human to make the same mistake.
Because we use statistical features, some of the structural properties of the image
are lost. Therefore, perhaps adding some structural features will help

recognizing those images.
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Figure 29 All the samples that are misclassified in the Testing Set. The

samples in gray are rejected in the rejection process. Under each image, the
first digit is the label of the sample, and the second digit is the prediction.
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CHAPTER 5

Conclusion and Future Work

The major contribution of this work is the design and development of six new
standard databases, consisting of handwritten Farsi numerical strings, isolated
digits, isolated letters, legal amounts, dates, and a small set of English digits
which may serve as a basis for future research in offline Farsi handwritten
recognition. Creation of these databases is an important step towards
standardization of the research on Farsi OCR, since comparing the results of a
research with results of other works on the same database is an important part of

the development and the evaluation of a method.

All of the produced databases contain both binary and grayscale versions of the
images, allowing for future experimentation and comparison with both grayscale

and binary preprocessing and recognition techniques.

The produced databases can be adopted easily for use in research or different
applications including form processing, postal code recognition, car plate
recognition, bank-cheques processing, OCR applications used in Personal Digital

Assistants (PDA), and many more.

49



These databases are available to the research community upon request to the
Center of Pattern Recognition and Machine Intelligence (CENPARMI) of

Concordia University (http:/ /www.cenparmi.concordia.ca).

In the future, more databases may be added to our set such as:
e Words and sub-words.
e Sentences and Texts.
e Real bank-cheques samples.
e Addresses and Postal codes.

¢ Real samples of addresses on mailing envelopes.

In this work, also, a recognition system was developed to recognize isolated Farsi
digits. The isolated digits database that had been produced was used for
training, adjustment, and testing of this system. This system used an SVM
classifier with both Polynomial and RBF kernels and the best result was gotten
using RBF kernel which produced a recognition rate of 97.36%. To improve the
errors of the classifier a rejection strategy was developed that could bring down

the error rate by 1.18%.

Our recognition system can be enhanced in the future by applying clustering
techniques. This is especially important since some of the isolated digits in Farsi
can be written in totally different styles. Another possible enhancement would be
extracting some extra features and adding them to our set of features. These new

features should be used to illustrate differences between misclassified digits.

We are also planning to conduct experiments on other databases introduced in

this work.
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Appendix A

A.1 Form 1 - Numbers, Letters, and Dates

List of fields in the data entry

forms

Field No. Data Entry Field English Equivalent
0001 Free Date Field -
0002 - VYYYOFVAQ 0123456789
0003 AAVFOFYYN - 9876543210
0004 AY/V 82.7
0005 a/a¥ 5.94
0006 0123456789 0123456789
0007 4953710628 4953710628
0008 e 60
0009 \Y 12
0010 va 29
0011 Yo 45
0012 Yv 37
0013 \A 71
0014 \ld 26
0015 AY 83
0016 QA 58
0017 A- 90
0018 AF 86
0019 ¥¥ 44
0020 YA 28
0021 YO 625
0022 AQY 853
0023 AR 0100
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Field No. Data Entry Field English Equivalent
0024 AR 861
0025 ¥ . 940
0026 YNy 3012
0027 A-Y 802
0028 VYo 745
0029 VYD 7135
0030 FY-Y 6203
0031 VAYA 1839
0032 DOAF 5586
0033 AV 9007
0034 Y/¥YY 4.432
0035 VAR 71000
0036 YYA« - 328000
0037 ¥F. .0V 4600520
0038 VOANAF 758196
0039 \YVASY 127963
0040 ARREREE 1000000
0041 < FAAYY 068943
0042 ¥ayvay 493794
0043 £O-4V\ 650971
0044 YFOYAY 365497
0045 A YVFY 812763
0046 ool Sadadgpbmlo ]
0047 SouedgdaSEsGgernsbs! -
0048 cSosddguealsdedb g -
0049 trotbsondeslegoesrSoal -
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A.2 Form 2 - Legal amounts

Field No. Data Entry Field English Equivalent
0050 S Yek (One)
0051 99 Do (Two)
0052 deu She (Three)
0053 BIVEN Chahaar (Four)
0054 ] Panj (Five)
0055 R Shesh (Six)
0056 LYY Haft (Seven)
0057 e Hasht (Eight)
0058 < Noh (Nine)
0059 6 Dah (Ten)
0060 85l Yaazdah (Eleven)
0061 833 99 Davaazdah (Twelve)
0062 83 s Sizdah (Thirteen)
0063 saslen Chahaardah (Fourteen)
0064 su by Paanzdah (Fifteen)
0065 a0 3l Shaanzdah (Sixteen)
0066 444 Hefdah (Seventeen)
0067 N Hejdah (Eighteen)
0068 8359 Noozdah (Nineteen)
0069 ity Beest (Twenty)
0070 W See (Thirty)
0071 YEN Chehel (Forty)
0072 slay Panjaah (Fifty)
0073 Sy Shasst (Sixty)
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Field No. Data Entry Field English Equivalent
0074 sBaa Haftad (Seventy)
0075 K - Hashtaad (Eighty)
0076 RS Navad (Ninety)

0077 o Sad (Hundred)
0078 Sy Yeksad (One hundred)
0079 S 9 Deveesst (Two hundred)
0080 N Seesad (Three hundred)
0081 KVS\VEN Shahaarsad (Four hundred0
0082 sy Paansad (Five hundred)
0083 iy Sheshsad (Six hundred)
0084 aiin Haftsad (Seven hundred)
0085 el A Hashtsad (Eight hundred)
0086 dags Nohsad (Nine hundred)
0087 ola Hezaar (Thousand)
0088 IS Yekhezaar (One thousand)
0089 Orsabio Million (Million)
0090 3 obbe Milliard (Billion)
0091 Jbo Rial (Rial)
0092 Ol s Toumaan (Toumaan)
0093 ala Tamaan (Over)
0094 Jule Moadel (Equal to)
Seesad o shasst hezaar rial
0095 Jbo LI cuad 5 sas (Three hundred and sixty
thousand rials)
e | 2oy | LS O R

**J *:!

(Five hundred and thirty three

million and seven hundred and six)
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Field No. Data Entry Field English Equivalent
Yeksad o chehel toumaan
LS e o ] < tamaam
0097 P osr oS " (One hundred and Forty touman
over)
0098 Free Legal amount -
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Appendix B

B.1 Farsi Letters

List of Farsi letters, digits, and

the decimal point

Farsi Letters and their different styles Name English
Isolated | Terminator | Middle Starter Equivalent
| L X | alef a, aa
T(hH { x i a aa, u
o - - 2 be n
< < 2 2 pe P
) ol 3 3 te t
& & 5 3 se s
d & > > jim j
z z EX EY che ch
C - a a he h
c . A A khe kh
3 3 x x dal d
3 3 x x zal z
2 J x x re r
B B X X ze z
3 5 x X zhe zh
o g — s sin s
o o < - shin sh
ue U s w sad s
o o s 5 zad z
L L L L ta t
L L L L za z
& & 2 < ‘ain a,a'
¢ & 2 < ghain gh
. <3 3 3 feh f
R ) . . ghaf gh
3 3 3
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Farsi Letters and their different styles English
Isolated | Terminator | Middle Starter Name Equivalent
S S < S kaf k
< < R < oaf g
J J J J lam 1
¢ 2 = = mim m
O O 3 3 nun n
K) K X X vav \
s 4 4 A he
& 0 2 2 ye y
B.2 Farsi Digits
Farsi Digit Name E(I;;%I:j?nt
sefr 0
\ yek 1
Y do 2
\ se 3
¥ chahar 4
A panj 5
F shesh 6
\% haft 7
A hasht 8
4 noh 9
B.3 Farsi Decimal Point
The Decimal Point Farsi Name English Name E En.gliih
quivalent
/ momayez Decimal Point
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Appendix C  Physical Structure of the

Image Databases

C.1 File Name Convention

Each image file name consists of 5 sections:

Section 1:

Section 2:

Section 3:

0002_00001_04.PNG
1 2 3 4

Four digits which identify the field number related to this. Preceding
zeros are used where length of the number is smaller than 4 digits.
Fields are numbered from the top right of the form to the bottom left,
starting from 0001 and numbers in the second form continue from the
numbers in the first form. If a file contains the full image of a form, this

section will be identified with four zeros: “0000”.

Five digits identifying the scanned form related to this image. This
number can be used as an identifier for the writer of the handwritten
image. Preceding zeros are used where length of the number is smaller
than 5 digits. This section is separated from the previous section by an

underscore character (“_").

A “00” means that the file contains an image of a whole field (or a
whole form if section 2 is “0000”); however, it can be “01”, “02” or
upper, if the file contains an image of only one character, and it means

that this image was extracted from the original image of the field by
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segmentation. Characters are numbered from left to right during the

segmentation process.

vV aANALU
I

00 for the whole field 01 02 03 04 05 06

Figure 30Naming convention for the segmented images

The proposed naming convention gives each image a unique filename
throughout all the databases. As a result, all of the images can be

copied into one folder without being overwritten.

This section is separated from the previous section by an underscore

character (“_").

Section 4: “.PNG” is used at all times (which is the standard filename extension

for the databases).

C.2 Directory Structure

The physical directory structure of the databases is shown in 0.
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Base Directory\Image Type\Data Set\Folder\Filename.PNG

A

The Database Root Filename of the

image which can be
gotten from IDB

Type of the image:
Grayscale | Binary

The Data Set: Folder of the image
Training | Testing | Verifying

The combination of Data Set and Folder is called the Path and
can be found in the “Path” field of the table “ All” in the IDB

Example
l :D v
C:\Lotra\Binary\Training\G 3\0002 00056 10.PNG

Figure 31 The Directory Structure of the Databases

The expressions used in Figure 31 are described below:
e The Database Root is the path to the folder where the database is installed
(e.g. C:\Farshid).
e IDB stands for “Information Database” and is our database for
information related to every image and is stored as a Microsoft® Access ™

file format. More information is described in Section 3.5 and Appendix D.
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Appendix D  The Structure of the

Information Database (IDB)

Here, the structure of our Information Database (IDB) is presented, which is

stored as a Microsoft® Access ™ file. For more information, refer to Section 3.5. In

the following section, the tables in the IDB are described and the fields in each of

them are listed with their data type and purpose.

D.1 Description of the tables and their structure

[FIELDS]
Information about fields in the data entry forms.
Field Name Field Description
Type
The label of the field. If left empty, means it is a
Label Text(30) free field and should be labeled manually.
Database Text(5) | The code of the database that the field belongs to.
Field Text(4) The field .number. This number related the field
to the designed template.
FormID Number | The ID of the form From the [Forms] table.
[SETS]
Information about the data sets.
Field Name Field Description
Type
The data set code which is used to identify the
oet Text(1) data set in other tables.
SetFolder Text(50) | The folder of this set relative to the database root.
Description Memo | Description of the set.
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[ALL]

Information about every individual image in the databases.

Field Name Fleld Description
Type

Filename Text(21) The unique fllenamfe which identifies the image
including the extension

Scan Text(5) | Page scan number. Logically identifies the writer.
Field number within the page (from top left side

Field Text(4) | of the form). '00" if this record contains the whole
page.
Character number within a field (from left to

Char Text(2) | right). '00' if this record contains the whole field
or the whole page.
The path to the file including the ending slash. It

Path Text(50) | is relational to the base path. To obtain the full
path: Base Path + Path + Filename
Defines the character(s) which are contained in

Label Text(30) the image of the file. Empty if Type=F

NChars Number Length of the image in _terms of characters
excluding spaces, -1 if Type = F.

NWords Number Length of th_e image in ter.ms of words. Valid only
when Type =S, -1 otherwise.

Overlapped | Boolean Specifies if the image contains at least one pair of
overlapped sub sections

Disconnected | Boolean Spec1f1es if the image contains one or more
disconnected character.

Connected Boolean Specifies if the image contains at least one pair of
connected characters.

Database Text(5) ;l"ohe code of the database that the image belongs

Set Text(1) | The set code from the [Sets] table.
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[DATABASES]
Information about the databases

Field Name Field Description
Type
Database Text(5) | This is the Database code.
Determines if images in this database
IsOneCharacter Boolean | contain only one character. Like isolated

digits database.

UniqueLabelPerFolder | Boolean

Determines if all the images have the
same label or not. Free fields do not
have the same label.

Description

Memo

Description of the database is saved
here.

D.2 Samples of the records in the “All” table

l ; ~ Sample gae records in the talil_,g__[.gl.h]i‘

2 lal g

Filename § § g Path Label § § “:;é &

Zla

0002_00001_02.PNG  [00001]0002]02|Verifying \G_1 [ 1 [1]|c]|vV
0002_00001_03.PNG  |00001J0002]03|Verifying\G_2 |2 1 [1]|c]|vV
0003_00001_01.PNG  |00001f000301|Verifying \G_9 o 1 [1]c]|vVv
0003_00001_02.PNG  |00001]0003]02|Verifying\G_8 |8 1 [1]Gc]|vV
0041_00029_00.PNG  |00029J0041]00 [Testing\N_068943J068943 | 6 J1 [N | T
0041_00029_01.PNG  00029]0041]01 |Testing\G_0 [0 1 |1]G]|T
0041_00029_02.PNG  [00029]0041]02 [Testing\G_6 l6 1 11]G|T
0024_00076_00.PNG  [00076]0024]00]Training\N_861  [861 3 |[1IN]R
0024_00076_01.PNG  [00076[0024]01[TrainingG_8 |8 1 [1]G[|R
0024_00076_02.PNG  |o0o76]o024]02|TrainingG_6 |6 1 [1]G]R
0024_00076_03.PNG  [00076]0024]03[Training\G_1 1 1 [1]G|R
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D.3 Useful queries

These are some SQL examples that shows how easily researchers can extract

useful information about the images:

Numbers with 2 digits:

SELECT * FROM [ALL] WHERE [DATABASE]="”G” AND NCHARS=2
Numbers written by a specified writer:

SELECT * FROM [ALL] WHERE [DATABASE]="G” AND
[SCAN]="00076"

All the digits in the Training Set:

SELECT * FROM [ALL] WHERE [DATABASE]="”G” AND [SET]="R”
Farsi letters in the Testing Set:

SELECT * FROM [ALL] WHERE ([DATABASE]="C” AND [SET]="T”
Verifying Set for the letter “_":

SELECT * FROM [ALL] WHERE [SET] = ”V” AND [LABEL]="."

67



Appendix E  Samples of the Database
E.1 Samples of the fields in Form 1
Label Sample Label Sample
Date VWA Y YA 0123456789 |~ \ Y Y etativ KA
9876543210 | AAV ¥ ate X ) 82.7 AS/V
5.94 osa% 01(;?;;?165}759 012345678358
Ty [l »-
12 W 29 Ya
45 \f 37 \1's
71 Vi 14 s
83 At 58 AA
90 q. 86 ng
44 te 28 YA
625 “Xa 853 (N
0100 olee 861 X
940 A¢ 3012 v X
802 AX 745 VAT
7135 ALY 6203 “Xa R
1839 T\g! 5586 S6AY
9007 ALY 4432 AN
71000 W — 328000 CXnem
4600520 Tlwnt 758196 Van\aL
127963 WvARY 1000000 N
068943 Ay 493794 ¥avy ag
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Label Sample Label Sample
650971 706V 365497 Ty atay
812763 Ayl

Label Sample

Y A T YT T I T T

v s Lo LT T oo e by oo

Sogedgdalia Bt sl

;= ST d ,/L_B(}Qz,u;a‘;él

t‘SJ‘:‘CJJCuéa‘tSJ°JBU:‘\‘

2, o0t tsd e ¥ E

feotbowmdedrguesSel

ero b s G EP0 T &E o I v oo

T

E.2 Samples of fields in Form 2

Field No. Label Sample
0050 < vy
0051 9 2
0052 s as
0053 BIVEN jyes
0054 o | .
0055 O e
0056 R N
0057 Colen NV
0058 < &
0059 83 o
0060 sa5ky 255\
0061 ENBIEY o>
0062 83 i o1
0063 NRIFEN o, bz
0064 83 »ly 23\
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Field No. Label Sample
0065 | saxli 25 \%
0066 8448 > s>
0067 sdaa s art
0068 885 9 e
0069 I Qe
0070 s =~
0071 Jea N
0072 slay N
0073 Cady Cas
0074 sBaa >
0075 SBia Sl
0076 493 »
0077 KVD v
0078 LSy VAN
0079 Caass 53 s
0080 KUV poar
0081 KV VEN O
0082 il sl
0083 Ladil JURLRS
0084 Laiia sl
0085 Ll N2
0086 dag it
0087 BIBY e
0088 | LIS . /,1:/

70



Field No. Label Sample
0089 Osalie () o
0090 aobbie >, L
0091 Jbo J
0092 Ole s CHes
0093 als -
0094 Jolas (o

\1\1\(\\'\\
« tFvetCexry
S S ol T VR S o A
AR S G S
A8 DA IDY o
Sy sl ¥y Taiat
vy Vv Ve vy« V
AAL s AL A N
=4 Yafaf g
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E.4 Samples of isolated Farsi letters

5 3 B
s /7 2 1 o)

2

2

J

o’
o ¢ <
o o U7

T

T F o
s UL

3
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P
»

G-

F o wp O° P o P
bLblbbbivysb
Yssbbybivb
¢t e &L s &
EiEL Ll w

B\ s s s
OOV 3G G U8
S eSS ST ITTS
.)’_f_fug)/ e

()ddéd()d
rffrffffcf
JNENCNSNCNCENINCRY,
s 9.7 95 5 9 5 99
P b D 2> 2 o> b

O © 2 6 0 e 0 © 0 O

S s SSECag 6 u ¢
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E.5 Samples of full forms

uTT Farshfﬁ‘:fmw o o T e Gy o e S e M
- ;55‘ o f St est, & e fy (v CongResia )  Jlaias e - LU f;_.:,,{.;s’ il
Montrest 00 HIG 148 ’"'}i”i ity fLotrasoft.comy research (s o 3 ol b 3he oy o
Please do not write anvthing in this Lanady FarshidQalcor.contordid.o Ky n it Cay
s a iaied kg ke A b 1S i el Al
b Ly 2 03,8 ;x-!zuwm s TN NPN Jl) L S b ,,;\mw,t arlp s pAe S L onan i
i 5 g sl ostiid Dbt otrasoft comirenmah g ot gl
B W IPCIRCHPINIS S W SR PN S
LU S 4 ¥ Yo VXY oY f a8 Y A3 i sloi 53, 5o jee a9 A 20
By . g ! ; ;
4 9 5 3 1 6 2 8 0 1 2 3 4 5 & 7 8§ 38 aia¥ AY Y
R sy
i F E i
YA ¥ ¥ 3 QA AY Y ¢ ¥y Ty s ¥R VY $ .
¥t Ao X AR S L A ¥ TR ASY FYa
o * ~ f §
¥ i
¥t € 3.y [ VAYS gy ¥ Yira
Ve e e s YYvasy YoArRE LI YA .-
3
AYYYSY YES¥ERY FhRY LYY CFAREY
4
o P e * i 5 o o 2 Y z e b - 5 —
o ;
o= L A L R A R
R
z 5 o & z o & & J s ] % o P
E oz sz b D N T S S C O S e
-
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1455 de

Farshsd Sclimanpour
Corcordia Uni

Montreat GC HIG 1M3
Canatda

ST CHR YN IPNNPIF P ORI N g | |
D concontia.cal { fliise e - B Lo,y KS oty

hittp:/ /Lobrasoft.com/research da pb ki b (sl sy sl
Farshid@aloor.concosdiaca - Sy 250t Sy

> B b ot b 5l A

Sty n»u)i-a;*»sy.f‘--

Fajsooneuve West, 3LBR00 . <R {1
Y b

Sty

S klesh gyl i (Fo 05 s e

$ Amargin 1y 3 ppe Dojtat ey Dbl glen Yot

Sy lmr s

e sl S s 3 ST el Ljge @ 3 00 St 3000 cao Ll

ol K b st e g ol

AL ¢ gl ar g e L e S g et il dad o MSes oY S L

2,50 g a8 3 et &8 el e _ga 8 R 58 A g A by

R R e e AT T v UM DI VNS g W ER VR A SV I YRR

!

st

w3 sl o

B I g B T T L e v T
R

et Ay gles astend

2y S5 s B g ot e 8 ot

il

totrasott. comfresaarch Ly v,

P 2 RV S JURRIPRUFILIPISES RO 457961 ¢ N I

¢

&

-

JERRPES

op

S

ot 32 ‘54.

i
adt s o~
R
S N
955 o o33y
:
PRETY PRVTY 22 pha
el e =
i
vy Sy EHNY
ey e g B
g AaliA
5
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n =

Flaase g0 not weite anything in this box. W§ 5 e

e oS5 Sy e by ur g Y A3 de g8 s g RS S 1) 38 A5 aie arg bike SIS Ae b G0 S S sl ol g en S St
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Please 20 1O write Fnytting i this box.
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Appendix F An Introduction to
Support Vector Machines

The support vector machine (SVM) is a training algorithm used for learning
classification and regression rules from data and it is the classifier we used for
our recognition system. SVMs were first suggested by Vapnik in the 1960s for
classification, and have recently become an area of intense research owing to
developments in the techniques and theory coupled with extensions to
regression and density estimation. In the following sections we briefly describe

how SVM works, but detailed information can be retrieved from [22][22].

5.1 Principle of SVM

In pattern recognition, SVM tries constructing a hyperplane (generalization of a
plane in a three-dimensional space, to more than three dimensions) as a target
which separates the positive and negative patterns with the largest possible
margin. Figure 32 illustrates this in a two-dimensional environment and with
two classes.

A 2
N (ans | m=-—
‘ e

(lass 2

“oxt+b=-1

Figure 32 Illustration of large margin decision boundary in SVM
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5.2 SVM generalization

Given a Training Set of instance-label pairs (x,,y,),i=1,...,/ where x, eR"
and y, € {1,-1}', the SVMs require the solution for the following optimization
problem:
1y ’
g}}}gaw’w+C§§, )
Subject to y, (a)T¢(x, )+ b)z 1-&,E >0.

Here, training vectors x, are mapped into a higher (usually infinite) dimensional
space by the functiong . Then, SVM finds a linear separating hyperplane with the
maximal margin in this higher dimensional space. ¢ is the error, and C > 0 is the

penalty parameter of the error term. Figure 33 shows how the

mapping function ¢ works.

Input Space Feature Space

Figure 33 Illustration of the mapping function ¢in the
SVM optimization problem

5.3 The kernel function

As discussed, the mapping function ¢ maps the input space into an infinite

dimension feature space, which is difficult to calculate and costly (because it is
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high-dimensional). By defining a new function as K(x,,x,) = ¢(x,)" ¢(x,) , which is
called the kernel function we will not have to carry out ¢(.) explicitly any more.

These four basic kernels are used by researchers:

e Linear: K(x,,x,) Ex,rxj.
e Polynomial: K(x,,x,)=(x,"x, +r)*,y>0.

e Radial Basis Function (RBF): K(x,,x,)= exp(—y"x, —X j’ 2),y > 0.

e Sigmoid: K(x,,x,)= tanh(}x"ij +7).

Wherey,r and d are kernel parameters.

5.4 Multi-Class Classification with SVM

SVM is basically a two-class classifier. Researchers have tried different ways of
adopting the SVM classifier for classifying multiple classes. The most common
way is by dividing the dataset into two parts intelligently in different ways. A
separate SVM is trained for each way of division. Multi-class classification is

done by combining the output of all the SVM classifiers.

86



Appendix G = Deciding rejection threshold

For deciding the rejection threshold for each class, the threshold is set from 0 to

0.9 with steps of 0.02, and at each step, the rejection and error rates are recorded

in a table shown as Table 17. Then from this table the threshold that gives the

best result is selected for each class. To find the best result we searched for the

values that keep the error rate less than 1% unless the rejection rate goes higher

than 5%.

Table 17 Rejection and error rates for different rejection thresholds

: Verifying Set Training Set
Label . - Thisshoid Error Rejection Error Rejection
0 0.10 4.00% 0.00% 2.36% 0.00%
0 0.12 4.00% 0.00% 2.36% 0.00%
0 0.14 4.00% 0.00% 2.36% 0.00%
0 0.16 4.00% 0.00% 2.36% 0.00%
0 0.18 4.00% 0.00% 2.36% 0.00%
0 0.20 4.00% 0.00% 2.36% 0.00%
0 0.22 4.00% 0.00% 2 .36% 0.00%
0 024 4.00% 0.00% 2.36% 0.00%
0 0.26 4.00% 0.00% 2.36% 0.00%
0 0.28 4.00% 0.00% 2.36% 0.00%
0 0.30 4.00% 0.00% 2.36% 0.00%
0 0.32 4.00% 0.00% 2.36% 0.00%
0 0.34 3.50% 0.50% 2.36% 0.00%
0 0.36 3.50% 0.50% 2.36% 0.00%
0 0.38 3.50% 0.50% 2.36% 0.00%
0 0.40 3.50% 0.50% 2.36% 0.00%
0 0.42 3.50% 0.50% 2.36% 0.00%
0 0.44 3.50% 0.50% 2.36% 0.00%
0 0.46 3.00% 1.00% 2.36% 0.00%
0 0.48 2.50% 1.50% 2.36% 0.00%
0 0.50 2.50% 1.50% 2.36% 0.00%
0 0.52 2.50% 19.50% 2.18% 24.36%
0 0.54 2.00% 21.50% 2.18% 27.91%
0 0.56 2.00% 22.00% 2.18% 29.09%
0 0.58 2.00% 22.00% 2.18% 31.64%
0 0.60 2.00% 22.50% 2.00% 32.09%
0 0.62 2.00% 22.50% 2.00% 32.55%
0 0.64 1.50% 23.00% 2.00% 32.64%
0 0.66 1.50% 23.50% 1.91% 32.91%
0 0.68 1.50% 23.50% 1.82% 33.18%
o 0.70 1.00% 24.00% 1.82% 33.55%
0 0.72 1.00% 24.00% 1.82% 33.55%
0 0.74 1.00% 24.00% 1.82% 33.82%
0 0.76 1.00% 24.00% 1.64% 34.18%
0 0.78 1.00% 24.00% 1.64% 34.18%
0 0.80 1.00% 24.00% 1.45% 34.55%

Testing Set
Error Rejection
2.20% 0.00%
2.20% 0.00%
2.20% 0.00%
2.20% 0.00%
2.20% 0.00%
2.20% 0.00%
2.20% 0.00%
2.20% 0.00%
2.20% 0.00%
2.20% 0.00%
2.20% 0.00%
2.20% 0.00%
1.80% 0.40%
1.80% 0.40%
1.60% 0.60%
1.40% 0.80%
1.20% 1.00%
1.20% 1.00%
1.20% 1.00%
1.20% 1.00%
1.20% 1.00%
1.20% 24.00%
1.20% 26.00%
1.00% 26.20%
1.00% 26.60%
1.00% 27.20%
1.00% 27.40%
1.00% 27.40%
0.80% 28.00%
0.60% 29.20%
0.60% 29.20%
0.60% 29.40%
0.60% 29.40%
0.60% 29.40%
0.60% 29.80%
0.60% 29.80%
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Label Threshold Verifying Set Training Set e Testing Set

Error _ Rejection Eror  Rejection  “Eror Rejection
0 a.82 0.50% 25,00% 1.27% 35.00% 0.40% 30.00%
0 0.84 0.50% 25.00% 1.18% 35.18% 0.40% 30.20%
0 0.86 0.50% 25.50% 1.18% 35.27% 0.20% 30.80%
0 0.88 0.50% 25.50% 0.82% 35.64% 0.20% 30.80%
1 0.10 3.00% 0.00% 1.82% 0.00% 5.20% 0.00%
1 0.12 ) 3.00% 0.00% 1.82% 0.00% 5.20% 0.00%
1 0.14 - 3.00% 0.00% 1.82% 0.00% 5.20% 0.00%
1 0.16 - 3.00% 0.00% 1.82% 0.00% 5.20% 0.00%
1o 0.18 - 3.00% 0.00% 1.82% 0.00% 5.20% 0.00%
1 0.20 3.00% 0.00% 1.82% 0.00% 5.20% 0.00%
1 0,22 3.00% 0.00% - 1.82% 0.00% 5.20% 0.00%
1 0.24 3.00% 0.00% 1.82% 0.00% 5.00% 0.20%
1 0.26 3.00% 0.00% 1.82% 0.00% 5.00% 0.40%
1 0.28 3.00% 0.00% 1.82% 0.00% 5.00% 0.40%
1 0.30 3.00% 0.00% 1.82% 0.00% 4.60% 0.80%
1 0.32 3.00% 0.00% 1.82% 0.00% 4.60% 0.80%
1 0.34 2.50% 1.00% 1.82% 0.00% 4.60% 0.80%
1 0.36 2.50% 1.00% 1.82% 0.00% 4.60% 0.80%
1 0.38 2.50% 1.00% 1.82% 0.00% 4.60% 0.80%
1 0.40 2.50% 1.00% 1.82% 0.09% 4.60% 1.00%
1 0.42 2.50% 1.00% 1.82% 0.09% 4.60% 1.00%
1 0.44 2.50% 1.00% 1.82% 0.09% 4.60% 1.00%
1 0.46 2.50% 1.00% 1.82% 0.09% 4.60% 1.00%
1 0.48 2.50% 1.00% 1.82% 0.09% 4.40% 1.60%
1 0.50 2.50% 1.00% 1.82% 0.09% 4.20% 2.00%
1 0.52 2.50% 1.00% 1.73% 0.27% 4.00% 2.20%
1 0.54 2.00% 2.00% 1.64% 0.45% 3.80% 2.60%
1 0.56 2.00% 3.00% 1.64% 0.55% 3.60% 3.60%
1 0.58 1.50% 4.00% 1.64% 0.73% 3.40% 4.00%
1 0.60 1.00% 5.00% 1.64% 0.91% 3.20% 4.40%
1 0.62 1.00% 5.00% 1.64% 1.18% 3.20% 4.60%
1 0.64 1.00% 5.50% 1.64% 1.27% 3.20% 5.00%
1 0.66 1.00% 5.50% 1.64% 1.73% 2.80% 6.00%
1 0.68 1.00% 5.50% 1.64% 2.09% 2.80% 6.00%
1 0.70 1.00% 7.50% 1.64% 2.27% 2.20% 7.40%
1 0.72 1.00% 7.50% 1.45% 2.55% 2.20% 7.80%
1 0.74 1.00% 8.00% 1.45% 2.64% 2.00% 8.40%
1 0.76 1.00% 9.50% 1.36% 3.09% 1.80% 9.40%
1 0.78 1.00% 9.50% 1.27% 3.73% 1.80% 9.80%
1 0.80 1.00% 9.50% 1.18% 4.27% 1.60% 10.60%
1 0.82 1.00% 10.00% 1.09% 4.73% 1.40% 11.80%
1 0.84 1.00% 12.50% 1.09% 5.18% 1.00% 13.40%
1 0.86 1.00% 13.00% 1.00% 591% 0.80% 15.20%
1 0.88 0.50% 16.00% 0.91% 6.91% 0.80% 16.80%
2 0.10 3.00% 0.00% 0.36% 0.00% 2.00% 0.00%
2 0.12 3.00% 0.00% 0.36% 0.00% 2.00% 0.00%
2 0.14 3.00% 0.00% 0.36% 0.00% 2.00% 0.00%
2 0.16 3.00% 0.00% 0.36% 0.00% 2.00% 0.00%
2 0.18 3.00% 0.00% 0.36% 0.00% 2.00% 0.00%
2 0.20 3.00% 0.00% 0.36% 0.00% 2.00% 0.00%
2 0.22 3.00% 0.00% 0.36% 0.00% 2.00% 0.00%
2 0.24 3.00% 0.00% 0.36% 0.00% 2.00% 0.00%
2 0.28 3.00% 0.00% 0.36% 0.00% 2.00% 0.00%
2 0.28 3.00% 0.00% 0.36% 0.00% 2.00% 0.00%
2 0.30 3.00% 0.00% 0.36% 0.00% 2.00% 0.00%
2 0.32 3.00% 0.00% 0.36% 0.00% 2.00% 0.00%
2 0.34 3.00% 0.00% 0.36% 0.00% 2.00% 0.00%
2 0.36 3.00% 0.00% 0.36% 0.00% 2.00% 0.00%
2 .38 3.00% 0.00% 0.36% 0.09% 2.00% 0.00%
2 0.40 3.00% 0.00% 0.36% 0.09% 2.00% 0.00%



Verifying Set Training Set Testing Set
babel Threshon Error - Rejection Ermor Rejection Error- Rejection
2 0.42 3.00% 0.00% 0.36% 0.09% 2.00% 0.00%
2 0.44 3.00% 0.00% 0.36% 0.09% 2.00% 0.00%
2 0.46 3.00% 0.00% 0.36% 0.09% 2.00% 0.20%
2 0.48 3.00% 0.00% 0.36% 0.09% 2.00% 0.20%
2 0.50 3.00% 0.00% 0.36% 0.09% 2.00% 0.40%
2 0.52 3.00% 0.00% 0.36% 0.09% 2.00% 0.80%
2 0.54 3.00% 0.50% 0.36% 0.09% 2.00% 1.00%
2 0.56 2.50% 1.00% 0.36% 0.09% 2.00% 1.00%
2 0.58 2.50% 1.50% 0.36% 0.09% 2.00% 1.00%
2 0.60 2.50% 1.50% 0.36% 0.18% 2.00% 1.20%
2 0.62 2.50% 2.00% 0.36% 0.18% 2.00% 1.40%
2 0.64 2.00% 2.50% 0.36% 0.27% 2.00% 1.60%
2 0.66 2.00% 3.50% 0.27% 0.36% 1.80% 2.00%
2 0.68 2.00% 4.00% 0.27% 0.45% 1.60% 2.40%
2 0.70 2.00% 4.00% 0.27% 0.45% 1.40% 3.20%
2 0.72 2.00% 4.00% 0.18% 0.55% 1.20% 3.60%
2 0.74 2.00% 5.00% 0.18% 0.73% 0.80% 4.20%
2 0.76 2.00% 6.00% 0.18% 0.73% 0.80% 4.20%
2 0.78 2.00% 6.00% 0.18% 0.82% 0.80% 4.80%
2 0.80 2.00% 6.00% 0.18% 0.82% 0.80% 5.00%
2 0.82 1.50% 6.50% 0.18% 1,00% 0.80% 5.20%
2 0.84 1.00% 8.00% 0.18% 1.09% 0.80% 6.20%
2 0.86 1.00% 8.00% 0.18% 1.36% 0.40% 7.00%
2 0.88 1.00% 8.50% 0.18% 1.55% 0.40% 7.80%
3 0.10 8.50% 0.00% 0.64% 0.00% 5.20% 0.00%
3 0.12 8.50% 0.00% 0.64% 0.00% 5.20% 0.00%
3 0.14 8.50% 0.00% 0.64% 0.00% 5.20% 0.00%
3 0.16 8.50% 0.00% 0.64% 0.00% 5.20% 0.00%
3 0.18 8.50% 0.00% 0.64% 0.00% 5.20% 0.00%
3 0.20 8.50% 0.00% 0.64% 0.00% 5.20% 0.00%
3 0.22 8.50% 0.00% 0.64% 0.00% 5.20% 0.00%
3 0.24 8.50% 0.00% 0.64% 0.00% 5.20% 0.00%
3 0.26 8.50% 0.00% 0.64% 0.00% 5.20% 0.00%
3 0.28 8.50% 0.00% 0.64% 0.00% 5.20% 0.00%
3 0.30 8.50% 0.00% 0.64% 0.00% 5.20% 0.00%
3 0.32 8.50% 0.00% 0.64% 0.00% 5.20% 0.20%
3 0.34 8.00% 0.50% 0.64% 0.00% 5.20% 0.20%
3 0.36 8.00% 0.50% 0.64% 0.00% 5.20% 0.20%
3 0.38 8.00% 0.50% 0.64% 0.00% 5.20% 0.20%
3 0.40 8.00% 0.50% 0.64% 0.00% 5.00% 0.40%
3 0.42 8.00% 0.50% 0.64% 0.00% 4.80% 0.60%
3 0.44 8.00% 0.50% 0.64% 0.00% 4.80% 0.60%
3 0.46 8.00% 0.50% 0.64% 0.00% 4.80% 0.60%
3 0.48 8.00% 0.50% 0.64% 0.00% 4.80% 1.00%
3 0.50 7.50% 1.50% 0.64% 0.00% 4.60% 1.40%
3 0.52 7.50% 1.50% 0.64% 0.09% 4.20% 2.60%
3 0.54 7.50% 1.50% 0.64% 0.09% 4.20% 2.60%
3 0.56 7.50% 1.50% 0.55% 0.27% 4.20% 2.80%
3 0.58 7.50% 1.50% 0.45% 0.36% 4.20% 3.20%
3 0.60 7.50% 2.00% 0.45% 0.36% 4.00% 4.20%
3 0.62 7.00% 3.00% 0.45% 0.36% 4.00% 4.40%
3 0.64 7.00% 3.00% 0.45% 0.36% 4.00% 4.80%
3 0.66 6.50% 4.00% 0.45% 0.36% 4.00% 5.00%
3 0.68 6.00% 4.50% 0.45% 0.45% 3.80% 5.60%
3 0.70 5.50% 5.00% 0.45% 0.45% 3.40% 6.40%
3 0.72 5.50% 5.00% 0.36% 0.55% 3.40% 6.80%
3 0.74 5.00% 6.00% 0.36% 0.55% 3.20% 7.20%
3 0.76 5.00% 6.50% 0.27% 0.82% 3.00% 8.00%
3 0.78 4.50% 7.00% 0.27% 0.91% 3.00% 8.40%
3 0.80 4.50% 7.00% 0.09% 1.09% 2.80% 8.80%
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Label Threshold Verifying Set Training Set Testing Set

Error Rejection Error Rejection ~Error - - Rejection
3 0.82 4.00% 9.50% 0.08% 1.18% 2.40% 9.40%
3 0.84 3.00% 10.50% 0.09% 1.27% 2.20% 10.40%
3 0.86 3.00% 10.50% 0.09% 1.36% 2.20% 12.00%
3 0.88 2.50% 12.50% 0.08% 1.64% 1.60% 13.00%
4 0.10 2.00% 0.00% 0.09% 0.00% 1.60% 0.00%
4 0.12 2.00% 0.00% 0.09% 0.00% 1.60% 0.00%
4 0.14 2.00% 0.00% 0.09% 0.00% 1.60% 0.00%
4 0.16 2.00% 0.00% 0.09% 0.00% 1.60% 0.00%
4 0.18 2.00% 0.00% 0.09% 0.00% 1.60% 0.00%
4 0.20 2.00% 0.00% 0.09% 0.00% 1.60% 0.00%
4 0.22 2.00% 0.00% 0.09% 0.00% 1.60% 0.00%
4 0.24 2.00% 0.00% 0.09% 0.00% 1.60% 0.00%
4 0.26 2.00% 0.00% 0.09% 0.00% 1.60% 0.00%
4 0.28 2.00% 0.00% 0.09% 0.00% 1.60% 0.00%
4 0.30 2.00% 0.00% 0.09% 0.00% 1.60% 0.00%
4 0.32 2.00% 0.50% 0.09% 0.00% 1.40% 0.20%
4 0.34 2.00% 0.50% 0.09% 0.00% 1.40% 0.20%
4 0.36 2.00% 0.50% 0.09% 0.00% 1.40% 0.20%
4 0.38 2.00% 0.50% 0.09% 0.00% 1.40% 0.40%
4 0.40 2.00% 0.50% 0.09% 0.00% 1.40% 0.40%
4 042 1.50% 1.00% 0.09% 0.00% 1.40% 0.40%
4 0.44 1.50% 1.00% 0.09% 0.00% 1.40% 0.40%
4 0.46 1.50% 1.00% 0.08% 0.00% 1.40% 0.40%
4 0.48 1.50% 1.00% 0.09% 0.00% 1.20% 0.60%
4 0.50 +:50% 1.00% 0.09% 0.00% 1.20% 0.80%
4 0.52 1.50% 1.00% 0.09% 0.00% 1.20% 0.80%
4 0.54 1.50% 1.00% 0.09% 0.00% 1.20% 0.80%
4 0.56 1.50% 1.00% 0.09% 0.00% 1.20% 1.00%
4 0.58 1.50% 1.00% 0.00% 0.09% 1.20% 1.60%
4 0.60 1.50% 1.50% 0.00% 0.09% 1.20% 1.60%
4 0.62 0.50% 2.50% 0.00% 0.09% 1.20% 1.60%
4 0.64 0.50% 2.50% 0.00% 0.09% 1.00% 1.80%
4 0.66 0.00% 3.00% 0.00% 0.27% 1.00% 1.80%
4 0.68 0.00% 3.00% 0.00% 0.27% 1.00% 2.00%
4 0.70 0.00% 3.50% 0.00% 0.27% 1.00% 2.00%
4 0.72 0.00% 3.50% 0.00% 0.27% 1.00% 2.00%
4 0.74 0.00% 4.00% 0.00% 0.27% 0.80% 2.20%
4 0.76 0.00% 4.00% 0.00% 0.55% 0.80% 2.20%
4 0.78 0.00% 4.50% 0.00% 0.64% 0.80% 2.20%
4 0.80 0.00% 5.00% 0.00% 0.64% 0.80% 2.40%
4 0.82 0.00% 5.00% 0.00% 0.64% 0.80% 2.40%
4 0.84 0.00% 5.00% 0.00% 0.82% 0.80% 2.40%
4 0.86 0.00% 6.00% 0.00% 0.82% 0.80% 2.80%
4 0.88 10.00% 6.00% 0.00% 1.00% 0.60% 3.20%
5 0.10 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.12 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.14 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.16 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.18 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.20 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.22 0.00% 0.00% 0.82% 0.00% 1.80% 0.00%
5 0.24 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.26 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.28 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.30 0.00% 000%  0.82% 0.00% 1.60% 0.00%
5 0.32 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.34 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.36 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 038 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.40 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%



Verifying Set Training Set Testing Set
fabe Threshoid Error Rejection Enor Rejection Error Rejection
5 0.42 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.44 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.46 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.48 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.50 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.52 0.00% 0.00% 0.82% 0.00% 1.60% 0.00%
5 0.54 0.00% 0.50% 0.82% 0.00% 1.60% 0.00%
5 0.56 0.00% 0.50% 0.82% 0.00% 1.40% 0.20%
5 0.58 0.00% 0.50% 0.82% 0.00% 1.40% 0.20%
5 0.60 0.00% 0.50% 0.82% 0.09% 1.40% 0.20%
5 - 0.62 0.00% 0.50% 0.73% 0.27% 1.40% 0.20%
5 0.64 0.00% 0.50% 0.64% 0.45% 1.20% 0.40%
5 0.66 0.00% 0.50% 0.64% 0.45% 1.20% 0.40%
5 0.68 0.00% 0.50% 0.64% 0.45% 1.20% 0.60%
5 0.70 0.00% 0.50% 0.45% 0.64% 1.00% 1.00%
5 0.72 0.00% 0.50% 0.45% 0.64% 1.00% 1.20%
5 0.74 0.00% 0.50% 0.45% 0.73% 0.80% 1.40%
5 0.76 0.00% 1.00% 0.36% 1.00% 0.60% 1.60%
5 0.78 0.00% 1.50% 0.36% 1.00% 0.60% 1.80%
5 0.80 0.00% 1.50% 0.36% 1.00% 0.40% 2.00%
5 0.82 0.00% 1.50% 0.36% 1.00% 0.40% 2.20%
5 0.84 0.00% 1.50% 0.27% 1.18% 0.40% 2.60%
5 0.86 0.00% 1.50% 0.18% 1.36% 0.40% 3.20%
5 0.88 0.00% 2.00% 0.18% 1.36% 0.40% 4.00%
6 0.10 6.00% 0.00% 0.18% 0.00% 5.60% 0.00%
6 0.12 6.00% 0.00% 0.18% 0.00% 5.60% 0.00%
6 0.14 6.00% 0.00% 0.18% 0.00% 5.60% 0.00%
6 0.16 6.00% 0.00% 0.18% 0.00% 5.60% 0.00%
6 0.18 6.00% 0.00% 0.18% 0.00% 5.60% 0.00%
6 0.20 6.00% 0.00% 0.18% 0.00% 5.60% 0.00%
6 0.22 6.00% 0.00% 0.18% 0.00% 5.60% 0.00%
6 0.24 6.00% 0.00% 0.18% 0.00% 5.40% 0.20%
6 0.26 6.00% 0.00% 0.18% 0.00% 5.40% 0.20%
6 0.28 6.00% 0.00% 0.18% 0.00% 5.40% 0.40%
6 0.30 6.00% 0.00% 0.18% 0.00% 5.20% 0.60%
6 0.32 6.00% 0.00% 0.18% 0.00% 5.20% 0.60%
6 0.34 6.00% 0.00% 0.18% 0.00% 4.60% 1.40%
6 0.36 6.00% 0.00% 0.18% 0.00% 4.60% 1.60%
6 0.38 6.00% 0.00% 0.18% 0.00% 4.40% 1.80%
6 0.40 6.00% 0.00% 0.18% 0.00% 4.40% 2.00%
6 0.42 6.00% 0.00% 0.18% 0.00% 4.20% 2.20%
6 0.44 6.00% 0.50% 0.18% 0.00% 4.20% 2.20%
6 0.46 5.50% 1.00% 0.18% 0.00% 4.20% 2.20%
6 0.48 5.50% 1.00% 0.18% 0.00% 4.20% 2.20%
6 0.50 5.50% 1.00% 0.18% 0.00% 4.00% 2.60%
6 0.52 5.50% 1.00% 0.18% 0.00% 3.80% 2.80%
6 0.54 5.50% 1.50% 0.09% 0.09% 3.40% 3.40%
6 0.56 5.00% 2.00% 0.09% 0.09% 3.40% 3.60%
6 0.58 5.00% 2.50% 0.09% 0.09% 3.20% 4.00%
6 0.60 5.00% 2.50% 0.09% 0.18% 3.20% 4.20%
6 0.62 5.00% 2.50% 0.09% 0.18% 3.20% 4.40%
6 0.64 5.00% 2.50% 0.09% 0.18% 3.20% 4.80%
6 0.66 5.00% 2.50% 0.08% 0.18% 3.00% 5.00%
6 0.68 4.50% 3.00% 0.09% 0.18% 2.80% 5.20%
6 0.70 4.00% 3.50% 0.09% 0.18% 2.60% 5.60%
6 0.72 4.00% 3.50% 0.09% 0.18% 2.60% 5.80%
6 0.74 3.50% 4.00% 0.09% 0.45% 1.80% 6.60%
6 0.76 3.50% 4.00% 0.09% 0.64% 1.60% 7.40%
6 0.78 3.50% 4.50% 0.09% 0.64% 1.60% 7.40%
6 0.80 3.50% 5.50% 0.09% 0.64% 1.40% 7.80%
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6 0.82 3.00% 6.00% 0.08% 0.73% 1.40% 8.60%
6 0.84 3.00% 6.00% 0.09% 0.73% 1.20% 9.40%
6 086 2.50% 8.00% 0.09% 0.73% 0.80% 10.00%
6 0.88 2.50% 8.50% 0.00% 1.00% 0.80% 11.20%
7 0.10 1.50% 0.00% 0.00% 0.00% 0.20% 0.00%
7 0.12 1.50% 0.00% 0.00% 0.00% 0.20% 0.00%
7 0.14 1.50% 0.00% 0.00% 0.00% 0.20% 0.00%
7 0.16 1.50% 0.00% 0.00% 0.00% 0.20% 0.00%
7 0.18 1.50% 0.00% 0.00% 0.00% 0.20% 0.00%
7 0.20 1.50% 0.00% 0.00% 0.00% 0.20% 0.00%
7 0.22 1.50% 0.00% 0.00% 0.00% 0.20% 0.00%
7 0.24 1.50% 0.00% 0.00% 0.00% 0.20% 0.00%
7 0.26 1.50% 0.00% 0.00% 0.00% 0.20% 0.00%
7 0.28 1.50% 0.00% 0.00% 0.00% 0.20% 0.00%
7 0.30 1.50% 0.00% 0.00% 0.00% 0.20% 0.00%
7 0.32 1.50% 0.00% 0.00% 0.00% 0.20% 0.00%
7 0.34 1.50% 0.00% 0.00% 0.00% 0.20% 0.00%
7 0.36 1.50% 0.00% 0.00% 0.00% 0.20% 0.00%
7 0.38 1.00% 0.50% 0.00% 0.00% 0.20% 0.00%
7 0.40 1.00% 0.50% 0.00% 0.00% 0.20% 0.00%
7 0.42 1.00% 0.50% 0.00% 0.00% 0.20% 0.00%
7 0.44 1.00% 0.50% 0.00% 0.00% 0.20% 0.00%
7 0.46 1.00% 0.50% 0.00% 0.00% 0.20% 0.00%
7 0.48 0.50% 1.00% 0.00% 0.00% 0.20% 0.00%
7 0.50 0.50% 1.00% 0.00% 0.00% 0.20% 0.00%
7 0.52 0.00% 1.50% 0.00% 0.00% 0.20% 0.00%
7 0.54 0.00% 1.50% 0.00% 0.00% 0.00% 0.20%
7 0.56 0.00% 1.50% 0.00% 0.00% 0.00% 0.20%
7 0.58 0.00% 1.50% 0.00% 0.00% 0.00% 0.20%
7 0.60 0.00% 1.50% 0.00% 0.00% 0.00% 0.20%
7 0.62 0.00% 1.50% 0.00% 0.00% 0.00% 0.20%
7 0.64 0.00% 1.50% 0.00% 0.00% 0.00% 0.20%
7 0.66 0.00% 1.50% 0.00% 0.00% 0.00% 0.40%
7 0.68 0.00% 1.50% 0.00% 0.00% 0.00% 0.40%
7 0.70 0.00% 1.50% 0.00% 0.00% 0.00% 0.40%
7 0.72 0.00% 1.50% 0.00% 0.00% 0.00% 0.40%
7 0.74 0.00% 1.50% 0.00% 0.00% 0.00% 0.40%
7 0.76 0.00% 1.50% 0.00% 0.00% 0.00% 0.40%
7 0.78 0.00% 1.50% 0.00% 0.00% 0.00% 0.40%
7 0.80 0.00% 2.00% 0.00% 0.00% 0.00% 0.60%
7 0.82 0.00% 2.00% 0.00% 0.00% 0.00% 1.00%
7 0.84 0.00% 2.00% 0.00% 0.00% 0.00% 1.00%
7 0.86 0.00% 3.00% 0.00% 0.00% 0.00% 1.00%
7 0.88 0.00% 3.00% 0.00% 0.18% 0.00% 1.20%
8 0.10 0.50% 0.00% 0.00% 0.00% 0.20% 0.00%
8 0.12 0.50% 0.00% 0.00% 0.00% 0.20% 0.00%
8 0.14 0.50% 0.00% 0.00% 0.00% 0.20% 0.00%
8 0.16 0.50% 0.00% 0.00% 0.00% 0.20% 0.00%
8 0.18 0.50% 0.00% 0.00% 0.00% 0.20% 0.00%
8 0.20 0.50% 0.00% 0.00% 0.00% 0.20% 0.00%
8 0.22 0.50% 0.00% 0.00% 0.00% 0.20% 0.00%
8 0.24 0.50% 0.00% 0.00% 0.00% 0.20% 0.00%
8 0.26 0.50% 0.00% 0.00% 0.00% 0.00% 0.20%
8 0.28 0.50% 0.50% 0.00% 0.00% 0.00% 0.20%
8 0.30 0.50% 0.50% 0.00% 0.00% 0.00% 0.20%
8 0.32 0.50% 0.50% 0.00% 0.00% 0.00% 0.20%
8 0.34 0.50% 0.50% 0.00% 0.00% 0.00% 0.20%
8 0.36 0.50% 0.50% 0.00% 0.00% 0.00% 0.20%
8 0.38 0.00% 1.00% 0.00% 0.00% 0.00% 0.40%
8 0.40 0.00% 1.00% 0.00% 0.00% 0.00% 0.40%
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rabel Thresho}d : Error Rejection Error Rejection Error Rejection
8 0.42 0.00% 1.00% 0.00% 0.00% 0.00% 0.40%
8 0.44 0.00% 1.00% 0.00% 0.00% 0.00% 0.40%
8 0.46 0.00% 1.50% 0.00% 0.00% 0.00% 0.40%
8 0.48 0.00% 1.50% 0.00% 0.00% 0.00% 0.40%
8 0.50 0.00% 1.50% 0.00% 0.00% 0.00% 0.60%
8 0.52 0.00% 1.50% 0.00% 0.00% 0.00% 0.60%
8 054 0.00% 1.50% 0.00% 0.00% 0.00% 0.60%
8 0.56 0.00% 1.50% 0.00% 0.00% 0.00% 0.60%
8 0.58 0.00% 1.50% 0.00% 0.00% 0.00% 0.60%
8 0.60 0.00% 2.00% 0.00% 0.00% 0.00% 0.60%
8 0.62 0.00% 2.00% 0.00% 0.00% 0.00% 0.60%
8 0.64 0.00% 2.00% 0.00% 0.00% 0.00% 0.60%
8 0.66 0.00% 2.00% 0.00% 0.00% 0.00% 0.60%
8 0.68 0.00% 2.00% 0.00% 0.00% 0.00% 0.60%
8 0.70 0.00% 2.00% 0.00% 0.00% 0.00% 0.60%
8 0.72 0.00% 2.00% 0.00% 0.00% 0.00% 0.60%
8 0.74 0.00% 2.50% 0.00% 0.00% 0.00% 0.60%
8 0.76 0.00% 3.00% 0.00% 0.00% 0.00% 0.60%
8 0.78 0.00% 3.50% 0.00% 0.00% 0.00% 0.60%
8 0.80 0.00% 3.50% 0.00% 0.00% 0.00% 0.60%
8 0.82 0.00% 3.50% 0.00% 0.00% 0.00% 0.60%
8 0.84 0.00% 3.50% 0.00% 0.00% 0.00% 0.60%
8 0.86 0.00% 3.50% 0.00% 0.00% 0.00% 1.00%
8 0.88 0.00% 3.50% 0.00% 0.00% 0.00% 1.20%
9 0.10 3.50% 0.00% 0.64% 0.00% 2.60% 0.00%
9 0.12 3.50% 0.00% 0.64% 0.00% 2.60% 0.00%
9 0.14 3.50% 0.00% 0.64% 0.00% 2.60% 0.00%
9 0.16 3.50% 0.00% 0.64% 0.00% 2.60% 0.00%
9 0.18 3.50% 0.00% 0.64% 0.00% 2.60% 0.00%
9 0.20 3.50% 0.00% 0.64% 0.00% 2.60% 0.00%
9 0.22 3.50% 0.00% 0.64% 0.00% 2.60% 0.00%
9 0.24 3.50% 0.00% 0.64% 0.00% 2.60% 0.00%
9 0.26 3.50% 0.00% 0.64% 0.00% 2.60% 0.00%
9 0.28 3.50% 0.00% 0.64% 0.00% 2.60% 0.00%
9 0.30 2.50% 0.00% 0.64% 0.00% 2.60% 0.00%
9 0.32 3.50% 0.00% 0.64% 0.00% 2.60% 0.00%
9 0.34 3.50% 0.50% 0.64% 0.00% 2.60% 0.00%
9 0.36 3.50% 0.50% 0.64% 0.00% 2.60% 0.00%
9 0.38 3.00% 1.50% 0.64% 0.00% 2.60% 0.00%
9 0.40 2.50% 2.00% 0.64% 0.00% 2.60% 0.00%
9 0.42 2.50% 2.00% 0.64% 0.00% 2.60% 0.00%
9 0.44 2.00% 2.50% 0.64% 0.00% 2.60% 0.00%
g 0.46 2.00% 2.50% 0.64% 0.00% 2.60% 0.00%
9 0.48 2.00% 2.50% 0.64% 0.00% 2.60% 0.00%
9 0.50 2.00% 3.00% 0.55% 0.09% 2.60% 0.00%
9 0.52 2.00% 3.50% 0.55% 0.09% 2.60% 0.20%
9 0.54 2.00% 3.50% 0.45% 0.18% 2.40% 0.40%
9 0.56 1.50% 4.00% 0.36% 0.36% 2.20% 0.60%
9 0.58 1.50% 4.00% 0.36% 0.36% 2.00% 1.00%
9 0.60 1.50% 4.00% 0.36% 0.45% 1.60% 1.60%
g 0.62 1.50% 4.50% 0.36% 0.45% 1.20% 2.00%
9 0.64 1.50% 5.50% 0.18% 0.64% 1.00% 2.40%
9 0.66 1.50% 6.00% 0.18% 0.73% 1.00% 2.60%
] 0.68 1.50% 6.00% 0.18% 0.73% 1.00% 2.80%
9 0.70 1.50% 6.00% 0.09% 0.91% 1.00% 3.20%
] 0.72 1.50% 6.00% 0.09% 1.09% 1.00% 3.40%
9 0.74 1.50% 6.00% 0.09% 1.27% 0.80% 4.00%
9 0.76 1.50% 6.00% 0.09% 1.27% 0.40% 4.60%
9 0.78 1.50% 6.50% 0.09% 1.36% 0.40% 5.00%
9 0.80 1.50% 7.00% 0.09% 1.36% 0.40% 5.40%
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-9 0.82 1.00% 7.50% 0.089% 1.45%
9 0.84 1.00% 7.50% 0.09% 1.55%
g 0.86 1.00% 7-50% 0.09% 1.55%
9 0.88 1.00% 8.50% 0.09% 1.64%

G.1 Diagrams of rejection rate to error rate

Testing Set
Error Rejection
0.40% 5.80%
0.20% 6.80%
0.20% 7.20%
0.20% 7.40%

Figures 34 to 43 illustrate rejection rate to error rate for each class in the training,

verifying, and testing sets. Each diagram shows how the error rate is reduced

when the rejection rate is increased by changing the rejection threshold. Every

point represents one line in Table 17. The rejection threshold points are marked

on the diagrams by a small circle for each dataset. These points are selected

based on the strategy mentioned before, and can change based on specifications

of a real world application.
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Figure 36  Rejection vs error Rate for Figure 37 Rejection vs error rate for
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