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Abstract

Multilayered Space-Time Coding for MIMO Systems

May Gomaa

Merging layered space-time coding (LST), which provides high data rate transmission with
space-time block coding (STBC) provides transmit diversity and improved performance to
wireless communication systems. This architecture is known as multilayered space-time
coding (MLSTC). In this thesis we propose a decreased complexity minimum mean squared
error (MMSE) detector based on the sorted QR decomposition (SQRD), intended for the
detection of multi-user STBC systems. The proposed decoder has been proven to enhance the
overall performance of the MLSTC architecture. It offers a lower computational complexity
than that offered by conventional detectors such as group interference cancellation (GIC)
detectors. In addition, the number of receive antennas required to perform detection is
smaller than that required by the GIC detector. Further, in order for all groups, which
can be viewed as individual users, to benefit from a similar performance, unequal power
allocation strategy will be employed to the system. We also concatenate OFDM to the
MLSTC scheme in order to combat a frequency selective channel. We then extend this scheme
to space-frequency-time (SFT) codes in order to extract the maximum frequency diversity
available from the channel. In this thesis, we also propose a new transceiver architecture
for multiple-input multiple-output (MIMO) systems. The proposed scheme borrows ideas
from the MLSTC and threaded space-time coding (T'STC) schemes in an effort to maximize
the diversity order while maintaining a low complexity detection. Specifically, the proposed
scheme has a structure similar to that of the MLSTC while it employs a spatial interleaver
(SI) in front of the MLSTC encoder. We analyze the proposed scheme where we derive an
upper bound on the bit error rate and derive the diversity-multiplexing gain trade-off curve.
We present several examples through which we demonstrate the superiority of the proposed

scheme over existing schemes.
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Chapter 1
Introduction

The telecommunication industry has shifted towards high data rate applications with 3G
and 4G services. This leads to an increasing demand for high data rate communication
services. This increase challenges the rate, sp.eed and reliability provided by the wireless
communication system. With limited accessible radio spectrum, higher data rates can be
achieved solely by designing more efficient signaling techniques. Multiple-input multiple-
output (MIMO) systems, which are composed with multiple element array antennas at both
ends of the wireless link are a good solution to the new challenges faced in the telecom-
munication industry. MIMO systems demonstrate a remarkable increase in capacity when
compared to single antenna systems [1], [2].

There are two major challenges that exist in wireless communication. The first phenom-
enon is fading in the wireless channel. Fading is defined as the time variation of the received
signal power strength caused by changes in the channel. These ‘changes in the channel can
be caused by small-scale effects such as multipath fading as well as large-scale effects such
as path loss through distance decrease and shadowing by obstacles. The second challenge is
that significant interference exists in the wireless channel between different users.

Traditional design of wireless systems has focused on increasing the reliability of the
wireless channel. Recent focus has shifted towards increasing the data rate or spectral
efficiency. More interesting will be the design of a wireless system that can provide a valuable

trade-off between reliability and spectral efficiency.

1.1 MIMO Capacity

The background for studying performance restrictions in communication is information the-

ory. The fundamental measure of performance is the capacity of a channel, which is defined



as the maximum rate of communication for which subjectively small error probability can be
realized. Shannon [3] was the first to bring light to information theory in 1948. Shannon’s
findings illustrated the limits of reliable communication [3]. MIMO systems have shown
remarkable capacity increase over single antenna systems. The capacity limit of MIMO
systems underline the possible spectral efficiency of MIMO channels, which increases ap-
proximately linearly with the number of antennas without sacrificing expensive bandwidth.
This potential has lead to numerous designs of MIMO architectures [2], [4], [5], [6], [7]. Unlike
traditional systems where the reduction of the effect of multipath propagation takes place,
MIMO systems capture the advantages of space and time propagation characteristics. For
the limited spectrum of mobile and cellular communications, MIMO systems are an excellent
cost-effective candidate. The results of information theory demonstrate that the capacity of
MIMO system increases linearly with min(N,, N;), where N, and N; are the number of re-
ceive and transmit antennas, respectively [8], [1]. Conversely, for single-input single-output
(SISO) channels, the capacity increases logarithmically with signal-to-noise ratio (SNR).
Therefore, a considerable capacity enhancement can be realized by MIMO systems without
the need to add power to the system and without expanding the bandwidth.

Figure 1.1 depicts a MIMO system. The signals are transmitted by multiple transmit
antennas through the wireless channel. The signal is received at the receiver by multiple

receive antennas and detectors are used to recover the message.

Input data [ ) 1 " 1z Output data
stream Coding/Modulation/ Demap/Demod/ stream
Mapping Decoding |
— <7, hvdl —
Transmitter : : Receiver
N > 2|
N, > N

I

Figure 1.1: MIMO system.

1.2 Diversity Techniques

There is a high probability that a path will experience deep fade in the wireless channel.

When the path is in deep fade, the signal transmitted will arrive at the receiver with error. A



solution to this problem would be to transmit the signal through multiple independent fading
paths carrying the same information, and thus the probability of encountering a deep fade
will be minimized. This technique is called diversity. Thus, diversity techniques will ensure
that the reliability of transmission is held by combating fading and interference, without
increasing the transmitted power or sacrificing the bandwidth.

There exist several types of diversity techniques, the three major types are time diversity,

space diversity and frequency diversity.

1.2.1 Time Diversity

By transmitting duplicate messages in diverse time slots, time diversity is realized. This
phenomenon results in uncorrelated fading signals at the receiver. Error control coding
is frequently used in digital communication systems to supply a coding gain relative to
uncoded systems. Error control coding combined with interleaving is applied in wireless
communication to achieve time diversity. To ensure that the coded symbols are transmitted
through independent fading gains, interleaving is applied to the codewords. Time diversity
is generally successful for fast fading channels where the coherence time of the channel is
small. An example is shown in Figure 1.2. In the example, the first system does not apply
interleaving while the second system does. In the first system, the third codeword experiences
a deep fade and will be lost in totality. In the second system where interleaving is applied,

all the codewords will be conserved.

i

A

A

No Interleaving

Codeword Codeword Codeword Codeword
i 2 3 4

Interleaving

Figure 1.2: Example of the effect of interleaving codewords before transmission.



1.2.2 Space Diversity

Space diversity is obtained using multiple antennas arranged in space for transmission and/or
reception. A proper distance separates the multiple antennas sufficiently far apart so that the
individual signals are uncorrelated and thus the fading experienced by the different antennas
will be independent. In space diversity, the duplicates of the transmitted signals are typically
offered to the receiver in the method of redundancy in the space domain. Space diversity is
ideal in cases where the fading is slow and interleaving over several coherence time periods is
not possible. Contrasting to time and frequency diversity, space diversity does not produce
any deficit in bandwidth efficiency. If multiple antennas are used at the receiver, this layout
is known as receive diversity, also known as single-input multiple-output (SIMO) channels. If
multiple antennas are placed at the transmitters end, this is referred to as transmit diversity
or multiple-input single-output (MISO) channel. Coding problems that exist in transmit
diversity have led to space-time code (STC) design, which will be discussed in detail in
Chapter 2. Channels with multiple transmit and multiple receive antennas (MIMO) offer

even greater potential.

1.2.3 Frequency Diversity

Frequency diversity relies on the fact that different frequencies experience different fading.
To take advantage of this fact, a number of different frequencies are used to transmit the
same message. In order to ensure that the fading related with different frequencies are
independent, the carrier frequencies must be separated of the order of several times the
channel coherence bandwidth.

In practice, not all types of diversity may be applied due to the features of the channel
available and the signaling used. For example if the channel is slow fading and thus has a
long coherence time, it will not support time diversity, which requires interleaving. Corre-
spondingly, frequency diversity is impossible when the coherence bandwidth of the channel
is close or equal to the signal bandwidth. Nonetheless, regardless of the channel properties,
space diversity can always be effectively realized by ensuring that the multiple antennas
are placed suitably distant of each other. Moreover, space diversity does not present any

shortfall of bandwidth efficiency as time or frequency diversity do.



1.3 Space-time Coding

Space-time coding (STC) is a coding technique intended for use with multiple transmit and
receive antennas. Applying STC to MIMO systems maximizes the capacity of the MIMO
wireless channel. Coding is accomplished in both spatial and temporal domains. This is done
to establish correlation among signals coming from different antennas and signals coming at
different times. There exists several variations to space-time codes, these includes space-time
trellis codes (STTC), space-time block codes (STBC) and layered space-time (LST) codes.

STC codes may be divided into two categories, those that provide transmit diversity
gain and those that provide spatial multiplexing gain. The two main types of STC that
achieve transmit diversity are STTC and STBC, while STC design that provides spatial
multiplexing gain is the LST. Hence while the STTC and STBC schemes can provide full
transmit diversity the highest rate offered by these schemes is unity. This is contrary to the

LST scheme where no transmit diversity is achievable but full spatial multiplexing gain is.

1.4 Spatial Multiplexing

Another advantage of MIMO channels is its ability to provide a supplementary feature for
communication systems, which produces a degree of freedom gain. These supplementary
degrees of freedom can be taken advantage of to provide spatial multiplexing. The basic
concept of spatial multiplexing is to divide a data stream into several branches and transmit
them simultaneously through independent channels. Specifically, the data stream is divided
into N, data streams in a MIMO system with N; transmit antennas. Consequently, the
throughput becomes N; symbols per channel use. This happens to be N, times more than
the rate of the STBC.

The Bell-labs layered space-time (BLAST) architecture proposed by Foschini in [4], was
the first architecture to exploit the concept of spatial multiplexing and render high data
rate transmission possible. Although the BLAST architecture provides high data rate trans-
mission, it lacks in diversity gain. Specifically the BLAST scheme does not provide any
transmit diversity but does provide receive diversity on some streams depending on the

recelver structure.



1.5 Rate Diversity Trade-off

As discussed in previous sections, a MIMO system can provide two types of gains: diversity
gain and spatial multiplexing gain. In a MIMO system with N, transmit and N, receive
antennas, the maximum diversity gain achieved is N;/V,, which is the total number of fading
gains that one can average over in the channel. Earlier and some current research works
in wireless communications deal with designing schemes to obtain either maximal diversity
gain or obtain maximal spatial multiplexing gain. It has been shown that in a MIMO
system, both gains may be exploited but there is an elementary trade-off between the spatial
multiplexing gain and diversity gain [9]. Thus, increasing one type of gain will affect the
other. Consequently, if a system needs to capture higher spatial multiplexing gain, this
will surely decrease the diversity gain that the system can attain. The trade-off between
the spatial multiplexing gain and diversity gain can be translated to the trade-off between
the rate and error probability (reliability) of a MIMO system. In today’s applications, it is
important to acquire high data rates while maintaining good reliability of the signal. An
understanding of the optimal trade-off between the rate and diversity gain of a MIMO system
is crucial in order to make comparison between different architectures to ensure the adequate

choice of a scheme to match the application that is required.

1.6 Aims and Outline of Thesis

This section presents the motivation behind the research work in this thesis. We wish to find
MIMO systems, which provide the best spatial rate and spatial diversity gain trade-off while
maintaining low complexity. The LST codes and STBCs described in the above sections
are the best STC schemes in terms of complexity to provide high data rate transmission
and diversity gain, respectively. Both schemes take advantage of low complexity linear
processing at the receiver. By combining LST and STBC schemes, we can capitulate both

gains simultaneously.

1.6.1 Thesis Contribution

The main contributions of this thesis are:

e Evaluation of detection algorithms for all BLAST schemes. The results demonstrate
that the performances of suboptimal linear detectors are limited by the performance

of the first detected layer without sorting. The best performance is mainly generated



by detectors following the MMSE criterion with interference cancellation techniques

involved.

e Development of a new reduced complexity detection algorithm for multilayered STBC
(MLSTBC). This algorithm is based on the MMSE criterion, and interference cancel-
lation techniques. The algorithm is also low in computational complexity since the QR

decomposition (QRD) is applied to the detector.

e Complexity study of the new detector algorithm. The study examines the effects of

the number of antennas on the complexity of the detector.

e Evaluated the performance of the MLSTBC architecture in a frequency selective fading
environment. The performance results demonstrate that an increase in diversity order
is achieved by applying proper channel coding and interleaving techniques with the aid

of orthogonal frequency division multiplexing (OFDM) technology.

e Development of a new transceiver architecture, which provides improved performance
to a MLSTBC system as well as employing a reduced complexity detection algorithm to
the system. Moreover, we evaluate the performance of the new transceiver architecture.
The diversity order obtained for the new transceiver architecture is higher than that
obtained from the original MLSTBC scheme.

e Evaluated and compared the spatial diversity-spatial multiplexing gain trade-off curves
for the multilayerd STBC system and the new transceiver architecture. The trade-off
curve for the new transceiver architecture is superior to that of the original MLSTBC

architecture.

1.6.2 Organization of Thesis

The concepts of different STC design, which include STBC and LST architectures are pre-
sented in Chapter 2. The evaluations of the performance of the different LST (BLAST)
architectures using different linear detectors are also examined in Chapter 2. |
Chapter 3 presents a new reduced complexity detection algorithm for MLSTBC. This
algorithm is based on the MMSE criterion and interference cancellation techniques. The
algorithm is also low in computational complexity since the QRD principle is applied to the
detector. A complexity study of the new detector algorithm is also included in Chapter 3.
Chapter 4 presents the MLSTBC architecture with the concatenation of OFDM technol-

ogy. This is done in order to adapt the system to function in a frequency selective fading



environment. Performance analysis is included and simulation results are demonstrated.

Chapter 5 presents a new transceiver architecture, which provides improved performance
to a MLSTBC system. Performance analysis of the new transceiver architecture, and the
derivation and comparison of the spatial diversity-spatial multiplexing gain trade-off curves
for the multilayerd STBC system and the new transceiver architecture is also presented in
Chapter 5.

Finally the conclusion to the thesis is presented in Chapter 6 with future work suggestions.



Chapter 2
Space-Time Codes

STC is a coding technique intended for use with multiple transmit and receive antennas.
Applying STC to MIMO systems maximizes the capacity of the MIMO wireless channel.
Coding is accomplished in both spatial and temporal domains. This is done to establish
correlation among signals coming from different antennas and signals coming at different
times. There exists several variations to STCs, these includes STTCs, STBCs and LST
codes. |

STCs may be divided into two categories, those that provide transmit diversity gain
and those that provide spatial multiplexing gain. The two main types of STC that achieve
transmit diversity are STTCs and STBCs, while LST provides spatial multiplexing gain.

2.1 STC with Transmit Diversity

The main types of STC that provide transmit diversity gain are the STBCs and the STTCs.
In 1998, Tarokh et al. introduced STTC in [5], where a trellis code is distributed over
the multiple transmit antennas and multiple time slots to provide transmit diversity and
coding gain. The decoding complexity of STTC increases exponentially as a function of the
transmission rate and number of transmit antennas. Later, Alamouti in [6] introduced a
very simple and efficient scheme known as the STBC scheme. The STBC scheme tackles the
complexity problem encountered with STTC and presents a promising solution. The STBC
scheme employs a block code in the form of a transmission matrix to solely provide to the
system transmit diversity but at a much lower decoding complexity cost than in the STTC
case. The Alamouti scheme is one of the simplest STC structures and is designed for two
transmit antennas that could be further generalized to more than two transmit antennas,

which Tarokh et al. accomplished in [7].



2.1.1 Alamouti Scheme

In the Alamouti scheme, the encoder maps data into a code matrix as

X — [ T1 —T% } '
Ty T
The rows in the coded transmission matrix X represent the data transmitted from the first
and second antenna, respectively and the columns of the matrix represent data transmitted
at time t; and to, respectively [8]. This realization of the matrix allows for the time and
space diversity of the STBC to be implemented. The transmission matrix X is orthogonal.
This design property allows for the achievement of maximum likelihood decoding with linear

processing per transmitted symbol. This establishes the simplicity of the decoding process.
A block diagram of the STBC transmitter structure is shown in Figure 2.1.

*
. =X % }
Information

Alamouti
Encoder

Source ! Modulator

h 4

»

X X,

Figure 2.1: The Alamouti scheme.

The coded matrix X passes through a quasi-static flat fading channel, each antenna goes
through a different path to reach the receiver. The channel fading coefficient matrix may be

represented as

hn.1 P2

where H is the fading coefficient matrix of size N, x N,. The matrix H is composed of
elements h;; representing the fading gains from the sth transmit antenna to the jth receive

antenna. These fading coefficients are assumed to be independent and CN (0, 1) distributed.

At the receiver, the received signal may be represented as

Y=HX+N
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yn, (1) yn,.(2) hy,1 hn,2 nN,1 TN,2

where y;(t) is the received signal term at receive antenna j at time t. N is the additive white
Gaussian noise matrix. The matrix N is composed of elements n;; representing the additive
white Gaussian noise term from the ¢th transmit antenna to the jth receive antenna. The

matrix N is composed of CA(0, Np) distributed noise samples.

2.1.2 Alamouti Detection

The decoder uses a maximum likelihood decoder assuming that all the signals in the mod-
ulation constellation have the same probability to occur [8]. The detector constructs two
decision statistics on the transmitted symbols, based on the linear combination of the re-
ceived signals. The decision statistics are thus found by using the orthogonal properties of

the transmitted matrix X as

o } - H7Y.
T2

X =

For example for a system using the Alamouti scheme (two transmit) with one receive antenna,

the signal at the receiver at time T and T + ¢ may be represented as

v=[1]-

The decoder than proceeds to make decision statistics of the received signal, the decision

%o | B 2| Mt by
o hi oY1 — h11Ys

The estimated symbols then pass to the maximum likelihood decoder where hard decisions

hi121 + hy 222 +m

—hl’lIE + hl_Q.TI + No

statistics would be

are made.

The Alamouti scheme can accommodate multiple receive antennas. For example in the
case of two receive antennas the receiver now receives four different messages. These messages
account for the different time and different antennas that they reach. If y;; and y»; are
represented as the received signals, j signifies the antenna that received these signals at time

T and T + t. Hence for a two receive system, there will be received messages y11, y2.1, ¥1.2,
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and yoo. Thus the received signal is

v | ¥ V2| _ hi1 hig T —T3
Y21 Y22 ha1 hop Ty

The decoder than proceeds to make decision statistics of the received signal, the decision

4 n1,1 n1,2}

ng1 N22

statistics would be

Y11

_ I _ h’f,1 hi2 h3,1 has yiz
hia —hiy hi, —h2 Y2.1

*
Y22

These estimated symbols then proceed to go through the maximum likelihood detector

as in the one receiver case. Figure 2.2 demonstrates the block diagram of the Alamouti

decoder.

* *

—X; X Xy X
Transmit Transmit
Antenna 1 Antenna 2

1,1 h1.2
Receive
Antenna
v ;;l , L 4
Channel ~ > Signal
Estimator hy, Combiner
h 2 % x)
b A 4 A 1.2 A 4 A 4

Maximum Likelihood Decoder

J l

X X,

Figure 2.2: Block diagram of the Alamouti decoder
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2.1.3 Generalization of STBC

The Alamouti scheme can be fashioned into a more generalized manner. This generalization
will make it possible to apply STBC to more than two transmit antennas. This generalization
to an arbitrary number of transmit antennas was made possible by utilizing the theory of
orthogonal design. These schemes provide full diversity attainable by the number of transmit
and receive antennas in the system. The generalized STBC also takes advantage of the
linear processing at the receiver and uses a simple maximum likelihood decoder. It was also
established in [10], that an MMSE detector may be used to successfully detect the signal.
An example of this generalization is STBC for three transmit antennas. The coded

transmission matrix is [11]

xy —-x; .Z‘E 0
Xg=| a2 af 0 —uzj}
zz 0 -—z7 3

The rows of the transmission matrix X3 represents the symbols transmitted by each transmit
antenna. The columns represent the different time slots. Thus the required number of time

slots for proper transmission is four.

2.1.4 Rate Achieved by STBC

In the STBC encoder structure, the number of symbols the encoder takes as input is K. The
number of transmission periods required to transmit the STBC coded symbols is T. The
rate of a STBC is the relation linking the number of input symbols to the number of new
STBC symbols transmitted from all the antennas. Thus the rate is given by R = K/T.

For example in the Alamouti case, there are two symbols that are the input to the STBC
encoder and there are two transmission periods used to transmit the STBC transmission
matrix, thus the Alamouti algorithm has full rate of one. Hence the full rate is accomplished
with two transmit antennas. This is the maximum rate obtained from any STBC. For higher
number of transmit antennas, in order for the STBC scheme to achieve full rate the number
of transmission periods must equal the number of transmit antennas. This is possible for
2,4 and 8 transmit antennas. Other amounts of transmit antennas do not benefit from full
rate.

Consequently there is a need to find a scheme where a higher rate is available for high
data rate applications. This is made possible through spatial multiplexing and is discussed

in the next section.
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2.2 Simulation Results for STBC

In this section we present simulation results for the STBC scheme. For all the simulation
results we employed the BPSK modulation, and we assume perfect channel knowledge at
the receiver and that the channel is quasi-static. 'We demonstrate the bit error rate (BER)
vs. the signal to noise ratio (SNR) results, where p = %

In Figure 2.3 we plot the simulation results for the STBC scheme for N; = 2, 3, 4 transmit
antennas, respectively, and one receive antenna. The simulation results demonstrate that
by adding a transmit antenna we increase the diversity order linearly. Hence the diversity
order for a 2 x 1 STBC MISO system is 2, 3 x 1 STBC MISO system diversity is 3, and for
a 4 x 1 STBC MISO system the diversity order is 4.

T

—+— uncoded
—#— 2Tx 1Rx
—&— 3Tx 1Rx
—— 4Tx 1Rx

25

Figure 2.3: BER performance results of the STBC scheme with variable number of transmit
antennas and one receive antenna.

In Figure 2.4 we demonstrate the simulation results of the STBC scheme with N; = 2,
and N, = 1 and 2 receive antennas respectively. From the simulation results presented in
the figure, it is obvious that by adding a receive antenna the diversity order increases. Hence
the diversity order of the 2 x 1 system is 2 while that of the 2 x 2 MIMO system experiences

a diversity order of 4.
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Figure 2.4: BER performance results for STBC scheme with one and two receive antennas.

2.3 Layered Space-time Coding

The STBC scheme provides full transmit diversity gain but lacks the ability to provide
high data rate transmission to a wireless communication system. This is because STBC
lacks in multiplexing gain. The LST code proposed by Foschini in 1998 (also called the
BLAST architecture) [4] was designed to offer a MIMO system with spatial multiplexing
gain. This is accomplished by demultiplexing the incoming data stream into N, sub-streams
before transmission. Symbols are transmitted simultaneously through all transmit antennas.
The receiver applies successive interference cancellation (SIC) detection techniques to detect
symbols and eliminate interference from other transmitted layers by applying N, > N
receive antennas. The detector uses linear techniques such as the zero-forcing (ZF) and
minimum mean square error (MMSE) detectors, which decrease the complexity of the system
in comparison to the maximum likelihood (ML) detector [12].

In this section, an overview of LST architectures is presented. There exists different types
of BLAST architectures, including the Diagonal BLAST (D-BLAST), Vertical BLAST (V-
BLAST), and finally Horizontal BLAST (H-BLAST). Different detection techniques are also
studied which are used in the detection process of LST schemes. Further, simulation results

of the different LST architectures and different detection algorithms are evaluated.
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2.3.1 V-BLAST

In the V-BLAST scheme, each transmit antenna is devoted to one layer, thus the layers are
vertically positioned. In the V-BLAST architecture, the incoming data stream is demulti-
plexed into V; substreams referred to as layers. Each layer is organized in frames of length
L The N; layers, are modulated separately and transmitted simultaneously by independent

transmit antennas. A block diagram of the V-BLAST is shown in Figure 2.5.

. Modulator < 1

D 1
: E
Information S
Source
U
X

Modulator
BN svl B v § '

i

Figure 2.5: V-BLAST transmitter structure.

The modulated symbols are arranged in a transmission matrix of size V; X L as

TNl 0t TN, L

Each row represents the symbols transmitted by each transmit antenna. That is, a trans-

mission matrix entry z;, is transmitted from antenna ¢ at time ¢.

2.3.2 H-BLAST

When channel coding is introduced to the V-BLAST system, the scheme becomes known
as the H-BLAST architecture. FEach layer is encoded separately by a channel encoder,
interleaved, modulated and then transmitted as shown in Figure 2.6. It is usually assumed
that the channel encoders of every layer are identical, but this may be changed.

Several differences exist between the V-BLAST and D-BLAST schemes. The transmitted
layers of the V-BLAST scheme can be coded or uncoded, while the D-BLAST scheme is
intended to be used only with coded layers. Consequently, this is the purpose behind cycling,
which offers added spatial diversity for each layer especially over slowly fading channels [13].

Additionally, each layer in the D-BLAST scheme profits from equal diversity order due

16



_{  Channel .| Modulator .| Interleaver | < 1
D "1 Encoder 1 i 1 i 1
. E
Information NIV
Source U
X N Channel R Modulator R Interleaver <7
| Encoder N, N, i N, Nf

Figure 2.6: H-BLAST transmitter structure

to the diagonal structure of its transmission matrix, whereas the V-BLAST layers have
unequal diversity orders. Nonetheless, D-BLAST requires advanced coding techniques at
the transmitter to optimize the performance of the code across space and time [14], which
adds complexity to the system. Also, D-BLAST experiences some rate deficiency since in

the diagonalization stage some of the antennas transmit nothing.

2.3.3 D-BLAST

The D-BLAST architecture was originally proposed by Foschini in 1996 [4]. The vertical
version of the BLAST was proposed by [2] as a simplification of D-BLAST.

In the D-BLAST architecture, the incoming data stream is demultiplexed into N, sub-
streams referred to as layers. The layers are then dispersed between the [V, transmit antennas
in a diagonal fashion across space and time. The different transmitting antennas transmit
each diagonal, so the first diagonal is transmitted through the first antenna, the second
diagonal by the second antenna and so on.

For example in a system with four transmit antennas the V-BLAST transmission matrix
X is

Ti1 Ti2 T13
T21 T22 223
T31 T32 I33

Ta1 Ta2 Ta3

whereas the D-BLAST transmission matrix will be

i1 Ti2 T13
0 x21 T22 T23

>
I

0 0 =231 732 233

0 0 0 Tg1 T42 T43
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This scheme creates space diversity, which is not present in the V-BLAST and H-BLAST
schemes and gives better performance.

2.4 Receiver Structures

2.4.1 Zero-Forcing BLAST Detection

Assuming quasi-static flat fading channel, the received signal of a BLAST scheme may be

expressed as
Y =HX+N,

where H is the fading coefficient matrix of size NV, x Ny, and N is the additive white Gaussian
noise matrix. The matrix H is composed of elements h; ; representing the fading gains from
the jth transmit antenna to the ith receive antenna. These fading coefficients are assumed
to be independent and CN(0,1) distributed. The matrix N is composed of CA(0, Ny) dis-
tributed noise samples with a size of N, x L.

In [12] Foschini et al. proposed the BLAST receiver that is founded on a mixture of
interference suppression and cancellation techniques. Each transmitted layer is taken into
account one at a time to be the sought out symbol while the rest is considered as interferers.
The interferers are nulled (suppressed) by a zero-forcing (ZF) matrix. The ZF criterion
establishes that the mutual interference between all layers shall be perfectly suppressed. The
Moore-Penrose pseudo-inverse of the channel matrix that is denoted by H' accomplishes this.

The ZF filter matrix may be expressed as
Gzr = H' = (H¥H)'H". (2.1)

From the ZF filter matrix, we observe that small eigenvalues of H¥H will lead to large errors
due to noise amplification. In order to improve the performance, the noise term can be
included in the design of the filter matrix G. This is accomplished by the MMSE detection
criterion, where the MMSE filter represents an exchange between noise amplification and
interference suppression. The MMSE detector will be examined in another section. Also, a
much lower complexity method to compute the ZF criterion is accomplished with the QR

decomposition as examined in the next section.

The first step in the detection process is to create decision statistics, which are found by
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passing the received signal matrix Y through the ZF filter matrix Gzr as
X = GzpY = X + (HYH)"'H¥N. (2.2)

The received matrix Y contains residual interference coming from the other transmit-
ted layers. A decision will be made from the acquired statistics for the desired layer; its

interference contribution is then calculated and subtracted from the received matrix Y as

Ny
Yig = Yig — E P kT,
k=i+1

where the term y;; is the element from the Y matrix found at the tth column and ith row,
and &y, is the hard decision of the transmit signal x;; . The received matrix will now have a
reduced amount of interference and hence will increase the probability of a correct detection
to occur in the successive layers. Following this step, the ith column of the channel matrix H
is set to zero. Thereafter, the pseudo inverse of the reduced channel matrix H is utilized to
obtain the nulling vector for the next detection stage. The first detected layer is NV; until layer
1 is detected for an unordered system. In order to achieve the best performance, it is optimal
to choose the layer with the largest post detection SNR or equivalently with the smallest
estimation error. Consequently it is optimal to choose the row of Gzr with minimal norm
and then detect the related layer in detection step i. The sequence K = (ky, ko, k3, ..., kn,)
is the detection order of N, layers, and k; is the symbol index detected at the ith stage.

The major disadvantage of the BLAST detection algorithm is its computational com-
plexity, since it needs multiple computation of the pseudo-inverse of the channel matrix
[15].

The ZF detector works only on systems where the number of receive antennas is equal
or larger than the number of transmit antennas. An additional disadvantage to this scheme
is that attainable diversity depends on distinct layers. The diversity order of the ith layer,
d; can be expressed as follows [16], [17], [18]

di=N, —i+1, (2.3)

where N, is the number of receive antennas and ¢ is the layer being detected. For example, at
layer N, the first detected layer, (N, — 1) layers need to be suppressed, and so the diversity
will be dy = 1 (assuming N, = N;). In the first layer, there are no interferers to be suppressed

and thus the diversity is d; = N, = N,;. Diagonal layering is thus needed to achieve equal
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performance across the layers [9].

2.4.2 Zero-Forcing BLAST with QR Decomposition

In order to significantly reduce the computational effort of detection, we can use the QR
decomposition (QRD). By decomposing the channel matrix H into H = QR where Q is an
N, x N unitarian matrix and R is an N; x N, upper triangular matrix. Multiplying the

received signal Y with the Hermitian of Q we obtain
Y =QY=RX+QN=RX+n.

Since Q is unitary, the statistical properties of the noise term 7 remain unaffected. If we

expand Y’ we can better examine what is happening to the received matrix.

Nt
yz/',t = 7;i%Tiy + Z Tk Tkt + Mt
k=i+1
The first part of the equation represents the desired symbol followed by the second part
which is the interference. The term r;; is the element from the R matrix found at the ith
column and ith row {15]. From this expansion we see that to obtain the desired symbol we

must cancel the interference part and thus the estimated symbol vector will be

N

Tit = TiiTit + E Tik(Tht — Tht) + Mit,
k=i+1"

which may be re-written as

Ny
~ ’ A
Tit =Yg — Z TikLk,t-
k=i+1

The first layer detected is NV; due to the upper triangular properties of the matrix R. The
(N; — 1)th layer is subsequently detected. This process continues until the first layer is
detected.

2.4.3 MMSE Detector

The MMSE detector minimizes the mean squared error linking the transmitted symbols and

the output of the linear detector. The MMSE filter matrix is expressed as
Guuse = (HFH + 621y,) 'HY,
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where §2 is the noise variance and Iy, is a N, X N, identity matrix.

As in the ZF detector case, the decision statistics are obtained by multiplying the received
matrix Y by the MMSE filter matrix as

X = GyuseY.

The hard decisions are then obtained from the decision statistics and in turn its interfer-
ence contribution is calculated and subtracted from the received signal, as in the previous
section. The MMSE filter matrix must be re-computed with the newly calculated received

matrix and the process is continued until all layers are decoded {15].

2.4.4 Sorted QR Decomposition

The order of the detection process is a crucial factor in the error probability performance.
In order to enhance the error probability obtained from the BLAST schemes, it is optimal
to choose and detect the layer with the largest post detection SNR first. Thus, we place the
weaker layers later in the detection process, since the overall system performance is limited
by the performance of the first detected layer.

It is quite simple to achieve this strategy. We must first order the channel matrix H with
columns having smallest norms first to highest values of column norms. Thus, we can find
the order of detection k for i =1,...,V; to be

— : 2
ki=arg min_ A",

where h; represents the [th column of the channel matrix H, and ||-|| represents the norm
operation. Once the sorted channel matrix H is found, we apply the QRD to the channel
matrix H to obtain new Q and R matrices. The new R matrix will have a property that
T, N, Will be maximized over the entire potential combination of the columns of the channel
matrix H, followed by ry,_; n,—1, until we reach r;;, which will have the lowest value. This
" algorithm optimizes the detection sequence by using a single sorted QRD and thus reduce

the computational complexity compared to the ZF-BLAST algorithm.

2.5 Simulation Results for BLAST schemes

In this section the simulation results for the various BLAST schemes along with the different

detection algorithms are demonstrated. The BLAST schemes were simulated with N; = 4
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transmit antennas and N, = 4 receive antennas, using BPSK modulation, with frame length
L = 100.

In Figure 2.7, we plot the BER of the different detection algorithms that include the
zero forcing (ZF) algorithm (using the Pseudo-Inverse of the channel matrix) the ZF with
interference cancellation (ZF-IC), the, MMSE and the MMSE-IC detectors for an uncoded
V-BLAST system. Also included in Figure 2.7 is the interference free bound (IFB) BER

performance, which is given by
2N, -1 _
A~ (N o

where p = —f% The IFB reference is for four receive antennas and one transmit antenna,
since no transmit diversity is obtained from V-BLAST. From Figure 2.7, the results confirm
that with IC added to the detectors, an increase in performance is accomplished. From the
figure, it is also evident that the MMSE detector has better performance results than that
of the ZF detector.

.
——ZF
—— ZF-IC

—&— MMSE

BER

Figure 2.7: BER perfromance of V-BLAST scheme with different detectors.

In Figure 2.8 we demonstrates a V-BLAST architecture using the ZF-IC detector. The
“genie” method is employed, which means that it is assumed that all detected symbols from
previous layers are correct and without errors. Using this method, we can see the different
diversity attained by the different layers. It is clear from Figure 2.8 that the first detected

layer has the lowest diversity and this diversity increase as we move from one layer to another
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as in (2.3). Thus the first detected layer in an unsorted algorithm will have d4 = 1, and the
last layered detected will have d; = 4.

0

10

—+— Layer 4
~—%— Layer 3
—6— Layer 2
—6— Layer 1

Figure 2.8: BER performance of different layers in a V-BLAST scheme.

In Figure 2.9 we demonstrate another set of different detector that apply the ZF criterion
on an uncoded V-BLAST system. The detectors covered in Figure 2.9 are the ZF (Pseudo-
Inverse), the ZF-IC (QRD), the sorted QRD (SQRD), and finally the original V-BLAST
detector as described in section 2.4.1. From Figure 2.9, we see that the SQRD decoder results
in increased performance compared to the QRD decoder without sorting. The SQRD achieves
a performance gain of 1dB at BER ~ 1073 compared to the unsorted QRD algorithm.
The SQRD method almost attains the same performance as the original V-BLAST decoder
implemented by Foschini but SQRD has a much lower complexity then the original V-BLAST
decoder. There is ~ 8dB increase in performance between the SQRD algorithm and that of
the ZF with Pseudo inverse algorithm.

In Figure 2.10 we plot the same set of detectors as in Figure 2.9, but the detector is
following the MMSE criterion. Also shown in the same figure is the BER results of the
last detected layers of the V-BLAST scheme. We arrive at the same conclusion from the
simulation results shown in Figure 2.10 as those pulled from Figure 2.9, which is that the
sorted algorithm performs better. In this case a much greater performance improvement is
established. A performance gain of ~ 7dB is obtained using the SQRD compared to the
QRD algorithm.

In Figures 2.11 we present the simulation results of the SC-BLAST scheme with the ZF,
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Figure 2.9: BER performance of V-BLAST with different detectors following the ZF criteria.

ZF-1C, MMSE, and MMSE-IC detectors. The figure further justify that the MMSE detectors
perform better than the ZF detectors and that IC aids in better detection. Specifically
in Figure 2.11, a performance gain of ~ 7dB is attained using the MMSE-IC algorithm
compared to the ZF-IC algorithm.

In Figure 2.12 we demonstrate the performance results of the H-BLAST scheme with the
ZF, ZF-1C, MMSE, and MMSE-IC detectors. An interesting observation is found in Figure
2.12, which is that the ZF-IC and MMSE detection algorithms attain the same performance.

In Figure 2.13 we depict the simulation results of the D-BLAST scheme with the ZF,
ZF-IC, MMSE, and MMSE-IC detectors. In Figure 2.13, there is an immense performance
gain between the MMSE-IC and ZF-IC algorithm. The results demonstrate a 15dB gain
between the MMSE-IC and ZF-IC detectors.

In Figure 2.14 we demonstrates the BER performance of the first and last layers detected
for the D-BLAST and H-BLAST schemes employing the “genie” detection. From the Figure,
it is obvious that the D-BLAST scheme has an advantage over the H-BLAST scheme, in
that the all the layers detected have the same performance. In the H-BLAST scheme, the
first layer and last layer do not share the same diversity order. Having the same performance
through out the layers is advantageous in a multiuser system, where all users will have equal

performance granted.
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Figure 2.10: BER of V-BLAST with different detectors followoing the MMSE criterion.

In Figure 2.15 we demonstrates a comparison between the frame error rate (FER) per-
formance results of an uncoded and coded V-BLAST system. In Figure 2.15, the ZF-SQRD
detector was applied, from the Figure it is obvious that it is advantageous to add coding to
the system.

In Figure 2.16 plot the simulation results of four different LST architectures all using
the MMSE decoder with IC. In the simulation, error free propagation was assumed, thus
the “genie” algorithm is applied. From Figure 2.16, we see that the D-BLAST architecture
does in fact have the best diversity and outperforms all the other schemes. The SC-BLAST
outperforms the H-BLAST and V-BLAST, because it only employs a single channel encoder
that is distributed amongst all the transmitting antennas, this actually acts as diversity.

However as seen in Figure 2.11, SC-BLAST is extremely responsive to interference [19].

2.6 Multilayered Space Time Coding

A multilayered space-time coding (MLSTC) architecture was introduced in [20] by Tarokh et
al, to provide an improved trade-off between spatial diversity and multiplexing gain. It was
also shown in [21] and [22] the MLSTC scheme with a different configuration but holding
the same principles of those in [20]. The MLSTC scheme merges coding concepts at the
transmitter and signal array processing at the receiver. This scheme enhances the systems

performance by augmenting the spatial diversity order and increasing the spatial multiplexing
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Figure 2.11: BER performance of SC-BLAST with different detectors.

gain by adopting approaches of LST coding. In particular, the MLSTC scheme divides the
transmit antennas into éubgroups and each subgroup has its‘corresponding space-time code
(STC). At the receiver, each individual STC is decoded using a linear processing technique
that first suppresses the signals transmitted from the other subgroups by considering them
as interferers. This detection process is called the group i.nterference cancellation (GIC)
detector. With this architecture, the subgroups attain different diversity orders leading to
distinct performance results from one another. The architecture of MLSTC can be viewed
in Figure 2.17.

2.6.1 MLSTC System Model

The MLSTC architecture is a MIMO system with N; transmit and N, receive antennas.
The input data stream is initially demultiplexed into N, substreams. From this point, the
layers are divided into K parallel groups. Each group is composed of a STC encoder, we
will consider the case of using a STBC encoder at each layer and thus we can refer to
the architecture as MLSTBC. Each group consists of n antennas, hence the total number of
transmit antennas NV, is equal to Kn. The MLSTBC system can be represented as (V;, n, N,.).

The overall transmit signal matrix can be described by stacking all the signal matrices
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resulting from each STBC encoders G;(z), for (i =1,2,...,K) as

T
G@)=[ Gi(s) Gala) -+ Gila) | -

G(z) = Gl(x)}
| Ga(z)
[ 2, -5
_ T2 I
B T3 ~I) 7
| 4 T3

where the first two rows represents matrix G;(z) and the next two row represent Gz(z).

Assuming a quasi-static flat fading channel, the received signal may now be expressed as

Y = HG(z) + N,

where H is the fading coefficient matrix of size N, x IV, with elements h; ; representing

the fading gains from the jth transmit antenna to the ith receive antenna. These fading

coefficients are assumed to be independent and CN(0,1) distributed. The matrix N is
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Figure 2.13: BER performance of D-BLAST with diffrent detectors.

composed of CN (0, Ny) distributed noise samples with a size of N, x nL.

2.6.2 MLSTC Decoder

The decoding of MLSTC is accomplished by the use of group interference suppression. This is
done in order to decode each subgroup separately, and treat the other subgroups as interferers
[20]. The condition for this decoding scheme to work is to ensure that Nr > Nt —n + 1.
The channel matrix can be divided into two parts, the first part will contain the channel
coefficients of the subgroup that needs to be detected and the rest will be the channel

coefficients of the interfering subgroups. Thus, we may write the channel matrix as
H= [H91H9—91]
For example in a (4,2,4) MLSTBC scheme, we can represent the channel matrix channel by

H = [Hgl HQQ]
hiy hiz hiz hag
ha1 hao hoz has
hs1 hsa hss ha
har haa haz haa
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Figure 2.14: BER perfromance of the first and last layers detected for the D-BLAST and
H-BLAST schemes.

where the first two columns represent Hy, and the subsequent two columns represent Hg,.

If we wish to decode the first group and null out the second group, then a nulling matrix,
which spans the null space of Hy, is generated, such that the nulling matrix holds the
following properties.

H _
ngﬂgg - INT—NH-n’

where Iy, _n,4n is @ N, — Ny +n x N, — N, + n identity matrix. Given that €, spans the

null space of Hy,, the following must also hold
Q4,H,, =0.
The received matrix Y may now be re-written as
Y = [HguH, ] G(z) + N.
If we multiply the nulling matrix Qg4, with the received matrix Y, we will obtain
Y =9, H,H,,]G(z) + Q,N,

thus,
Y, =Q,H, Gi(z) + Q,N.
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Figure 2.15: FER of coded and uncoded V-BLAST using the SQRD detector.

This nulling procedure is a main cause of receive diversity reduction [3]. Hence, the first
group to be detected will take advantage of a lower diversity order than that of the second
group detected.

After the first group has been detected, Y is passed to the STBC decoder for hard
decisions. Once decoded, its interference contribution is calculated and subtracted from the

received signal as such

Y =Y - H,G(z)

We may then continue by detecting the subsequent groups as described above.

2.6.3 Diversity Achieved by the MLSTBC

The first group detected in the MLSTBC scheme achieves a diversity gain of ny x (ny + N, —
- N;), where n; are the antennas from the kth STBC encoder. After decoding the first group
and subtracting its interference from the received signal, the second group can be detected,
which achieves a diversity gain of ng x (ng +ny + N, — N;). Thus, for the MLSTBC scheme
using the GIC decoder, the kth detected group achieves a diversity gain of [20]

nkx(n1+n2+'-~+nk+Nr—Nt).
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Figure 2.16: Comparison of different LST architectures.

The overall system performance is limited by the performance of the first group. Hence the
overall performance of the MLSTBC architecture at high SNR values can approximated as
23]

2n(n + N, — N) — 1 —n(n+Np—Ny)
=~ 4 nn r t
Pb < n(n+Nr—Nt) ( p) 5

Ey

where p = N1

2.7 Simulation Results of MLSTC System

In this section we present the simulation results of the MLSTBC scheme depicted in Figure
2.17. The detector applied to the simulation results is the GIC detector presented in the
previous section. The channel fading coefficients remained unvarying over a block of length
L = 100 consecutive symbols and vary independently from one block to another. BPSK
modulation was applied to the system.

In Figure 2.18 we demonstrates the simulation results for a 4 x 4 MIMO system employing
the MLSTBC architecture. In Figure 2.18, the decoder uses the “genie” method, which
assumes perfect detection at previous layers, and thus perfect interference cancellation, in
order to demonstrate the diversity order reached by the different layers. From the figure we

see that the second group detected, takes advantage of a higher diversity order compared
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Figure 2.17: MLSTBC transmitter structure.

to the first detected group. The diversity order of the first detected group is equal to

n x (n + N, — Ny), hence for the system simulated here the first group has diversity gain

equal to 4. The second group has diversity gain equal to n x (2n+ N, — V), thus it achieves

a diversity gain of 8, which is a significant increase.

BER

—+— MLSTBC
—8— 1 grp detected
—6— 2™ grp detected

p(dB)

10

15

Figure 2.18: BER performance of MLSTBC with “genie” detection.

In Figure 2.19 we demonstrate the simulation results for a 4 x 4 MLSTBC system with

error propagation at each layer. From the figure it is evident that the second layer achieves a

better performance than the first layer detected. We also observe that with error propagation

at each detection stage the IC detection algorithm is able to properly detect the transmitted

messages.
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Figure 2.19: BER performance of MLSTBC with error propogation at each detection stage.

2.8 Chapter Summary

In this chapter we presented an overview of different STC schemes. STC is a coding technique
intended for use with multiple transmit and receive antennas. Applying STC to MIMO
systems maximizes the capacity of the MIMO wireless channel. Coding is accomplished
in both spatial and temporal domains. This is done to establish correlation among signals
coming from different antennas and signals coming at different times. There exists several
variations to space-time codes, these includes STTCs, STBCs and LST codes.

STCs may be divided into two categories, those that provide transmit diversity gain
and those that provide spatial multiplexing gain. The two main types of STC that achieve
transmit diversity are STTCs and STBCs, while LST provides spatial multiplexing gain.

The main types of STC that provide transmit diversity gain are the STBC and the STTC.
In STTC, a trellis code is distributed over the multiple transmit antennas and multiple time
slots to provide transmit diversity and coding gain. The decoding complexity of STTC
increases exponentially as a function of the diversity level and transmission rate for a given
number of transmit antennas. STBC tackles the complexity problem encountered with STTC
and presents a promising solution. STBC employs a block code in the form of a transmission
matrix to solely provide to the system transmit diversity but at a much lower decoding
complexity cost than in the STTC case. The Alamouti scheme is one of the simplest STC

structures and is designed for two transmit antennas that could be further generalized to
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more than two transmit antennas.

In this chapter we also explored the different types of LST (BLAST) schemes which
include the D-BLAST, the V-BLAST, and finally the H-BLAST. Different detection tech-
niques were also studied which are used in the detection process of LST schemes. Further,
simulation results of the different LST architectures and different detection algorithms are

also evaluated.
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Chapter 3

A Low Complexity MMSE Detector
for MLSTC Systems

3.1 Introduction

The MLSTC architecture was introduced in [20] by Tarokh et al, to provide an improved
trade-off between spatial diversity and multiplexing gain. The MLSTC scheme merges coding
concepts at the transmitter and signal array processing at the receiver. This scheme enhances
the systems performance by augmenting the spatial diversity order and increasing the spatial
multiplexing gain by adopting approaches of LST coding. In particular, the MLSTC scheme
divides the transmit antennas into subgroups and each subgroup has its corresponding STC.

At the receiver, each individual STC is decoded using a linear processing technique that
first suppresses the signals transmitted from the other subgroups by considering them as
interferers. This detection algorithm is called the group interference cancellation (GIC)
detector [20]. One of the constraints of this decoding scheme is the number of receive
antennas where it is required that N, > N; — n + 1 in order to suppress the interference
coming from the other groups, where n is the number of antennas in each group. In practice,
it is not practical to implement many receive antennas on a mobile device. Other decoding
schemes exist for V-BLAST systems but can not be applied directly to MLSTC. One very
interesting V-BLAST decoding scheme was proposed in [24], and [25], which applies a MMSE-
QRD based decoder. This scheme in contrast to other sub-optimal decoders shows notable
system performance enhancement.

In this chapter, we extend the QRD-based MMSE decoder to decode a MLSTC system
that will have reduced computational complexity, compared to the architecture introduced

in [20]. The proposed decoder has been proven to enhance the overall performance of the
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MLSTC architecture, while also benefiting from a lower complexity, the number of receive
antennas necessary can also be relaxed. Further, in order for all groups, which can be viewed
as individual users, to benefit from a similar performance, unequal power allocation strategy

will be employed to the system.

3.2 System Model

The MLSTC system consists of K parallel STBC encoders independent from one another.
Since we are dealing with STBC, we will refer from now on to our system as MLSTBC. Each
encoder consists of n antennas and is refereed to as a group. The total number of transmit
antennas V; is equal to K - n. The receiver has N, receive antennas, the number of receive
antennas must satisfy the condition NV, > K and can thus be less than the number of transmit
antennas. The MLSTBC system can be noted as (Ny,n, N,). The system transmitter is

shown in Figure 3.1.

_ N7 1
STBC
Modulator Enc :
Information D Group 1 Growpl |__ 7 "
Source E
U N7
U Kn-1
X Modulator S::'BC .
G K nc )
o Growp K | N N,
Figure 3.1: MLSTBC transmitter.
Let
xl,l .o xl,L
X=| : " (3.1)
TNl 't TNGL

denote the V; x L transmit signal matrix where L is the frame length. Each row represents
the symbols transmitted by each transmit antenna.

In a MLSTBC system, the overall transmit signal can be described by stacking all the
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signal matrices resulting from each layers’ STBC encoder G,;(z) fori =1,2,..., K as

Gl(l’)
GQ(III)

GK(.’L‘)

For example we will examine a system model with two groups K = 2, where each group
employs a STBC encoder with n = 2 transmit antennas, and with four receive antennas
N, = 4. The data stream is demultiplexed into K substreams (layers) and each layer is

assigned to a group. Thus, for L =1, G(z) may be expressed as

(G1(x
G(z) = G;Ewi (3.3)
Fxl,l —1‘3,1
_ Ton  I7,
N 3,1 _-Tz,l
[ Ta1 T3

The received signal may be expressed as
Y = HG(z) + N, (3.4)

where H is the fading coeflicient matrix of size N, x N; with elements h;; representing
the fading gains between the jth transmit antenna and the ith receive antenna. These
fading coefficients are assumed to be independent and CA(0, 1) distributed. The matrix N
is composed of CA(0, Ny) distributed noise samples with a size of N, X nL.

3.3 Proposed MMSE-QRD MLSTC Decoder

It was demonstrated in [24] that we can incorporate the MMSE criterion into the QRD
and further into the sorted QRD (SQRD). The use of MMSE-QRD/SQRD requires only a
fraction of the computation compared to the BLAST detection algorithm proposed in {2].
The MMSE decoder gives better performance than the ZF decoder. That is because the

MMSE detector minimizes the mean squared error linking the transmitted symbols and the
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output of the linear detector. The ZF filter matrix is expressed as
Gzr=H'= (HH)'HH, (3.5)
while the MMSE filter matrix is expressed as
Guumse = (HFH + 621y,)"H, (3.6)

where A is the conjugate transpose of matrix A, §2 = Nj is the noise variance, and I, is
a N; X N; identity matrix.

In [24], the authors demonstrate that with the definition of a (N, + N;) x N; extended
channel matrix H and a (N, + NV;) x 1 extended receive matrix Y, the MMSE filter matrix

may be rewritten as

Garyse = (AH) A (3.7)
where
_ H _ Y
H= and Y = , (3.8)
577.IN¢ ONt

where Oy, is a NV; X N; zero matrix.
Comparing the filter matrix in (3.7) to that of the ZF filter matrix found in (3.5), we can
now see the similarity. The only difference lies in the extended channel matrix. From this

we can easily apply the QRD as follows

~_ | H | _ @ _ | QR
H‘[&IM}"QR‘[QQ}R'{%R]’ &9

where the matrix Q was divided into the N,n x N; matrix Q;, and the N; x/V; matrix Q.

The MMSE-QRD scheme cannot be directly applied to the MLSTBC system. It has to

be modified to suit the MLSTBC scheme structure. To this end, we re-write the received
matrix as

Z=H,X + N, (3.10)

where H,, is the equivalent channel matrix of dimension (N, T) x Ny, and N, is the equivalent
noise matrix. The transmitted signal is now represented in the matrix X as in (3.1).

For example if we are employing the Alamouti scheme and we have a (4,2,4) MIMO

38



system then we have a total of 2 groups. We can then represent the channel matrix by

hll h1,2 h13 h1,4

hax hoo has hog
hsi hsa hss hsa

3

h4,1 h4,2 h4,3 h44

The transmission matrix G(z) is composed of the two groups transmission matrices and is
represented as in (3.3).

Thus the equivalent channel matrix H,, for this case would be

hii hiz hiz hig

)

hoy  hoz  haz  hag

)

hsi hsa hss hag

hai  haz  haz haa
* _h* * _h* (3.11) .
1,2 11 Mg 1,3

E 3 * * *

50 —h31 his —his

* * * *
3,2 —h3,1 34 ‘h3,3
* * * *

4,2 “h4,1 h4,4 "h4,3 i

We can now take the QRD of the equivalent channel matrix H., while successfully de-
coding each layer separately and holding their STBC orthogonal properties. We start by
taking the QRD of the equivalent channel matrix in (3.11), but first we must extend the

channel matrix as explained earlier, thus

_ H,
H,,= T (3.12)
5TLIN¢

We continue by extending the received matrix Z found in (3.10) as follows

z{ z ] (3.13)

O,

We then take the QRD of the extended channel matrix I—Lq: QR, where Q is an orthonormal
column matrix of size (N; + N,T) x N, and R is an upper triangular matrix. From knowing
that

QHI:qu = Q{IHeq'H;an (3'14)
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= QFQR (3.15)
= R, (3.16)

holds, we should pre-multiply Q¥ with the extended receive matrix Z, to obtain the decision

statistics Z matrix of the transmitted signals as

7 = QFZ
= Qfiz
= RX-8R7X + QIN,,. (3.17)

The second term of (3.17) represents residual interference that can not be removed by
the successive interference cancellation process. Since Q is unitary, the statistical properties
of the noise term Q¥ N,, remain unaffected. The expansion of Z in its element form may be

expressed as
Ny

Zip = Tii%ig + E TikTht T Mg, (3.18)
k=it1

where 7, is the corresponding noise term. The first part of this expansion represents the
desired symbol followed by the second part which is the interference. The term r;; is the
element from the R matrix found at the ith column and ith row. To obtain the desired
symbol we must cancel the interference part, thus once a layer is detected, its interference

contribution is calculated and subtracted from the received signal as

N
Foo=Ze— D Tipdeg (3.19)
k=i+1
For an unordered system, the first layer detected is N; due to the upper triangular
properties of the matrix R, which is made clear from examining (3.18). The (N; — 1)th layer
is subsequently detected. This procedure continues until the first layer is detected last.
The order of the detection process is a crucial factor in the error probability performance.
It is best to choose and detect the layer with the largest post detection SNR first. Thus, we
place the weaker layers later in the detection process, since the overall system performance
is limited by the performance of the first detected layer.
It is quite simple to achieve this strategy. We must first order the channel matrix H,,

with columns having smallest norms first to highest values of column norms. Thus, we can
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find the order of detection k fori =1,..., N, to be
_ : 2
ki = arg,_min hll®,

where h; represents the {th column of the channel matrix H,,, and ||-|| represents the norm
operation. Once the sorted channel matrix He, is found, we apply the QRD to the extended
channel matrix fleq to obtain new Q and R matrices. The new R matrix will have a property
that ry, n, will be maximized over the entire potential combination of the columns of the
channel matrix H, followed by ry,-1 n,-1, until we reach r; 1, which will have the smallest

value.

3.4 Diversity Order of MMSE-QRD Detector Used in
a MLSTBC System

The first group detected in the MLSTBC scheme presented in [20], achieves a diversity gain
of ny X (ny+ N, —N,), where ny, are the antennas from the kth STBC encoder. After decoding
the first group and subtracting its interference from the received signal, the second group
can be detected, which achieves a diversity gain of ny X (ns + n; + N, — N;). Thus for the
kth detected group, a diversity gain of [20]

ng X (ng +ng+ -+ g+ Ny = Ny), (3.20)

is achieved.
We know that the received signal for the MLSTBC system using the MMSE-QRD de-
tector is
Z =H. X+ N,

where H,, is the equivalent channel matrix of dimension (N, T') x N;, and N, is the equivalent
noise matrix.
If we look at the received signal in more detail but ignore the noise term for now we have

for a (4,2,2) system

hin hig hiz hig

7 = hoi  hao haz oy
* * * *
12 —hii hig —his - -
41 " T4L
* * * * ’ :
52 —hs1 h3g _h2,3

i1 - T1L
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After following the procedure explained in the previous section, we arrive at the decision

statistics
Z = RX-6 (R")" X + QIN,,.

By expanding the first term we arrive at

11 T2 T13 Ti14

0 T1.1 T1,L
T22 T23 T24 .
RX = ’ .
0 0 T373 7"3’4
T4 - Ty
0 0 0 Ta.4

From this we can observe that the receive diversity using the MMSE-QRD algorithm
should be the same concept as in V-BLAST. Thus the receive diversity is

dreceive = Nr —k+ 17

where k is the layer that is being detected and not the stream as in the V-BLAST case where

each stream was a layer.

For example for a system with four transmit antennas and two receive antennas (4, 2, 2)
the diversity for the first group detected (which is the second layer) will be

dy=2x(2-2+1)=2x1,
and the second group detected (which is the first layer)
dy=2x(2-1+1)=2x2.

Until now this result is consistent with the GIC diversity results for MLSTBC, however let us
examine for a different number of receive antennas. If we have a system with four transmit
antennas and three receive antennas (4, 2, 4) the diversity for the first group detected (which

is the second layer) will be

di=2x(4=2+1)=2x3=6,

42



and the second group detected (which is the first layer)
dy=2x(4—-1+1)=2x4=8.

Here we can note where the difference lies. In the GIC detector case, the diversity for a
(4,2,4) system would have been 2 x 2 = 4, for the first group and 2 x 4 = 8 for the second
group. Hence we see an exceptional increase in diversity using the MMSE-QRD detector
in the first layer detected, which is a crucial milestone for the performance of the overall

system.

3.4.1 Analysis

The simplified steps to acquire the R matrix in the QRD are

Q=H

for k=i+1,..., N

rik = aff q

end

ri; = ||as||®, where ;. is the (i, k)th element of the matrix R, and qy is the kth column
of the matrix Q.

If we take a V; x N, MLSTBC system, the equivalent channel matrix H,, will be

hii hiz -0 hina hy
hap  hog -+ hon,-1 ho N,
Heq = hNT,l th,2 T th,Nf—l th,Nt
* * * *
/11,2 _hl,l i 1,N, _hl,Nt—l
* * . * *
| P2 =N o Bne AR ]

Thus following the steps of procuring the R matrix we will obtain the following

2 2
T = \/Vh,1|2 +haal® + o P + +...+ [h*N,,zl

£
his

T2 = \/lhl’zlz —+ Ih212|2 —+ IthgIZ + ...+ I_h’){,l lz R '—h*lelz
T1,1 = T2, (3.21)
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2 3

TNe=1,Np=1 = \/lhl,N,—ﬂQ’f‘|h2,Nt—1\2+'--+ el e [P
2 2
TNLNy = \/|h‘1,N2|2+|h2,Nt|2+"'+l_hT,Nt——ll +oot =R vl

TNe=1,N;=1 = TN, N (3.22)

All of the diagonal of the R matrix will be identical in pairs as in (3.21) and (3.22). For
the upper non-diagonal elements of the matrix, the columns that contain the same elements
but in different order are orthogonal to each other. Thus, when they are multiplied will

produce a value of zero. For example:

ra2 = qilqy =0,

— H —
TN-1,N, = dy,—19n, = 0.

The remaining upper non-diagonal entries of the matrix will be result in complex conju-

gate of each other. For example:

_ o H
" N-1 = 4y AN,-1,
_ . H
LN, = dp AN,
_ H
TQ,N:—I - q2 th—-lv
_ H
T?,Nt - q2 th
From these results we can conclude that ry ,_1 = —r{ 5, and ron, = 7] y,_;. We can thus

re-write the R matrix to be something like this

711 T2ttt TIN-1 T1.N, S WU USSR W A T1,N,
0 7o o+ ToN-1 T2,N; 0 rma -+ —Tiy, T Ne—1
R = 0 0 = 0 : .
0 0 0 ryv_in-1 TN-LN 0 0 0 ry-1n-1 0
i 0 0 0 0 TN, , Ny ] i 0 0 0 0 T"Ny—1,N;—1 ]

From this, it is clear that the first two streams (layer 1) will experience the same diversity,
and the last two streams (layer K) will also have the same diversity as each other since
the number of interferers in the streams are equal. From the “new” R matrix, there is an
interesting observation to note, which is that at the first substream, only 1 layer (not to
be confused with substream) is being suppressed since the second substream has identical

channel properties, and the two subsequent substreams have similar substreams. This is
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the reason for an example of a (4,2, 4) system the diversity of the first two substreams will
have diversity of 3, since there is physically only one suppression and not two. For the two
subsequent substreams there is no suppression to be done, since the two constitute a layer
and have same channel properties (due to orthogonal nature of transmission matrix).

We come to the conclusion that the overall diversity order of the MLSTBC scheme with
the MMSE-QRD detector is

dMLSTBC-MMSEqrp =1 X (Np — K +1),

assuming all the subgroups apply the same number of transmit antennas.

3.5 Computational Complexity

With any algorithm, it is important to consider its cost. We can do this by counting the
floating point operations (flops). In this section we investigate the computational complexity
of the proposed MMSE-QRD scheme for MLSTBC system and compare it to that of the
GIC scheme proposed in [20]. In our derivation of the number of flops, we assume that all
multiplications, division, additions, and subtractions are counted as one flop. The number
of flops of these algorithms are derived in terms of their system variables N; , N, and n.

The main difference in the algorithm of the MMSE-QRD MLSTBC and the GIC lies
in the suppression step. For the MMSE-QRD, the QRD of the extended channel matrix is
taken. This step is only done once for all the layers to be decoded. For the GIC scheme, one
must take the pseudo inverse of the group channel matrix to be first suppressed, then take
the null space of this matrix. This sequence of action is done (% - 1) times in the scheme.
Thus it was found that the MMSE-QRD scheme requires

5 N,
Fumse-orp = 2N? +2N2N, — §Nf — 2N, N, + 7‘ (3.23)
and that the GIC scheme requires
N, 2n® — 3n? + n+ N,(3n* + N2 — N+
fc;c=<—i—1>.{ . 3’“( S (3.24)
§Nr + '2'Nr - 6)]

A more detailed look at the flop count can be seen in Table 3.1 for the MMSE-QRD detector
and in Table 3.2 for the GIC, where the first row presents the number of multiplications,

the second row represents the number of additions, and finally the third row represents the
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total number of flops for each detector.

Table 3.1: MMSE-QRD Computational Complexity Breadk-Down

MMSE-QRD
No. of Mult (flops) N, (N} - N;) + N} — N?
No. of Add (flops) NIN, + N} = N,N, - 3N} + &
Total 2NIN, +2NF 2NN, - NP + &

Table 3.2: GIC Computational Complexity Breadk-Down

GIC
No. of Mult (flops) (& —1) (NT%D’ + N2+ 13 + 202N, — ESL)
No. of Add (flops) | (% —1) [n®+n—3n2+ N, (3£ + N2+ % +n? - N, - )
Total (& —1) 2n3+n—-3n2+Nr(2—13!£+Nt2+%"=+3n2—Nt——%

In Figure 3.2 we demonstrate the difference in the computational complexity between the
two algorithms for a system with varying transmit and receive antennas that are equal in
number, while using the Alamouti scheme, thus n = 2. We can observe from the figure that
the MMSE-QRD algorithm exhibits lower computational complexity than the GIC algorit‘hm

especially as the number of antennas increases.

3.6 Transmit Power Allocation

In a multiuser system, we desire all users to benefit from somewhat the same performance.
In the MLSTBC system, a diversity order for an earlier detection group is less than that
for a later one. Thus, early detected groups may limit the overall performance. In the
previous section, the SQRD algorithm was implemented to compensate for low diversity
orders of early detection groups. Yet, this scheme may not adequately balance for low
diversity orders in early detection groups. Thus transmit power allocation (PA) may suggest
additional enhancement in the performance of early detection groups and thus improving
the overall performance, while additionally making the performance gap between different
groups smaller. Consequently, the transmitter should allocate the available transmit power
between the different antennas in an unequal way. In [26], and [27] transmit power allocation
algorithm was defined for the V-BLAST scheme. The power to be allocated to the different
groups should be based on their diversity gains as mentioned in [20]. For an ordered scheme,
the ordering already brings the gap between the two groups closer, so a less dramatic PA

strategy is needed.
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Figure 3.2: Number of flops for MMSE-QRD and GIC scheme

3.7 Simulation Results

In our simulations, we use the system model for the MLSTBC depicted in Figure 2.17. The
proposed MMSE-QRD/SQRD detectors described in Section 3.3 as well as the GIC detector
were used in the simulations. The channel fading coefficients remained unvarying over a
block of length L = 100 consecutive symbols and vary independently from one block to
another. BPSK modulation was applied to the system.

In Figure 3.3, we plot the overall BER results for a (4,2,4) MLSTBC system with error
propagation included in the various detection stages for three types of detectors. The de-
tectors applied for this Figure are the GIC, MMSE-QRD, and the MMSE-SQRD detectors.
Observing the simulation results from Figure 3.3, a remarkable performance improvement
is shown between the proposed algorithm and GIC. The MMSE-SQRD algorithm further
enhances the performance as demonstrated in the simulation results. The simulation results
demonstrate the diversity gain attained by the new MMSE-QRD detector. For this (4,2,4)
system, the GIC detector attains an overall diversity gain of n x (N, — Ny +n) =2 x 2 = 4,
while the MMSE-QRD detector achieves a diversity gain of n x (N, —n+1) =2x 3 =6.
The ordering of the detection stages in the MMSE-SQRD detector further enhances the
performance of the MLSTBC scheme by ~ 1.5dB.

In Figure 3.4 we demonstrate the simulation results obtained for the first detected layer
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Figure 3.3: BER performance of MLSTBC system with the proposed decoder and the GIC
decoder.

of a (4,2,2), (4,2,3), and (4,2,4) MLSTBC scheme applying the MMSE-QRD detector and
using the “genie” algorithm. Also plotted in the same figure are the theoretical results
obtained from the interference free bound (IFB) equation with diversity indicated in the

legend given by [23]

2n(N, —n+1) -1 (N
~ 4 n(Nr—n+1)
B < n(N, —n+1) )(p) !

Ep_
NiNo*

The simulation results from Figure 3.4 further justify the analysis for the diversity order
of the first detected layer. It also demonstrates the capability of the MMSE-QRD MLSTC

detector to detect with smaller number of receive antennas, specifically with N, > K.

where p =

We plot in Figure 3.5 the BER performance of the first and second layer detected for
a (4,2,4) MLSTBC system using MMSE-QRD detector and using the “genie” method,
thus perfect estimation of previous layers is assumed. From the figure we can deduce that
the first detected layer of the MLSTBC scheme determines the overall performance of the
MLSTBC scheme. We can also observe that employing the MMSE-QRD detector, the first
detected layer has increased performance than that of the MLSTBC scheme employing the
GIC detector.
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Figure 3.4: BER performance results of the MLSTBC system with the proposed MMSE-
QRD detector applying different number of receive antennas.

In Figure 3.6 we show a comparison of the performance results between the different
detection groups at different detection stages applying the PA technique. We see that when
ordering and PA is placed in the system, the first detected group’s performance is improved.
The second detected group’s performance is brought closer to that of the first one, thus
multiusers will benefit from the same performance. The PA applied to this system takes
in consideration the ordering scheme used and the diversity orders of the groups. We have

allocated 53% of the power to the first group detected, and the remaining 47% to the second
group.

3.8 Chapter Summary

In this chapter, we analyzed the performance of the proposed MMSE-QRD detector in con-
junction with the MLSTBC architecture. Our analysis showed that the MMSE-QRD detec-
tor increased the diversity gain of the system. Specifically the diversity gain was found to be
nx (N, —k+1), where k is the kth detection sub-group. It was also demonstrated that added
performance was reached with the sorted algorithm (MMSE-SQRD) and that by applying
the PA strategy, the performance gap between the different layers of the MLSTBC architec-

ture can be brought closer, which is an important feature for multiuser systems. It was also
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Figure 3.5: BER performance of 1st and 2nd detected groups of MLSTBC using the MMSE-
QRD detector with the “genie” method.

found that the proposed MMSE-QRD detector has reduced computational complexity com-
pared to the GIC detector previously applied to the MLSTBC architecture. Additionally the
MMSE-QRD detector has the advantage of being able to detect with a reduced number of
receive antennas, where the restrictions on the receive antennas must satisfy N, > K, while

for the GIC detector the restriction on the number of receive antennas is N, > N, —n + 1.
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Figure 3.6: Comparison BER of a (4,2,4) MLSTBC system with ordering and proposed
power allocation, first group detected (contionus line) and second group detected (dashed
line)
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Chapter 4

Multilayered Space-Time Coding for
Frequency Selective Fading Channels

In a wideband wireless communication system, there is the existence of a multipath channel.
Consequently, intersymbol interference (ISI) is subjected to the received signal. At high
data rates, there is typically significant deterioration of the system’s error rate performance
[28]. Space-frequency-time (SFT) coding for OFDM applies spatial coding across multiple
antennas, frequency coding across OFDM subcarriers and temporal coding across consecutive
OFDM symbols. The initial SFT coding analysis was completed by [29] where they modified
Tarokh’s STC [5] to work with OFDM technology. Nonetheless, these codes are intended for
quasi-static fading channels. Consequently, they are not optimized for frequency selective
channels and do not take advantage from the available frequency diversity.

In this chapter, we study the performance results of a MLSTBC-OFDM system. Specif-
ically, we examine the combination of MLSTC schemes with OFDM in order to combat
the challenges posed by a frequency selective channel. We also propose a multilayered SFT
OFDM scheme that employs the Alamouti algorithm at each subgroup and call it MLSFTBC-
OFDM.

4.1 Multipath Channel

A critical complication in many wireless communication systems is the existence of a multi-
path channel. In a multipath channel environment, the transmitted signal reflects off from
assorted objects. Consequently, multiple delayed versions of the transmitted signal emerge
at the receiver. The multiple versions of the signal result in the received signal to be dis-

torted mainly caused by intersymbol interference (ISI). At high data rates, there is typically
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significant deterioration of the system’s error rate performance [28].
The channel impulse response in the time domain is modeled as a tapped-delay line.
Thus, for a frequency selective channel, the impulse response between the i¢th transmit and

jth receive antenna is given by [19]

P

his(ti7) = hhid(r — 7), (4.1)

=1

where p is the number of multipaths, 7; is the time delay of the /th path and h;lz is the
complex amplitude of the [th path.

In order to combat the effects of ISI, channel equalization techniques can be used to
suppress the reflections caused by the channel. To execute this procedure, the channel
impulse response must be estimated. However, equalization is relatively complex for MIMO
channels. Additionally, many channel realization may not be equalizable.

Nonetheless, there exists a superior method towards transmitting data over a multipath
channel. Instead of trying to cancel the effects of the channel’s reflections, OFDM modems
can be used, which employ a set of harmonically connected carriers in order to transmit
information symbols in parallel over the channel. In a single carrier system, the data rate is
R symbols/second contrary to an OFDM system, which has Ngpr subcarriers, each with a
data rate of R/Nppr symbols/second. This permits us to design a system sustaining high
data rates, while preserving symbol durations much longer than the channel’s memory, thus
preventing the need for channel equalization. MIMO-OFDM systems, are broadly believed

to be the choice of the technology for 4G wireless communication systems [30]-[35].

4.2 OFDM

The use of orthogonal subcarriers permits subcarriers’ spectra to overlap, thus increasing
spectral efficiency. Since OFDM takes advantage of orthogonal subcarriers, it is achievable
to retrieve the individual subcarriers’ signals regardless of their overlapping spectrums. Or-
thogonality can be viewed mathematically by the dot product. If the dot product of two
distinct signals is equal to zero, these signals are said to be orthogonal to each other. Recall
from signals and systems theory that the sinusoids of the DFT form an orthogonal basis set,
and a signal in the vector space of the DFT can be represented as a linear combination of
the orthogonal sinusoids. This transform is used at the OFDM transmitter to map an input

signal onto a set of orthogonal subcarriers. The orthogonal and uncorrelated nature of the
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subcarriers is exploited in OFDM with powerful results. Each subcarrier carries one bit of
information (Nppr bits in total for a Nppr subcarrier OFDM symbol) by its presence or
absence in the output spectrum [36]. The frequency of each subcarrier is selected to form
an orthogonal signal set, and these frequencies are known at the receiver [33].

In practice, OFDM systems are implemented using a combination of fast Fourier Trans-
form (FFT) and inverse FFT (IFFT), blocks that are mathematically equivalent version of
the DFT and IDFT respectively, but more efficient to implement.

The system model of an OFDM scheme is shown in Figure 4.1. The incoming message is
converted from a serial message into Nppr parallel symbols, which enters the IFFT block. A
cyclic prefix is then added to help combat the frequency selective channel. The cyclic prefix
is basically a copy of the last p samples of the OFDM symbol. Hence, the total length of the
transmitted OFDM symbol is Nprr + p. The cyclic prefix length should be greater or equal
to the length of the number of channel paths p. The signal is then transmitted through a
frequency selective channel. At the receiver, the cyclic prefix is removed since it contains
redundant information, and the signal is passed through a FFT block. OFDM with long
enough cyclic prefix transforms the frequency selective channel into Nppr independent flat
fading subchannels [19], [34].

Input data N ———" adorer j
tream —p| S/P > pom > prefix
e > IFFT
Output data - " ‘y
stream ¢— P/S ¢ pom " emove

< FFT prefix

Figure 4.1: OFDM system model.

If we were to consider a SISO system in a frequency selective environment for the purpose

of explanation, the received signal vector is
y = hX,

where h is the channel coefficient and X is the transmitted symbol.
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Then the FFT of y is equal to the product of the FFTs of h and X, that is
Fy = FhFX,

where F is the DFT matrix whose (7, j)th entry is

F0.3) = e (N2, 42)

VNrFT Nrpr

From matrix properties and manipulation, we can show that
FhFX = FHX = FHFFX,

Hence, FHF# is a diagonal matrix whose jth diagonal entry is the jth Nppp-point FFT

coefficient of the channel vector h, i.e.
A =FHFY,
Now we have the Fourier transform of the received signal as
y =Fy=FHX = AFX = Az'.

That is, a frequency selective channel has been transformed into Nppp parallel inde-
pendent subchannels. Alternatively, we can view z/ as a time domain signal, the original
constant dispersive channel has now been transformed into a flat fading channel.

Following (4.1), let us indicate T as the time interval of each OFDM frame and Af as
the length of the difference between the OFDM subcarriers. This relationship is

Ty = NpprTs,
Ts = _1— = ——_1_"-_—>
W NpprAf

where W is the sampling rate at the receiver in Hz. The delay of the [th path presented in

(4.1) can be expressed as
S

- NrprAf’

where s; is an integer. Thus by performing the Fourier transform of the multipath channel

7= 5T

response found in (4.1), we can obtain the channel frequency response at time ¢ for the kth
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subcarrier as [19]

HY 2 H(tTy, kAf)

Jl1

+0o0
e /hj,i(tTf, T)e—jZWkAdeT

-0

p
= Y hyu(tTy, Ty )e-s2mka/Nerr
=1

P
Z —j2mks/N
= hj,i(t,nl)e g2rksi/ FFT, (43)
I=1
If we let
H
t t,1 t,2 t,p
hj; = [ his hii -0 hys } )
and
= —j2nks1 /Nprr o—j2mks2/Nppr ., o—32mksp/Nppr
Wi € e €

equation (4.3) can be re-expressed as

HE = (Wt )" - wy,

where the channel frequency response HJ’cZ is the digital Fourier transform of the channel
impulse response h;.;i and wy, is a vector that performs the transform for the k&th OFDM
subcarrier, k = 1,2, ..., Nppr.

The advantages of using OFDM include high spectrum efficiency, robustness against
multipath interference, and simplicity in filtering out noise. Furthermore, the upstream and
downstream speeds can be changed by assigning added or less carriers for each case.

The opportunity to combine STC schemes with OFDM technology will allow for a MIMO
system that will be effective against a wideband channel and have the various benefits of
MIMO systems thus producing a reliable signal quality with the possibility of transmitting
data at very high rates.

4.3 Multilayered Space-Time Coded OFDM Systems

In this section, we provide an overview of the combination of MLSTC schemes with OFDM
in order to combat the challenges posed by a frequency selective channel. Specifically, we
evaluate and compare the performance of MLSTBC-OFDM system using the MMSE-QRD
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detector. In [37], [38], [39], [40], and [41] it was demonstrated that the V-BLAST and
MLSTC schemes respectfully, can be successfully concatenated with OFDM to combat the

frequency selective channel.

4.3.1 System Model of MLSTBC-OFDM

The MIMO frequency selective channel is assumed to be constant over the transmission of
N; OFDM symbols. At each time ¢, a transmission matrix of size N; X L is transmitted
where L is assumed to be equal to the number of OFDM subcarriers for simplicity, thus

L = Nppp. Therefore the transmission matrix at time t is given by

Tinp T12 o 1L
Zo1 Toa2 v T2L

X = ] ) , (4.4)
TNyl TNp2 0 TN, L

where the ith row is the data stream transmitted by the ith transmit antenna. Symbols
Ti1,%i2,...,%; are OFDM modulated on Nppr different OFDM subcarriers and transmit-

ted from the ith transmit antenna simultaneously during one OFDM frame, where z; is
sent on the kth OFDM subcarrier.

At the receiver the received signal at time t is
Y=HX+ N,

where X is the transmission matrix as defined in (4.4), and N is a complex AWGN matrix

of all subcarriers of zero mean and variance Ny/2 per dimension. H may be expressed as

hi; hyo - hyy

h2,1 h2,2 e hQ,Nt
H= ] i ,

hy.1 hye - hyw,

where h;; is the OFDM channel vector in the frequency domain between the 7th transmit

antenna and jth receive antenna at time t and is a Nppp X 1 vector as

R 1 2 . Nrrr
hj; = [ Hj; Hj; Hj; ] )
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where H Jkl is the channel frequency response for the path between the ith transmit antenna
and jth receive antenna on the k&th OFDM subcarrier. The transmitter and decoder structure
of the MLSTBC-OFDM system is shown in Figure 4.2 and 4.3, respectfully.

> STBC ™ Modulator

OFDM j 1

Encoder 1
D OFDM n
Info | E ™ ~» Modulator
Source| M
» U
X OFDM nK-1)+1
'_.’ STBC ™ Modulator j ( )

| Encoder X | -

OFDM ? N
> =P Modulator y

Figure 4.2: MLSTBC-OFDM transmitter structure.

modulator

OFDM D- _Y 2

‘_j OFDM D- j 1

M [ MMSE- [*7 modulator
Output
U QRD
— X Detector
l— et OFDM D- N, -1
R modulator
OFDM D-
[ [ modulator —Y N,

Figure 4.3: MLSTBC-OFDM decoder structure.
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4.4 Space-Frequency-Time Codes for MIMO Systems

STC offers diversity gain by coding over the space and time dimensions. Transmitting data
over MIMO-OFDM systems is feasible by utilizing STC to each sub-carrier. This does
not provide the maximum achievable diversity gain. In reality, the frequency diversity and
the correlation among diverse sub-carriers are mistreated in such a system [31]. To attain
the maximum achievable diversity gain, one could code over the three dimensions of space,
time, and frequency as shown in Figure 4.4 [31]. Thus, by transmitting the codeword over
different sub-carriers we can provide additional frequency diversity. This may be achieved by
employing error correcting codes and interleaving [32]. Interleaving ensures that the coding

_ is over space, time, and frequency. In order to extract frequency diversity from the multipath

Space
4

Space-time coding

Space-frequency
coding

Frequency

Figure 4.4: Space, time, frequency dimension.

channel, we must use an outer error correcting code.

SFT coding for OFDM applies spatial coding across multiple antennas, frequency coding
across OFDM subcarriers and temporal coding across consecutive OFDM symbols. The
initial SFT coding analysis was completed by [29] where they modified Tarokh’s STC [3] to
work with OFDM technology. Nonetheless, these codes were initially designed for quasi-static
fading channels. While they are used in conjunction with OFDM to combat a frequency
selective channel, they do not take advantage of the frequency dimension. Consequently,
they are not optimized for frequency selective channels and do not take advantage from the
available frequency diversity. In [42], [43], and [44] it was established that the maximum
achievable diversity for a MIMO-OFDM system is p/N;N,., where p is the number of paths in
the frequency selective channel. We wish to modify the existing MLSTBC-OFDM scheme
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to extract from the multipath channel the frequency diversity. In order to accomplish this,
we must use SFT technology. We propose a multilayered SFT OFDM scheme that employs
the Alamouti algorithm at each subgroup and call it MLSFTBC-OFDM.

4.4.1 System Model of MLSFTBC-OFDM

The system model of the MLSFTBC-OFDM scheme is similar to that of the MLSTBC-
OFDM scheme described in the previous section, except that we concatenate an error cor-
recting code. We choose to concatenate a convolutional code (CC) to the MLSTBC-OFDM
system and transform it into the MLSFTBC-OFDM scheme. This will enable the maximal
achievable diversity order not only to increase with the number of transmit and receive an-
tennas, but also with the number of channel paths. Furthermore, the maximum diversity
attainable is dependent on the Hamming distance d._ of the employed CC. We must also
place an interleaver after the CC encoder. Interleaving in a MIMO system will ensure that
the transmitted signal is adequately spread over time and/or frequency.

We can represent the half rate codeword at the output of the CC encoder for the case of

the Alamouti scheme being used at the kth subgroup to be

Ck == Ck,] (O)Ck,z(O)Ck,](l)Ck,g(l) R Ck,l(NFFT - 1)Ck,2(NFFT - 1)

Thus for the Alamouti scheme (n = 2), for a given symbol period, and for each subgroup,
the OFDM block transmitted from the first antenna is

Cik1 = ck1(0)cra(1) ... ck1(Nppr — 1),
and the OFDM block sent to the second antenna is
Crk2 = ck2(0)ck2(1) ... cko(Nppp — 1).

The codeword then passes through a block interleaver with depth equal to.one OFDM
symbol. The interleaving depth is equal to one OFDM symbol since the channel is assumed
to be quasi-static; thus the channel is assumed to be the same for the duration of one
OFDM symbol. The codeword then passes to the STBC encoder and finally to the OFDM

modulators as shown in Figure 4.5.
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Figure 4.5: MLSFTBC-OFDM transmitter structure.

The decoding process for the proposed MLSFTBC-OFDM system is identical to that of the
MLSTBC-OFDM decoding process except that a Viterbi algorithm must be applied after the
decoding process of the MLSFTBC-OFDM decoder. Also at the output of the MMSE-QRD
detector, soft decisions will be used to enter the Viterbi decoder rather than hard decisions.
Figure 4.6 demonstrates the decoding process of the MLSFTBC-OFDM system.

Output

xaX

Viterbi

= Decoder 1

Viterbi

4= Decoder K

pa—
=  MMSE-
QRD
Detector
‘_
-

OFDM D-
modulator

OFDM D-
modulator

modulator

OFDM D-

modulator

OFDM D-

Figure 4.6: MLSFTBC-OFDM decoder structure.

Now we would like to apply the MMSE-QRD detector to the MLSFTBC-OFDM system.
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To do this we must first use the equivalent channel matrix He, at time t. For the Alamouti

case where two transmit antennas are applied at each subgroup, H,, is given as

hy; h; e hy v,
hy hy B hy ,
H _ th,l th,2 e hNTyNt
eq — * * * )
(hi2)" —(hy1)" -+ —(hin-1)
(hg2)*  —(hgy)* - —(hyn,-1)”
| (b, 2)” —(hy1)" - —(hy, v-1) |

where (+)" is the conjugate of the element. Thus the received signal is now
Z=H,X+N.

We can not directly apply the MMSE-QRD detector on the equivalent channel matrix. We

must extend the equivalent channel matrix as such

f=| He
6nIN¢ ,

where Iy, is a N; x V; identity matrix and ¢, is the standard deviation of the noise term.

We continue by extending the received matrix Z as follows

_ Z
7 = ,
On,.L

where Oy, ; is a N; X L zero matrix. We then take the QRD of the extended channel
matrix H = QR, where the (N,n + N;) x N; matrix Q has orthonormal columns and the
N; x N; matrix R is upper triangular. Following this, we may apply the detection algorithm
for MLSTBC to detect each subcarrier of the OFDM symbols.
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4.4.3 Performance Analysis of MLSFTBC-OFDM Systems

To analyze the performance of the MLSFTBC-OFDM system, we must first assume the
maximum likelihood decoding of the scheme. The overall performance of the MLSFTBC-
OFDM scheme is limited by the performance of the first group detected. Thus in our analysis
we will refer to the first group detected performance results. Assuming that ideal channel
knowledge is available at the receiver for a specified realization of channel H, the conditional
pairwise error probability of transmitting X and concluding in favour of another codeword

X at the decoder conditioned on H is given by [19]

F)<)(7j§| }I) < exp <_—6%(}(75t)4§$b> )

where 6% is a modified Euclidean distance between the two space-time codeword matrices
X and X, given by [19]

2

R Nr Nppr | Nt _ ,
BEX) = 3 IS Hi k- d)
=1 k=1 }i=1
N, Nppr | Nt 2
= > > D @) wi- (ah - 3))
j=1 k=1 |i=1

Ny NrfpT
: 2
= |hiWiex|”,
=1 k=1
where
¢ t \H t \ H ¢ H
By = [(n)", (b))%, (B )]
Wi 0 0
0 Wi
W, = ] ,
0 0 - w
L d
and _ -
Ty, — &y,
2 52
T — Tk
e, =
a:{f‘——a”:kN‘
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In [19] it was established that the rank of §%(X,X) is given by

ry < min(dﬁin, pNy).

Provided that the Hamming distance d;, of the CC applied must satisfies this condition
19
dﬁin Z pNta

from this we can establish that the maximum achievable diversity gain for MLSFTBC-OFDM
using the maximum likelihood detector is p/V; V.. This however is achieved with dependency
on the Hamming distance of the employed CC, which plays a significant role in attaining the
effective diversity order from the multipath channel.

The maximum diversity order p/V; N, is achieved with the maximum likelihood detector.
Since we are dealing with the MLSFTBC-OFDM scheme, the maximum transmit diversity
will be pn, where n is the number of transmit antennas from each subgroup (we assume
that all sub-groups have the same number of transmit antennas). However, the maximum
likelihood detector is a very complex detector. Since in our system we apply the MMSE-
QRD detector as explained in the previous section, we will not obtain N, as the receive
diversity order. As mentioned earlier in the chapter, the receive diversity achieved by the
MMSE-QRD detector for the first detected subgroup of the MLSTBC-OFDM system will
be (N, — K + 1). Thus the maximum diversity order achievable by the MLSFTBC-OFDM
system applying the MMSE-QRD detector is

d=pnx (N, — K +1).

It was established in [45] that there is a loss in diversity advantage that exist with OFDM
schemes. Thus the maximum diversity order is not in reality pn x (N,— K+1). The maximum

achievable transmit diversity is in fact

p(n—1)+1.

The proof of this diversity results, is in direct relation to the Singleton bound [45], [46].
Thus the maximum overall transmit diversity of the MLSFTBC-OFDM system with the
MMSE-QRD detector for the kth detected layer is

dyiseree—orpm = (p(n—1) +1) X (N, =k +1).
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We may re-write the condition on achieving the maximum diversity on the Hamming distance
of the CC as

dx}r{in > pn.
For example for a system with n = 2, p = 2, and Hamming distance dZ, = 5. The maximum

diversity order will be achieved, however for path number greater than 2, this condition will
not be satisfied, and thus the maximum achievable diversity gain will not be achieved. Hence
in this case a CC with a greater Hamming distance will be used.

This transmit diversity loss can be eased at the price of additional amplification in the
peak-to-average power ratio and complexity, by means of multidimensional rotated constel-
lations [45].

4.5 Simulation Results

The MLSFTBC-OFDM system was simulated using BPSK modulation. Each layer is en-
coded by a separate rate 1/2 convolutional code. The output of the two convolutional
encoders are interleaved as described above, and the output of the interleaver is applied to
two independent STBC encoders, each employing the Alamouti scheme. At the reéeiver end
the MMSE-QRD detector is applied. Hard decision Viterbi decoding is considered. We have
assumed a slow frequency selective channel that remains static for each OFDM symbol. We
use a 64-subcarrier OFDM system. We assume perfect channel knowledge at the receiver.
In Figure 4.7 we demonstrates the BER performance of a MLSFTBC-OFDM (4,2,2)
system with different number of multipaths p = 1,2,3. The CC applied to this system is
a rate 1/2 convolutional code with generator polynomials (171,133),., thus dZ, = 10. The
performance results are for the overall performance (all layers) with error propagation at each
detection stage. Also included in the figure are the theoretical results. These theoretical

results follow the pairwirse error probability of a MIMO system with CC coding as

PR < zoo: BaPs(d), (4.5)

d=d¥

‘min

where 33 denotes the number of paths of distance d from the all-zero path for the first time

[23] and

2dys -
Py = () 4Redp)
sys

where d,,, is the diversity of the system, R, is the rate of the convolutional code, and
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p = N%—() From the figure, it is obvious that including OFDM in the MLSTBC system
has successfully transformed the frequency selective channel into Nppr parallel flat fading

channels. The theoretical results from (4.5) in the figure were plotted for d,,s = 2, 3, 4.
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Figure 4.7: BER pérformance of (4,2,2) MLSTBC-OFDM system on various multipath
fading channels.

In Figure 4.8 we plot the BER performance of a MLSFTBC-OFDM (4, 2, 2) system with
different number of multipaths p = 1,2,3. The CC applied to this system is a rate 1/2
convolutional code with generator polynomials (7,5)s, thus dff. = 5. From this figure, it
is shown that the minimum Hamming distance has an impact on the performance results
of the MLSFTBC-OFDM system. We observe that as the paths in the frequency selective
channel increases, the system’s ability to retrieve the frequency diversity is diminished. In
fact with the theoretical results plotted in the same figure with dgs = 2, 3, we observe that
the diversity will not increase more than 3.

In Figure 4.9 we plot the BER performance of a MLSFTBC-OFDM (4, 2, 3) system
with different number of multipaths p = 1,2,3. The CC applied to this system is a rate
= 10. We can

conclude that the system has adequately combated the frequency selective channel, as well

1/2 convolutional code with generator polynomials (171,133),., with df

min

as extracted frequency diversity. We observe that the system with p = 2, achieves a diversity
gain of 3 x 2, while the system with p = 3 has a diversity gain of 4 x 2.
In Figure 4.10 we demonstrate the BER performance of a MLSFTBC-OFDM (4,2,4)
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Figure 4.8: BER performance of (4,2,2) MLSTBC-OFDM system on various multipath
fading channels with @, = 5.

system with different number of multipaths p = 1,2. The CC applied to this system is a rate
1/2 convolutional code with generator polynomials (171, 133),¢, with dZ, = 10. The system
with p = 1 experiences a diversity gain of 2 x 3, while the system with p = 2, has a diversity

gain of 3 x 3.

4.6 Chapter Summary

In this chapter we have extended the MLSTBC system to function in a frequency selective
channel. This was accomplished by adding OFDM technology to the system in order to
combat ISI caused by the multipath fading channel. We showed that by adding a convolu-
tional code and simple interleaver that frequency diversity can be extracted to increase the

performance of the system.
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Figure 4.9: BER performance of (4,2,3) MLSTBC-OFDM system on various multipath

fading channels.
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Chapter 5

A New Transceiver Architecture for
Multilayered Space-Time Coded
MIMO Systems

5.1 Introduction

In MIMO systems with N; transmit and N, receive antennas, it has been shown that the
capacity increases by min(/NV;, N, ) bits per channel use for every 3.0 dB increase in the SNR
[1]. Additionally, the maximum spatial diversity that can be achieved over gquasi-static fading
channels is N; N,.. As mentioned in previous chapters, the coding schemes that can achieve this
diversity include STTCs and STBCs, rendering such codes very effective in combatting the
adverse effects of fading. However, these coding schemes achieve a spatial rate of unity or less
without offering flexibility in trading diversity for rate. Providing such a trade-off is essential
to accommodate a wide range of wireless applications, especially those applications that
have high data rate requirements. The notion of LST coding [2], first introduced by Foschini
in 1996, has emerged since then as a powerful architecture suitable for applications with
high data rates. As described in pervious chapter, several LST coding architectures exist,
including the H-BLAST, the V-BLAST, and the D-BLAST architectures. A common feature
of these architectures is that V; independent data substreams are transmitted simultaneously
from the available /V; transmit antennas. Consequently, these LST architectures achieve a
spatial rate of R.bN, where R, denotes the rate of the channel code employed and 2° denotes
the signal constellation size.

Other LST schemes exist, including the MLSTC scheme proposed in [20], and the
threaded space-time coding (TSTC) scheme proposed in [47]. As explained earlier, the
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MLSTC scheme merges coding concepts at the transmitter and signal array processing at
the receiver in an effort to trade rate for diversity. In particular, the MLSTC scheme divides
the transmit antennas into subgroups and each subgroup has its corresponding STC. One
disadvantage of the MLSTC scheme is that the overall performance is dominated by the
first detected layer, which normally has a low diversity order. The TSTC architecture, on
the other hand, is designed to take full advantage of the diversity available in the MIMO
channel. This is achieved by spreading the transmitted codeword in a way such that it spans
the entire spatial and time dimensions. The TSTC architecture is superior to the MLSTC
architecture at the same transmission rate. The performance gain of TSTC is credited to its
iterative MMSE receiver, which has high computational complexity.

In this chapter, we present a new transceiver architecture for MIMO systems that borrows
ideas from the MLSTC and TSTC schemes in an effort to achieve an enhanced trade-off be-
tween the spatial rate and diversity. Therefore, we refer to the proposed scheme as threaded
MLSTC (TMLSTC). Specifically, the proposed scheme has a structure similar to that of the
MLSTC scheme except that it employs a spatial interleaver just before the MLSTC encoder.
The reason for using the spatial interleaver is to take full advantage of the spatial and time
diversity available in the channel, whereas the use of the MLSTC encoder is to maintain a
reasonable decoding complexity. We also propose a low complexity MMSE-based decoder for
this coding scheme which incorporates the QR decomposition (QRD). The advantages of the
proposed scheme over existing ones include: 1) considerable improvement in performance; 2)
enhanced trade-off between rate and diversity; and 3) all layers achieve the same performance

and rate and hence the same capacity, which is attractive for multiuser environments.

5.2 Proposed Transceiver Architecture TMLSTC

5.2.1 Proposed Architecture

We consider a MIMO system with V; transmit and N, receive antennas. The proposed
transmitter architecture is shown in Figure 5.1. In the proposed scheme, as shown in the
figure, the input information sequence is initially demultiplexed into N; substreams. Each
substream is then encoded separately by a channel encoder, modulated and then passed

through a spatial interleaver (SI). The SI may be represented by a cyclic shift interleaver as

Tiry = Tiy, With ¢ =[(i +t — 2) mod ;] + 1, (5.1)
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where z; , represents the entries of the threaded transmission matrix, ¢ indicates the antenna
number, and ¢ represents the time interval [19].

Assume that there are K layers, that is, the N, transmit antennas are divided equally
into K groups where each group consists of n = N;/K antennas. As such, the N, coded
substreams are multiplexed into K substreams to match the number of transmit antenna
groups. Each group of antennas employs a STBC. (This is not limited to STBCs, where other
STCs can be employed as well.) The K STBCs are independent. The number of receive
antennas must satisfy the condition N, > K . The TMLSTC system can be presented as
(N, n, N,.). Since we are using STBC encoders we will refer to our architecture as TMLSTBC
from now on.

Let

X=| 1 " (5.2)
TNl "t TN, L

denote the N; x L transmit signal matrix where L is the frame length. Each row represents
the symbols transmitted by each transmit antenna.
In a TMLSTBC scheme, the overall transmit signal matrix can be described by stacking

all the signal matrices resulting from each STBC encoder G;(z), for i =1,2,..., K as

G(x)=[c;1(x) Gaylz) --- GK(:C)}T. (5.3)

For example, for a (4,2,4) TMLSTBC system, the number of antenna groups is two and

each group employs the Alamouti scheme. When L = 1, G(z) can be written as

T

T11 —Ty T31 —Th,

Glz) = & e (5.4)
T2 Tyy  T41 T3

Assuming quasi-static flat fading, the received signal can now be expressed as
Y = HG(z) + N, (5.5)

where H is the fading coefficient matrix of size N, x N, with elements h;; representing
the fading gains between the jth transmit antenna and the ith receive antenna. These
fading coefficients are assumed to be independent and CN(0,1) distributed. The matrix N
is composed of CN (0, Np) distributed noise samples with a size of N, x nL. Note that the
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first n columns of H correspond to the first layer, the second n columns correspond to the

second layer, and so on. As such, we can can express Has | H; H, .- Hpg ] .
1
| ccl | Mod1 | stBC
Information | D - - i Enc :y n
Source E Group 1
—_— M SI :
U
X <7 Kn-1
| ccw, J ModN, || || STBC -
T ' " Enc :
Group K 7 N,

Figure 5.1: Proposed transmitter structure.

5.2.2 Proposed MMSE-QRD Decoder

The decoder used in [20] for the MLSTC architecture is the group interference cancellation
(GIC) decoder. The TSTC architecture uses an iterative MMSE decoder. -Our proposed
TMLSTC architecture uses a decoder that is less complex than these decoders while main-
taining their advantages. It was shown in [24] that one could incorporate the MMSE criterion
into the QRD (MMSE-QRD), which in turn can be applied to the MLSTC architecture. It
was established that the MMSE-QRD receiver delivers improved performance with lower
computational complexity. Additionally, the MMSE-QRD decoder also allows for the num-
ber of receive antennas to be less than that of the transmit antennas. We can apply the
MMSE-QRD receiver to the TMLSTBC architecture. To this end, we re-write the received
signal in (5.5) as
Z =H,X + N,

where H,, is the equivalent channel matrix of dimension (N,n) x N, N, is the equivalent
noise matrix, and the SI transmitted signal is now represented in the (N; x L) matrix X'.
For example if we are employing the Alamouti scheme for a (4, 2,4) MIMO system with

L = 4, we can represent the equivalent channel matrix H,, as

T
hl,l h471 ’{,2 hZ;Q

hia <+ hga —his -+ —his
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and the SI transmitted matrix following (5.1) as
T11 Z22 X33 T44

T41 T1,2 T23 T14

The MMSE filter matrix is given as
Guuse = (HYH + 621y,)"'HY,

where §2 = Nj is the noise variance and I, is a N; x N, identity matrix. In [24], the authors

demonstrate that with the definition of an extended channel matrix
_ T
A=[H 6y |,
with size (N, + N;) x N,, and an extended receive matrix
, T
Y=[Y oy,

of size (N, + N;) x nL, where Oy, is a Ny x N; zero matrix , the MMSE filter matrix may be

rewritten as

To enable the MMSE-QRD decoder to work for a multilayered system, we must use the

equivalent channel matrix H,, to provide a (N,n + N;) x N, extended channel matrix

T
H= [ Heq 5nINt ] )

and a (N,.n + N;) x L extended receive matrix

Z=|12 oy }T

We then take the QRD of the extended channel matrix H = QR, where the (Nyn+ N;) X Ny

matrix Q has orthonormal columns and the N; x N, matrix R is upper triangular. We may
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further expand the QR decomposition into

_ T
A=QR=[ QR QR]| .

where the matrix Q was divided into the N,n x N; matrix Q;, and the N; XN, matrix Qo.
From knowing that

Q”H = QfH+5,.Qf =R.

We should pre-multiply Qf with the extended receive matrix Z’ to obtain the decision

statistics of the transmitted signals as
Z=Q"7 =QlZ =RX'-NR¥X' + QFN,,, (5.6)

where Z is of size (N, x L). By writing Z in an expanded form, we can write the (i,t)th

element as
N

Zip = i, + Z TikZhy + Mg,
k=i+1
where 71;; is the corrésponding noise term. Note that the (4, t)th element of Z corresponds
to the (7,¢)th element of X'. Now to obtain the desired symbol, its interference contribution

is calculated and subtracted from the received signal as

Ny
Zip = Zit E TikTht.

k=i+1

The first substream detected in the detection process is the N;th substream due to the
upper triangular properties of the matrix R. The (N; — 1)th substream is subsequently
detected. This process continues until the first substream is detected. Afterwards, the NV
detected substreams are de-interleaved, de-modulated, and each substream is sent to its
individual corresponding Viterbi decoder. Thereafter, the N, decoded substreams are re-
grouped into K groups by taking n consecutive substreams to make a group. Figure 5.2,
and 5.3 depic‘; the block diagrams of the receiver and the MMSE-QRD detector structures

respectively.
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Figure 5.2: Proposed receiver structure.
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Figure 5.3: MMSE-QRD detector structure.

5.3 Performance Analysis of TMLSTBC

5.3.1 Diversity of the Proposed Scheme

For the MLSTBC scheme using the GIC detector, the kth detected group achieves a diversity
gain of

nkx(n1+n2+-~-+nk+Nr—Nt),

where n; is the number of antennas corresponding to the kth subgroup [20]. The overall
system performance is limited by the performance of the first group. Hence, the overall

performance of the MLSTBC architecture at high SNR values can approximated as [23]

2n(n+ N, — N,) — 1 _ _
P ~ 4p) N =) 7
b ( n(n+ N, — Ny) )( P) ’ (5.7)

where p = ]—v%%;

As shown in the previous chapter, the diversity of the MLSTBC scheme is increased with
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the MMSE-QRD detector. The diversity for the overall system was shown to be

dyrsTBe-MMSEqry = 0 X (Np — K +1),

which is an increase to the diversity order of the MLSTBC scheme with the GIC detector.
For the TMLSTBC structure, the SI causes spatial spreading from all layers across all
antennas. Accordingly, the symbols belonging to a codeword are detected at various steps of
the detection process. Thus a diversity of N, can be gained, making all groups benefit from
the same diversity gain. We can establish that the achievable diversity order is nN,. At high

signal to noise ratio, p, the pairwise error probability for the proposed scheme is given by

2nN, — 1

Bo(d) ~ ( niN,

) (4R.dp)™™ | (5.8)

where d = d¥,_ for soft decision Viterbi decoding and d = d¥’,_ /2 for hard decision Viterbi
decoding. df. and R, are the minimum Hamming distance and rate of the convolutional

code, respectively. The average bit error rate can be found as

P < Z BaPa(d), (5.9)

d=d¥

min

where [; denotes the number of paths of distance d from the all-zero path for the first
time [23]. Comparing (5.7) and (5.8), it is evident that the new scheme achieves better
performance when n < N,. For a square MIMO system, this will always hold.

5.3.2 Diversity-Multiplexing Gain Trade-off

It was established is [48] that the optimal diversity-multiplexing gain trade-off curve can
assist to compare the performance of various architectures. In this section, we derive the
diversity-multiplexing gain trade-off curves for the TMLSTBC and MLSTBC architectures.
We know that the capacity of a MIMO channel is

C = log det <1N, + f-’-HH”)
N,

where p is the average SNR. Suppose we want to communicate at a goal rate of R bits per
channel use. We can realize dependable communication provided that C' > R. When the
MIMO channel does not satisfy this condition, the system is in outage.

At high p values, it has been shown in [48] that a diversity gain d(r) is achieved at
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multiplexing gain r if R = rlog p, and
Pout(R) ~ P—d(r):

or more precisely

out (1
i 108 Pour(rlogp) _ —d(r).
pmsoo logp

The curve found from d(r) represents the diversity-multiplexing gain trade-off. From [48]

and [9], it was shown that the optimal trade-off curve for a MIMO system is

Let R; for i = 1,2,..., K denote the rate corresponding to the ith layer. As such, we
can write R; = (r/K)log p (bits/symbol) for the MLSTBC and TMLSTC schemes. At high
p, the outage probability for the ith layer is upper bounded by

Pout(Ri) = P{l + ﬁ “H1“2 < T‘Ing},
i

where H; is the channel matrix corresponding to the sth layer. |H;||? is a chi-squared distrib-
uted random variable. Since the overall performance for both the MLSTBC and TMLSTBC
schemes is limited by the performance of the first detected layer, we will focus on the first
layer. Hence for the MLSTBC scheme, ||H;||® is a chi-squared distributed random variable
with 2n(n + N, — ;) degrees of freedom. Thus the overall outage probability will be
2
Pot(Bi) = P {1 + ”—H—f\%l——p < pT}

= P{H|?<p "}

p—n(n+Nr—Nt)(l—r/K).

Thus, the overall trade-off curve of the MLSTBC scheme is
d(r) =n(N, = Ny +n)(1 —r/K).

For the TMLSTBC scheme, ||H,||® is a chi-squared distributed random variable with 2n.N,
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degrees of freedom. The outage probability then becomes

-Pout(Ri)

P 2
Psl+ —|H; "
{1+ L mp <}
= P{H|* < p~0}
— p—nNr(l—r/K)’
thus
d(r) =nN.(1-r/K),

is the diversity-multiplexing gain trade-off curve achieved by TMLSTBC.

Figure 5.4 demonstrates the optimal trade-off curve for a (4,4) MIMO system and com-
pares it to the trade-off curves of a (4,2,4) MLSTBC, and the proposed TMLSTBC systems.
From the figure, it is evident that the TMLSTBC scheme achieves a better trade-off between
the rate and the diversity than the MLSTBC scheme.

16 T T T — T —T1— T
—+— Optimal tradeoff
~—— TMLSTBC
—&— MLSTBC
14+
12+ B
10 B
g
£
T
Q
2 4
§
2
Q
L 1 1
25 3 3.5

Muttiplexing Gain (r}

Figure 5.4: Tradeoff curve for (4,2, 4) system.

In Table 5.1, we present the rate and diversity trade-off of various schemes. We compare
their maximum attainable diversity and spatial multiplexing gain.

From this table we can observe that our proposed scheme attains the highest diversity
at the cost of some spatial multiplexing gain loss. Comparing it to MLSTBC it shows

improvement in diversity without deteriorating the rate.



Table 5.1: Rate and Diversity Tradeoff for Various Schemes

Scheme (N,n, N) | dmax Trmax D-M trade-off
V-BLAST (Nulling) | 1 N 1-r/N
D-BLAST N N N —r/N)
MLSTBC n® | K=N/n| n*(1-r/K)
TMLSTBC nN | K=N/n|nN(l-r/K)

5.4 Simulation Results

The proposed scheme with parameters (4,2,4) is simulated over a quasi-static fading with
frame length L = 100. Each layer is encoded by a separate rate 1/2 convolutional code
with generator polynomials (171, 133),.. The output of the two convolutional encoders are
spatially interleaved as described above, and the output of the spatial interleaver is applied
to two independent STBC encoders, each employing the Alamouti scheme. Binary phase
shift keying (BPSK) is assumed. Soft and hard decision Viterbi decoding are considered.

In Figure 5.5, we plot the BER of the proposed TMLSTBC scheme and the MLSTBC
schemes with MMSE-QRD genie detection. The genie detection implies perfect detection of
the previous layers, thus no error propagation is assumed [15]. In the figure we demonstrate
the simulation results of the first and second layer (sub-group) detected. We observe from
the figure the performance improvement achieved by the proposed scheme over the original
MLSTBC scheme. It is observed that the first and second group detected for the TMLSTBC
scheme experience the same performance. In addition, we observe that, the performance of
the TMLSTBC match that of the MLSTBC second detected sub-group. Thus for this case
of a (4,2,4) system, we demonstrate that the TMLSTBC scheme achieves a diversity gain
of 2 x 4, as does the MLSTBC second group detected.

In Figure 5.6, we plot the overall simulation results of the proposed TMLSTBC architec-
ture, along with the overall simulation results of the MLSTBC scheme with both the GIC
and MMSE-QRD detectors. In the simulation results for this figure we have assumed hard
decisions Viterbi decoding. We can observe that the performance results of the proposed
TMLSTBC architecture has a great advantage than the MLSTBC architecture. We see a
perforrhance gain of 3dB at 107>,

In Figure 5.7, we plot the overall simulation results of the proposed MLSTBC architec-
ture, along with the overall simulation results of the MLSTBC scheme with both the GIC
and MMSE-QRD detectors, but this time we assume soft decision Viterbi decoding and the
genie detection is applied. We also plot in the same figure theoretical results. The theoreti-

cal results follow equation (5.9) with the number of transmit and receive antennas indicated
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Figure 5.5: BER performance results of the proposed TMLSTBC and MLSTBC schemes
with the genie detection applied.

in the legend. Thus, once again we see from the simulation results that the TMLSTBC
architecture has the same diversity order as a 2 x 4 MIMO system.

In Figure 5.8, we plot the BER performance of the TMLSTBC and MLSTBC scheme
for the overall performance with error propagation at each detection stage, i.e., no genie
detection. The figure further justifies the performance improvements of the proposed scheme.
There is 2 3.0 dB gain between the TMLSTBC and MLSTBC at BER 10~° for hard decision
Viterbi decoding, and a gain of 3 dB at 107° for soft decision Viterbi decoding.

In Figure 5.9, we plot the BER performance results of the TMLSTBC with four trans-
mit and three and four receive antennas respectively. Plotted in the same figure, are the
simulation results of the STBC scheme with two transmit and three and four receive anten-
nas. From the simulation results presented in the figure. It is evident that the TMLSTBC
achieves the same diversity rate as an STBC code with the same number of receive antennas.
That is for the (4,2,3) TMLSTBC scheme achieves the same diversity of the 2 x 3 STBC
scheme, thus a diversity of 6 is achieved. Moreover, the (4, 2, 4) TMLSTBC scheme achieves

the same diversity as a 2 x 4 STBC scheme, thus a diversity of 8 is achieved.
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Figure 5.6: BER overall system performance of TMLSTBC and MLSTBC schemes.

5.5 Chapter Summary

In this chapter, we have presented a new transceiver architecture based on concepts from
the MLSTC and TSTC schemes in an effort to achieve an enhanced trade-off between the
spatial rate and diversity which we call TMLSTBC. The TMLSBC architecture, provides
improved performance compared to the MLSTBC without adding complexity to the decoder.
The proposed architecture also demonstrates superior trade-off between the diversity and
multiplexing gain when comparing it to the original MLSTBC scheme, since the diversity

order has increased but the rate has remained the same as in the MLSTBC scheme.
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Figure 5.7: BER overall system performance results of the TMLSTBC and MLSTBC schemes
with soft decision Viterbi decoding.
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Figure 5.8: BER results of overall system
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Figure 5.9: BER performance of TMLSTBC scheme with different number of receive anten-
nas.
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Chapter 6

Conclusions and Future Work

6.1 Conclusion

In this thesis we focused on finding MIMO systems, which provide the best spatial rate and
spatial diversity gain trade-off while maintaining low complexity. The LST codes and STBCs
are the best STC schemes in terms of complexity to provide high data rate transmission
and diversity gain, respectively. Both schemes take advantage of low complexity linear
processing at the receiver. By combining LST and STBC schemes, we can capitulate both
gains simultaneously.

Through our analysis, we demonstrated that the performance of the proposed MMSE-
QRD detector in conjunction with the MLSTBC architecture increased the diversity gain of
the system. It was also demonstrated that added performance was reached with the sorted
algorithm (MMSE-SQRD) and that by applying the PA strategy, the performance gap be-
tween the different layers of the MLSTBC architecture can be brought closer, which is an
important feature for multiuser systems. It was also found that the proposed MMSE-QRD
detector has reduced computational complexity compared to the GIC detector previously
applied to the MLSTBC architecture. Additionally the MMSE-QRD detector has the ad-
vantage of being able to detect with a reduced number of receive antennas.

Furthermore; it was established that by extending the MLSTBC with OFDM, frequency
diversity was extracted from the frequency selective channel.

Finally, it was concluded that our proposed transceiver architecture based on concepts
from the MLSTC and TSTC schemes, achieves an enhanced trade-off between the spatial

rate and diversity.
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6.2

Future Work

In a wideband wireless communication system, there is the existence of a multipath
channel. Consequently, ISI is subjected to the received signal. Thus, the next step of
our work is to expand the TMLSTBC scheme to a frequency selective channel. In this
work we will investigate the diversity order of the scheme, as well as the multiplexing

gain.

A interesting proposition is to apply the TMLSTBC scheme in a cooperative wireless
network. A study will be conducted to include the diversity gain and the multiplexing
gain available from such a network. If data is to be transmitted from the source S
in a relay channel, to destination terminal D. Due to the broadcast channel, another
terminal in the network, which we denote as the relay terminal R, also receive the
signal from S and thus can cooperate with S to accomplish the communication with
D. In this case, the antenna on S and that on R form a virtual transmit antenna array
which realizes spatial diversity gain in a distributed fashion, but the delay between
the received signal copies at D due to processing delay at R need be taken into the

consideration for transmit antenna selection this time.

The GIC decoder can be applied either serially or in parallel. The serial GIC decodes
the strongest layer after nulling all other layers and then the contribution of it is
canceled from the received signal and the serial nulling and cancellation is repeated
fro all other layers. The parallel GIC algorithm consists of two stages. The first is
the parallel nulling followed by parallel interference cancellation and detection of all
layers. We wish to try different decoding schemes for the MMSE-QRD detector and

try different combinations of serial/parallel configurations.

So far we are assuming perfect channel knowledge at the detector. A separate channel
estimator can provide channel knowledge to the detector. Usually the channel estima-
tion is based on the known sequence of bits, which is unique for a certain transmitter
and which are repeated in every transmission burst: Thus, the channel estimator is
able to estimate the channel impulse response for each burst separately by exploiting
the known transmitted bits and the corresponding received samples. We would like to
apply the MLSTBC and TMLSTBC schemes with detectors that will require channel
estimation. Channel estimation can be accomplished by means of the Least-squares

(LS) channel estimation techniques.
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