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ABSTRACT 
New CAD Models for Spiral Inductors and EM Coupling for EM Based 

Circuit Design 

Navid Arbabi 

This thesis contributes several techniques for electromagnetic-based computer-aided 

modeling, design, optimization and simulation of RF/microwave components and 

circuits. 

First, computer-aided design (CAD) of spiral inductors exploiting full-wave 

electromagnetic (EM) analysis is proposed. Traditional optimization methods for spiral 

inductors rely on circuit models and they are inaccurate compared to EM simulations. 

Space-mapping optimization combines the speed of circuit models and the accuracy of 

EM simulations. A space-mapping optimization algorithm is proposed which yields an 

EM-validated spiral inductor design/layout with considerable improvement over those 

obtained by traditional optimization methods. 

Second, a very compact composite low-pass filter is presented. It offers good 

matching properties in the pass-band and features an attenuation pole near the cutoff 

frequency leading to a sharper attenuation response. The filter is implemented using 

spiral inductors and metal-insulator-metal capacitors. The filter occupies a compact area 

of 1.4mmx0.8mm which is much smaller than other filters operating in the same 

frequency range. 
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The measured response of the overall circuit might not match or could be entirely 

different from the expected response, even if the passive components are designed 

accurately. This is because coupling between components can play an important role in 

the circuit performance especially in dense circuits. An efficient and recent CAD model 

for EM coupling, previously applied to passive EM circuit simulation, is considered. This 

CAD technique is applied to EM coupling modeling of a nonlinear RFIC consisting of 

both active and passive components. The efficiency of the technique is demonstrated 

through an amplifier circuit simulation. 
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Chapter 1 

Introduction 

1.1 Motivation and Objectives 

Currently, the industry is leading towards higher integration where large designs are 

integrated onto a single die, referred to as System on a Chip (SoC). Higher integration 

has the advantages of increased performance and reduced costs, but the die size must 

remain small enough to maintain high yields. Therefore, design of compact components 

and circuits is an important and challenging research area. Knowing that die area is 

crucial for yield and SoC design, current research has explored the use of lumped 

elements for Monolithic Microwave Integrated Circuits (MMIC). Lumped elements 

consume much less die area than distributed elements which are conventionally used in 

circuits such as filters. The use of lumped elements materializes large savings in terms of 

die area at the cost of slightly degraded results and higher power consumption. 

Lumped elements at GHz frequencies are also extensively used in Multi Chip Modules 

(MCMs) [1]. MCMs mount multiple chips inside a single package, and can incorporate 
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many lumped elements. Therefore, MCM can reduce the overall footprint of a circuit on 

the motherboard compared to single chip approaches. As such, lumped elements possess 

an edge over distributed elements as they consume less area which is very crucial in the 

MCM. 

In the light of the above discussion, this thesis addresses three important issues 

pertaining to the compact design of RF/Microwave components and circuits. First, design 

and optimization of spiral inductors as an example of compact component design using 

lumped elements is studied. Spiral inductors are considered since they are attractive 

candidates in the implementation of inductors as lumped elements in GHz frequencies. 

Second, the design and optimization of an ultra compact low-pass filter for MMIC 

applications is discussed, as an example of compact circuit design using lumped 

elements. Overall circuits assembled using precisely designed passive components (e.g. 

spiral inductors) could fail to match the expected response or could produce an entirely 

different response. This is because interactions between components can play an 

important role in the circuit performance especially in dense circuits. Therefore, finally, a 

technique that models these interaction effects in dense circuits is studied and applied to 

passive and active circuit simulation. 

1.1.1 Design/Optimization of Spiral Inductors 

Portable wireless communication equipment requires low-cost, high level integration, and 

high-performance Radio Frequency Integrated Circuits (RFIC). Silicon technology is 

currently the most suitable candidate due to the ongoing improvements in processing 
2 



technologies that have continually enhanced the Radio Frequency (RF) performance of 

silicon-based transistors [2] [3]. Exploitations of silicon technologies require the 

availability of optimized integrated inductors with high quality factors (Q) to enhance the 

performance of RF circuits. This is due to the influence of the spiral inductor on the 

performance of many RF circuits. One example is the bandpass filter (BPF) built with 

inductors and capacitors, in which the Q of the spiral inductor determines the insertion 

loss [4]. In low noise amplifiers (LNA), the Q of the spiral inductor determines the figure 

of merit (FoM), which is the measure of the overall performance of the LNA [4]. In 

voltage controlled oscillators (VCO), high-g spiral inductors reduce both DC power 

consumption and phase noise [4]. 

Several methods have been proposed to model spiral inductors on silicon. They can be 

divided into two categories. One of the categories uses compact circuit models such as 

physically based circuit models [5][6], empirical circuit models [7][8], or circuit models 

which are constructed by calculating the effect of each segment of the spiral inductor and 

the interconnection between them [9]. The other category solves Maxwell's equations, 

using electromagnetic simulators, such as Ansoft HFSS [10], Sonnet em [11] and Agilent 

Momentum [12]. 

Synthesis and optimization of spiral inductors on silicon has also been studied at the 

same time. Most of the work in this area is based on circuit models. Some examples are 

an analytical design procedure [13] based on the physical model, geometric programming 

(GP) formulation of the spiral inductor optimization [14] [15] based on the model 
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presented by S.S. Mohan et al. [8], sequential quadratic programming (SQP) [16] and an 

optimization method called mesh adaptive direct search (MADS) [17]. These methods are 

very efficient but the accuracies of the optimized spiral inductor designs are limited by 

the circuit model approximations. It is likely that the design does not meet the 

specification when validated by electromagnetic (EM) simulators or measurements. On 

the other hand, direct optimization based on EM simulators offers accurate results but it 

is computationally very expensive and time-consuming. To address this problem, Bandler 

et al. introduced space mapping (SM) technology [18]-[23] in 1994 to incorporate the 

computational efficiency of cheap circuit models and the accuracy of expensive EM 

simulations. Space mapping algorithms perform optimization on a computationally cheap 

circuit model and use EM simulations to calibrate the circuit model. 

The work presented in chapter 2 of this thesis focuses on a space-mapping algorithm 

for the design/optimization of on-chip spiral inductors. The proposed Computer Aided 

Design (CAD) algorithm is demonstrated through a practical spiral inductor optimization 

example. EM-validated designs can be obtained by the proposed method in minutes or 

hours instead of days and weeks as in the case of conventional methods. 

1.1.2 Design/ Optimization of Composite Low-Pass Filters 

Compact circuit design using lumped elements is studied in the second step. To this end 

design and optimization of an ultra compact low-pass filter for MMIC applications is 

discussed. In most microwave communication systems, filters play an extremely 

important role. Microwave filters are used to control the frequency response in a 
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microwave system by providing transmission at frequencies within the passband and 

attenuation in the stopband. Filters are used in electrical engineering to shape the signal, 

which is especially crucial in reducing input signal noise in receivers and spurious 

emissions in transmitters. Microwave filters have traditionally been built using 

waveguides and coaxial lines. Recent microwave printed filters have unique advantages 

over waveguide and coaxial filters in terms of low cost, high accuracy, and compact size. 

Another advantage of printed filters is their easy integration with active circuits (i.e., 

filters can be fabricated on the same substrate with transistor amplifiers, oscillators, and 

other active circuits). 

Applications such as wireless communications continue to challenge microwave filter 

designers with increasingly strict requirements such as higher performance, higher 

selectivity, smaller size, etc. The work presented in chapter 3 of this thesis focuses on the 

desire to effectively reduce the volume and increase the selectivity of printed low-pass 

filters (LPF). Therefore the objective of the work is to implement a planar LPF with 

relatively more compact size and higher selectivity than traditional planar LPFs. To this 

end composite LPF design approach [24] [25] is applied. This design approach leads to a 

LPF schematic which requires lower order to achieve a very sharp cutoff response and 

good matching properties in the passband as compared to conventional design approaches 

such as Butterworth, Chebyshev, and elliptic LPFs. The lower order of the composite 

filter makes the design more compact and less expensive due to the reduced number of 

elements in the design. To keep the circuit ultra compact, spiral inductors and metal-
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insulator-metal (MIM) capacitors are employed for implementation of lumped elements, 

which makes the filter suitable for MMIC applications. 

1.1.3 EM Coupling Model for Active Circuit Simulation 

The use of lumped elements at high frequencies is extremely important to emerging 

technologies like SoCs and MCMs, but it is subject to high parasitic and electromagnetic 

(EM) coupling. Coupling is a general term used to describe EM field interactions 

between two structures. Distributed and mutual coupling, which result from EM field 

interactions in the network, exert a significant effect on integrated circuits [26]. This 

parasitic effect can become more of a concern in SoCs and MCMs as packing densities of 

components are increased and frequencies are pushed even higher [27]. For instance in a 

densely packed MIC amplifier using lumped elements, coupling can cause the centre 

frequency and magnitude to shift significantly depending on the layout and frequency of 

operation. Although such unintended coupling between components plays an important 

role in the circuit performance, this quantity is very complex to evaluate. Existing 

lumped or physical/geometrical-based models do not adequately include all EM effects. 

On the other hand, although EM-based models are accurate, they cannot be easily 

implemented in a circuit simulator and are time consuming to generate. Until recently, it 

has been practiced to effectively ignore EM coupling in lumped elements since the effect 

is less prominent at the lower side of the microwave spectrum. However, with the 

increase of operating frequencies up to the millimeter range, new designs using lumped 

elements instead of distributed elements have been presented at frequencies higher than 
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40 GHz where EM effects can be significant [26]. These include, for instance, a 50GHz 

Mixer by Dickson [28], and a 52 GHz LNA by Gordon [29]. 

Recently, several techniques in bringing the coupling phenomenon forward into the 

circuit design have been investigated [26] [30] [31] [32]. The coupling phenomenon exists 

at such a high frequency that full wave EM simulators are required which are primarily 

based on the solution of Maxwell's equations to quantify the EM field in a structure. 

These simulators are accurate but require huge computation time and memory space. 

This aspect is crucial when modern CAD tools lead to massive and highly repetitive 

computational tasks during simulation, optimization and statistical analysis. As such, 

development of fast and full EM representations with high-order coupling is crucial for 

modern circuit design. Furthermore, existing lumped element EM-based models have an 

important drawback at the circuit level. Although these models are accurate, they are 

developed in a perfectly shielded environment, i.e., excluding any external effects such as 

coupling with neighbouring components. 

Quite recently, a novel EM coupling CAD modeling technique based on simple 

network theory concepts and de-embedding techniques [33] has been proposed [34]. The 

accuracy and efficiency of the modeling technique has been demonstrated for a variety of 

passive circuits. Since active devices (e.g. transistors) are widely used in RFICs (e.g. 

power amplifiers), in chapter 3 of this thesis the CAD modeling technique [34] is applied 

for the first time to nonlinear circuit simulation. Accurate and fast circuit-level 

simulations are obtained. 
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1.2 Scope and Organization 

The following is the scope of research work in this thesis: 

• Applying implicit space mapping technology to the optimization of spiral 

inductors. 

• Developing a parameter extraction scheme with few preassigned parameters 

leading to better convergence in the spiral inductor optimization process. 

• Designing a compact composite LPF using spiral inductors and MIM capacitors. 

• Extending the application of a recent, fast and efficient method to model EM 

coupling in microwave integrated passive/active circuits. 

The thesis is organized as follows: 

In chapter 2, a review of a physically based circuit model of spiral inductors [6] and 

the development of space mapping technology, focusing on the implicit space mapping 

(ISM) [21] is presented. Space mapping technology is then applied to the optimization of 

spiral inductors. The proposed CAD algorithm is demonstrated through a practical spiral 

inductor optimization example and an EM-validated design of a spiral inductor is 

obtained in five full-wave EM simulations. 

In chapter 3, a review of the image parameter method to design composite LPFs 

[24] [25] is discussed. A composite LPF is designed and realised by spiral inductors and 

MIM capacitors. Satisfactory EM simulation results are obtained and presented. 

In chapter 4, a review of the new coupling modeling technique [34] is presented. A 

passive circuit simulation example applying the coupling model is also discussed. 
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Considerations for applying the model for circuits containing active components are 

given. Finally, an active circuit more specifically an amplifier simulation applying the 

coupling model is presented. 

Finally, chapter 5 draws conclusions and discusses possible contributions of this work 

leading to future research. 
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Chapter 2 

Design/Optimization of Spiral 

Inductors Applying Space Mapping 

Algorithm 

2.1 Background and Motivation 

Several electronic circuits, e.g. LNAs, VCOs, filters etc., require inductors with high 

quality-factors ( 0 . At GHz frequencies, several effects including eddy current, self 

resonance, skin effect, and substrate loss degrade the Q of the inductor. The magnitude of 

each of these effects depends strongly on the layout and physical dimensions of the 

inductor. As such, CAD and optimization of on-chip spiral inductors can be challenging. 

The main objective in the design of spiral inductors is to come up with a design/layout 

which achieves high-£? at a specified inductance (I). Several methods have been 

proposed in the RF/microwave literature. Exhaustive enumeration [35] first discretizes 
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the geometrical parameters within the design space of interest. Then, for each of the 

combinations of the resulting parameter values, inductor performance is simulated. 

Finally, those parameter values resulting in the highest Q are recommended for 

fabrication. Such an approach can be viewed as a "trial-and-error" approach, and the 

CPU-time required is exponential with respect to the number of the design variables. 

Geometric programming [14] is yet another commonly used optimization technique. 

However, this technique demands that the coarse model be in a specific format (i.e. 

posynomial functions), thereby limiting its applicability. For instance, on-chip spiral 

inductors may not necessarily follow posynomial input-output relationships. Sequential 

quadratic programming (SQP) has recently emerged as an alternative vehicle to inductor 

optimization. In [16], EM effects, e.g. substrate effects, were neglected for simplifying 

the SQP based inductor optimization. Consequently, the resulting designs miss the 

critical high-frequency effects. In general, all the above-mentioned optimization tools 

based on circuit models (i.e. coarse models with limited accuracies) of spiral inductors do 

not use EM data. The accuracies of the optimized spiral inductor designs are hence 

limited by the circuit model approximations. On the other hand, EM simulators such as 

Sonnet em [11] or Ansoft HFSS [10] offer accurate models for spiral inductors. However, 

they are usually CPU-intensive and direct optimization is usually impractical, if not 

impossible. 

Space-mapping (SM) [18] has recently emerged as an efficient engine for EM based 

optimization of passive components. SM is a mathematical tool, which combines the 
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speed of "coarse models" (approximate circuit-based models or empirical models) with 

the accuracy of "fine models" (CPU-intensive EM solvers) to enable accurate yet fast EM 

based optimization solutions. It is to be noted that the convergence of SM based CAD 

tools (including those used for inductor design) depends both on the accuracy of the 

coarse models and the techniques used for coarse model optimization. 

A space-mapping tool based on geometric programming for design/optimization of 

spiral inductors has been recently introduced in [36]. The approach involves defining 

iteration-dependent constraints in the parameter extraction (PE) step. Without suitable 

constraints, the surrogate model resulting from this approach may critically diverge from 

the coarse model and hence the design solution obtained may not be a close 

approximation of the fine model optimum. 

In this chapter, an SQP based space-mapping algorithm for the design/optimization of 

on-chip spiral inductors is proposed and formulated. After reviewing different types of 

spiral inductors, a physically-based circuit model of spiral inductor is discussed. 

Following this, the basic concept of space mapping technology, focusing on the implicit 

space mapping (ISM) is reviewed. The proposed CAD algorithm is discussed and 

demonstrated through a practical spiral optimization example. The advantages of the 

algorithm include a reduction in the need for CPU-expensive EM data, and the 

elimination of the need for defining iteration-dependent constraints and specific format 

for the objective/constraint functions. The related work has already been published in 

[37]. 
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2.2 Different Types of Spiral Inductors 

Square spiral inductors are popular because of the simplicity of their layout. However, 

other polygonal spirals have also been used in circuit design. Some designers prefer 

polygons with more than four sides to improve performance. Among these, hexagonal 

and octagonal inductors are widely used. Fig. 2.1(a)-(d) shows the layout for square, 

hexagonal, octagonal, and circular inductors. 

(b) 

(c) (d) 

Figure 2.1 On-chip spiral inductor realizations: (a) square, (b) hexagonal, (c) 

octagonal, and (d) circular. 
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Cross section of a spiral inductor fabricated in a sample CMOS process is shown in 

Fig. 2.2. Two metal layers are used; the top layer for the spiral inductor and the lower 

layer for the underpass (shown by the dotted line in Fig. 2.1). For a given shape, an 

inductor is completely specified by the number of turns N, the turn width w, the turn 

spacing s, and any one of the following: the outer diameter dout, the inner diameter dm, the 

average diameter dayg = 0.5x(dOut + dm), or the fill ratio, defined as p = (dout - dm) I (dout+ 

din). 

Air 

X I 

Metal Ml 

d lum 

Si02 
Via 

Metal M2 

EE222 IME3 

Figure 2.2 Cross-section of a spiral inductor [36]. 

2.3 Spiral Inductor Circuit Model and Related Formulations 

Significant work has been done to model spiral inductors using lumped circuit models 

[5][6]. Fig. 2.3 illustrates a commonly used model. In this circuit model, the inductor Ls 

models the inductance of the spiral inductor and the resistor Rs models the resistance of 

the metal trace. Cs represents the direct coupling through the overlap between the spiral 

and the underpass. The substrate is modeled by three components. The capacitor Cox 

models the oxide capacitance between the spiral and the substrate. The capacitor Csl and 
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the resistor Rsl represent the capacitance and resistance of silicon substrate. The parasitic 

resistors and capacitors in this model have simple physically intuitive expressions [5] [6], 

using the geometric parameters of the spiral inductor and technology-related parameters 

of the fabrication process. These equations are: 

* s 

/ 
t/S^ 

Gwd{\-e-"°) 
(2.1) 

Cs=nw ,2 c o x 

t. oxMl-M2 

(2.2) 

Cm=-lw^ 
2 t 

ox 

(2.3) 

c.=-iwa 
2 

(2.4) 

* , = 
IwG, Sub 

(2.5) 

o-

o-

Rs 

ANV-
* ->ox—i— 

Rsi —i—Csi R s i > CSi—r— 

-0 

-o 

Figure 2.3 Equivalent circuit model of the spiral inductor [5]. 
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where / is the total length of spiral, c is the metal conductivity at DC, w is the line width, 

8 is the metal skin depth, t is the metal thickness, n is the number of crossovers between 

the spiral and the underpass, eox is the oxide permittivity, /0x M1-M2 is the oxide thickness 

between the spiral and the underpass, /0x is the oxide thickness between the spiral and the 

substrate, CSUb is the substrate capacitance per unit area and GSUb is the substrate 

conductance per unit area. Since the substrate impedance is difficult to model, CSUb and 

GSub are generally treated as fitting parameters. (Typical value for CSUb is 10"3 to 10"2 

fF/um2 and typical value for GSUb is 10"7 S/um2). The metal skin depth is given by 

S=l—?— (2.6) 

where/ is the frequency and uo = 4TC><10"7 H/m is the permeability of free space. The 

inductance value (Zs) in this model lacks a simple but accurate expression. In the 

following subsection some of the existing inductance expressions are introduced. 

2.3.1 Inductance Calculation 

Many methods have been proposed to calculate inductance Ls. Some of the more accurate 

ones based on empirical equations are demonstrated here. 

Inductance calculated by modified Wheeler formula (Zmw) is proposed in [8] 

l + A2/0 
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where coefficients K\ and K-i are layout dependent and are shown in Table 2.1, //o is the 

permeability of free space, N is the number of turns, d^% - 0.5x(<iout + d{„) is the average 

diameter, and p is the fill-ratio defined as p = (dout - dm) / (dout+ dm). Equation (2.7) is 

used in section 2.5 for inductance calculation of the coarse model in the space mapping 

optimization process. 

TABLE 2.1 COEFFICIENTS FOR MODIFIED WHEELER EXPRESSION 

Layout j[x K2 

Square 

Hexagonal 

Octagonal 

2.34 

2.33 

2.25 

2.75 

3.82 

3.55 

In [8] an expression based on current sheet approximations is given. 

M^d^c, , 
A** = ^ Mc2 /p) + c3p + c4p

2] (2.8) 

where the coefficients c, are layout dependent and are shown in Table 2.2. 

TABLE 2.2 COEFFICIENTS FOR CURRENT SHEET EXPRESSION 

Layout 

Square 

Hexagonal 

Octagonal 

Circle 

C\ 

1.27 

1.09 

1.07 

1.00 

C2 

2.07 

2.23 

2.29 

2.46 

C3 

0.18 

0.00 

0.00 

0.00 

c4 

0.13 

0.17 

0.19 

0.20 

Another formula is the monomial expression proposed in [8] 
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Lmm=0dWd«N«sa> (2.9) 

where Lmon is the inductance in nH, d0ut is the outer diameter in um, w is the metal width 

in um, davg is the average diameter in um, N is the number of turns and s is the turn 

spacing in um. The coefficients P and a, are layout dependent and extracted through data 

fitting. These coefficients are given in Table 2.3. 

TABLE 2.3 COEFFICIENTS FOR DATA-FITTED MONOMIAL EXPRESSION 

Layout 

Square 

Hexagonal 
Octagonal 

P 

1.62x10"3 

1.28xl0-3 

1.33X10-3 

a\ 

-1.21 

-1.24 

-1.21 

a2 

-0.147 

-0.174 

-0.163 

as 

2.40 

2.47 
2.43 

«4 

1.78 

1.77 
1.75 

«5 

-0.030 

-0.049 
-0.049 

In [38] it is shown that the inductance can be calculated from the y-parameters (or Z-

parameters) as 

L = _J_ I m ( i .) (2.io) 
In] Yn 

where/is the frequency. Equation (2.10) is used in section 2.5 for inductance calculation 

of the fine model using 7-parameters obtained from the EM simulations in the space 

mapping optimization process. 

2.3.2 Quality Factor 

Typically, the efficiency of any inductor, e.g. on-chip spiral inductor, is measured by its 

Q. The most fundamental definition for Q of the inductor is [39] 
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Q = 2n. energy stored ( 2 H ) 

energy loss in one oscillation cycle 

For an inductor, only the energy stored in the magnetic field is of interest. Any energy 

stored in the inductor's electric filed, because of the parasitic capacitances is harmful. 

Hence as pointed out in [40] Q is proportional to the net magnetic energy stored, i.e. 

difference between the peak magnetic and electric energies. 

In [40], a one port equivalent circuit model of an inductor (Fig. 2.4), which is the 

circuit model of Fig. 2.3 with one end grounded, is used to calculate the quality factor. 

The frequency-dependent components i?p and Cp are calculated as [40] 

1 Rsi(C0X+Csl)
2 

Rp = — =— + S1 ox , Sl (2.12) P co2C 2fl, C 2 
OX SI OX 

p ~ ox 1 W ( C 0 X + C S 1 ) 2 ^ 2 (2.13) 

The energies are expressed as [40] 

• 2 . 
E _Vo(Cs+Cp) 

peakelectr ic r> v^-1 v 

V2L 

2[{a>Ls)
2
+R^ peak magnetic / » r , r \ 2 . n 2 n \r"*J) 

_ 2 T C P ^ 
^loss - „ X

 0
 X 

CO I 

1 *s 
Rp (coLj+Rs2 (2.16) 
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Figure 2.4 Equivalent circuit model of the spiral inductor with one end connected to 

the ground [40]. 

According to (2.11) the Q can be calculated as 

Q = 2nx. 

6)LC 

F — F 
peak magnetic peak electric 

"'loss 

R. 

Rs Rp+[(coLs/Rs)
2
+l]Ri 

1-
* s

2 (c s +c p ) 
co2Ls(Cs+CJ 

sv s p> 

(2.17) 

Equation (2.17) is used in section 2.5 for the Q calculation of the coarse model in the 

space mapping optimization process. 

Alternatively Q can also be calculated from the Y parameters (or Z parameters) as [38] 

Retf,)' 
(2.18) 

Equation (2.18) is used in section 2.5 for the Q calculation of the fine model using Y-

parameters obtained from the EM simulations in the space mapping optimization process. 
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2.4 Space Mapping Technology 

Typically, an engineering design problem involves finding the design parameters (e.g., 

geometry) which leads to the desired response (e.g., S-parameters). This problem is often 

solved by an optimization program, which needs to evaluate the response and possible 

derivatives with regard to design parameters. This information is obtained from a model, 

e.g., a. circuit model or an EM simulator. 

Space-mapping (SM) [18] which was introduced by Bandler et al. in 1994 has recently 

emerged as an efficient engine for EM based optimization of passive components. SM is 

a mathematical tool, which combines the speed of "coarse models" (approximate circuit-

based models or empirical models) with the accuracy of "fine models" (CPU-intensive 

EM solvers) to enable accurate yet fast EM based optimization solutions. SM-based 

optimization algorithms perform optimization on the coarse model and attempt to tune its 

response to match that of the fine model. SM has been an active topic of CAD research 

for over a decade, and several variations of SM such as aggressive space mapping 

(ASM), [19] [20] Implicit space mapping (ISM) [21] and output space mapping (OSM) 

[22] exist in the RF/microwave literature. In this section, the basic concept of SM and 

ISM which is used in spiral inductor optimization is reviewed. 

2.4.1 Space Mapping (SM) Concept 

In Fig. 2.5 [23] xc stands for the coarse model design parameters and Xf stands for the fine 

model design parameters. Rc and Rf represent vectors of responses, e.g. \Su\ at selected 
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frequency points, for the coarse and fine models respectively. The original design 

problem is to find 

j c ^ a r g m i n U ^ C * , ) ) (2.19) 
xr 

where U is a suitable objective function, e.g. a minimax objective function with upper 

and lower specifications, and x? is the optimal design. 

The basic idea of space mapping is to match the coarse model and the fine model 

during the optimization by finding a mapping P between the fine and coarse model 

parameter spaces 

xc=P(xf) (2.20) 

such that the response of the fine and coarse model match each other in the region of 

interest as 

Rc(P(xf))*Rf(xf). (2.21) 

Once such a mapping is developed, estimation of Xf can be made without optimization of 

the fine model by using 

Xf~ K*c)' (2.22) 

In (2.22), xc is the optimal solution in the coarse space. 
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xf / model \ -v. 
coarse 
model 

* c ( * c ) 

x, = P(xf) 
J such that 

• Re(P{xf))~Rf{xf) 

Figure 2.5 Overview of space mapping [23]. 

2.4.2 Implicit Space Mapping (ISM) [21] 

Implicit space mapping (ISM), in what is often referred to as parameter extraction (PE), 

calibrates certain selected coarse model preassigned parameters, e.g. dielectric constant 

and height of the substrate, to match the response of the coarse and fine models. With 

these re-calibrated preassigned parameters now fixed in value, the enhanced coarse model 

(surrogate) is then re-optimized to obtain a new design. This new design is applied to the 

fine model. These steps are repeated until the design specification is satisfied. 

In accordance with [21], let R^Xf) represent a response vector of the fine model at 

input Xf and Rc(xc, p) represent a response vector of the coarse (surrogate) model with xc 

being the design variables and p being a set of preassigned parameters, which are 

adjusted by the ISM in order to match the surrogate model with the fine model. xc
 (,) is 

defined as the surrogate optimal point at the iih iteration and *c*
(0) as the initial value. In 

each /l iteration of PE, the objective is to find 

py' = arg mm 
p 

*(;-!)> • ( M ) R{(X;^>)-RC(X;^>,P) 
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Alternatively, the ISM can use multi-point PE, i.e. utilize all the fine EM data simulated 

in the previous iterations as 

pK> = argmm 
p 

K V - * M T ] T (2.24) 

where 

*U) e? =Bt(x™)-Kc(x™,p),j = 0,...,i-l (2.25) 

After finding preassigned parameters in the PE step, we optimize the enhanced coarse 

model (surrogate) to obtain new design parameters by 

,(')> * ; ( ' ^ a r g m i n U ( * c ( j t c , p w ) ) (2.26) 

These new design parameters are applied to the fine model. These steps are repeated 

until the design specification is satisfied. The basic concept of the ISM is illustrated in 

Fig. 2.6. 

Design 
Parameters 

Fine Model 

Space 
Mapping! 

Coarse 
Model 

Pre-assigned 
Parameters 

Response (Rf) spi 

1 

Response (Rc) 

Surrogate Model 

Figure 2.6 Basic concept of the ISM technique [21]. 
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2.5 Proposed SQP Based SM Algorithm for Spiral Inductor 

Optimization 

In this section, implicit space mapping (ISM) is employed for the optimization of spiral 

inductors to combine the computational efficiency of the circuit model and the accuracy 

of the EM simulations. The inductor's circuit model discussed in section 2.3 is used as 

the coarse model and full-wave EM simulations of the spiral inductor in Ansoft HFSS 

environment are used as the fine data/model. 

2.5.1 Parameter Extraction 

In this work, PE is performed in two steps. In the first step, calibration of the surrogate 

model's inductance is carried out. In the second step, calibration of the surrogate's Q is 

performed. Both inductance Zf and quality factor Qf of the fine model are calculated by 

plugging in the simulated ^-parameters from Ansoft HFSS into (2.27) and (2.28) 

respectively. 

Let xc = [dout w N s]T be the design vector, where dout is the outer length, w is the metal 

line width, N is the number of turns, and 5 is the space between metal lines. xc is constant 
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in PE and new parameters (pre-assigned) are defined to match the circuit (surrogate) 

model response Uc = [Lc QC]T, which is defined in the following two steps, to the fine 

model response iff = [If Qf] . Performing PE in two steps has an advantage that in each 

step there are few preassigned parameters to be evaluated which leads to better 

convergence in the spiral inductor optimization process. 

Step 1) Inductance Calibration: The pre-assigned parameters p\ - [zi Z2]T and 

surrogate inductance Lc are defined as 

LC=Z]LS
Z\ (2.29) 

Ls is the inductor in Fig. 2.3 and the modified Wheeler formula is used to calculate its 

inductance as 

N2d 
k=Kv0—r^. (2.30) 

\ + K2p 

It should be noted that Lc is a function of xc andpi and that xc is constant during the PE 

step. Parameters pi can be found using 

p/'^argmin [e0er..etJ
T , (2.31) 

where 

ei=Lf{X;(J))-Lc(x;(J\p,)J = Q,...,i-\. (2.32) 

Step 2) Quality factor Calibration: The pre-assigned parameters pi = \y\...y$ are 

defined as 
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SMRt=yiR», (2.33) 

SMQ=y3C», (2.34) 

Smp=y5R*, (2.35) 

SMCp=yiCp
y\ (2.36) 

The surrogate model's quality factor (Qc) can be calculated by substituting Ls, Rs, Cs, Rp 

and Cp in (2.17) with Lc, SMRS, SMCS, SMRP and SMCP respectively. It should be noted 

that Qc is a function of xc, p\ and /?2, and that xc is constant and p\ is obtained from 

inductance calibration. Parameters p2 can be found using 

p2
(0=argmin [e0ev..e^fl, (2.37) 

Pi ' 

where 

ej=Qf(xc
tU))-Qc(x;u\Pl,p2)J = 0,...,i-l. (2.38) 

Nonlinear equations (2.31) and (2.37) are solved using the "lsqnonlin" function in 

MATLAB. 

2.5.2 Optimization Objective 

The problem here is to find the inductor design parameters xc = [dout w Ns]T knowing the 

pre-assigned parameters p\ and pi from the PE step. To this end, the surrogate model's 

optimization objective is formulated as 
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maximize Qc(xc,p],p2) 

subject to Lsmin < Lc(xc,px)< LSI 

dav%+Ns + Nw<d0Xit 

(2N + l)(s + w)<dmt 

d <d <d • (2-39> 
out mm — out — out max 

W• <W<W mm — " — "max 

5min - S — Sma\ 

N• <N<N 
mm max 

The geometry/layout of the spiral inductor is optimized with an aim to maximize Q at 

the desired frequency while obtaining the user-specified inductance. The target 

inductance is accounted for by the first constraint. The second and the third constraints 

guarantee that the physical layout is realistic. The remaining constraints denote the lower 

and upper bounds of the inductor's geometry. In this work, after each iteration, the 

number of turns iV obtained from optimization of (2.39) is rounded to the two nearest 

positive integer values k and k ± 0.5. Fixing N to each of these two values, one more 

optimization is done and the better result is chosen. Considering that L and Q are 

nonlinear functions of the design variables, the proposed SQP based algorithm solves 

(2.39) using the "fmincon" function in MATLAB. It should be noted that Qc is multiplied 

by a negative sign to become an appropriate objective function for "fmincon" since 

minimizing -Qc is equivalent to maximizing Qc. The flow-chart of the proposed algorithm 

is shown in Fig. 2.7. 

28 



( Start ) 

Specifications from designer (e.g. 
frequency range, inductance, 

geometry constraints) 

I 
Knowledge-based initialization 
of spiral inductor dimensions 

Frequency sweep 
using fine model 

Calibrate the surrogate 
model U using the fine 

model simulations 

Calibrate the surrogate 
model Qc using the fine 

model simulations 

New inductor 
dimensions available 

Yes] 

^Objective 
function < error 

\ tolerance ^ 

Coarse 
model 

optimization 
method 

Nc-

Modify spiral 
dimentions 

SQP based optimization 
of surrogate model 

", izz:~: ~ 
j Reinitialize spiral 
| geometry 

T 

1 
Optimized spiral with a 

satisfactory Q factor 

I 
( End 

Figure 2.7 Flow-chart of the proposed SQP based space mapping algorithm. 

2.6 Example of Spiral Inductor Design/Optimization 

In this section, the proposed algorithm is applied to the design/optimization of a spiral 

inductor built using the sample CMOS process shown in Fig. 2.2. The conductivity of the 

Si substrate is 5 S/m. Two metal layers of lum thickness, M\ and Mi, are used for the 

spiral inductor and the underpass. The conductivity of the metal layers is 3><107 S/m. The 
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user-requirement for design/optimization is to achieve the highest Q and a 4 nH 

inductance at 3 GHz. The tolerance for the inductance is 5%, which means that Lc can lie 

within the range 3.8-4.2 nH. User-constraints on the design parameters are listed in Table 

2.4. 

The results of the proposed algorithm are compared and validated with those from a 

recent SM algorithm based on geometric programming (GP) [36] and from traditional 

exhaustive enumeration (see Table 2.5). In the case of the proposed SQP based ISM, a 

satisfactory inductor design emerges after using 5 fine EM simulations, which is just half 

the number of fine simulations used by the GP based ISM. The L and Q of the spiral 

inductor (i.e. row 3 of Table 2.5) are a result of GP based ISM employing "HFSS data" as 

opposed to GP based ISM [36] that used "Sonnet EM data". In enumeration, the sampling 

steps in the design region are 5 um for dout, 1 um for w, one turn for N and 2 urn for s. 

Optimization results from the proposed algorithm are close to those from the exhaustive 

enumeration technique, which typically takes several days to converge. 

TABLE 2.4 CONSTRAINTS ON DESIGN PARAMETERS 

Parameter Lower Bound Upper Bound 

300 um 

15 jam 

7.5 

10 um 

^out 

H> 

N 

s 

150 um 

1 um 

2.5 

2 um 
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TABLE 2.5 COMPARISON OF INDUCTOR OPTIMIZATION ALGORITHMS 

Optimization Optimized Design n L No. of 
Method ([doMwNs]T in um) ^ (in nH) EM Data 

Proposed T 4.94 3.8 5 
SQP based ISM L J 

GP based ISM [203 10 4.5 2]1 4-87 3-76 10 

Exhaustive r?nsin4S?iT 4.9 3.9 13950 
Enumeration 

[205 10 4.5 2]1 

2.7 Summary 

In this chapter, an SQP based ISM algorithm has been proposed for design/optimization 

of the on-chip spiral inductors. Starting with user-specifications (e.g. those from an RFIC 

designer), the proposed algorithm yields a satisfactory EM-validated spiral inductor 

design using very small amount of EM data. Owing to its unique framework, the 

algorithm neither requires defining iteration-dependent constraints in the PE step nor 

involves any assumptions in terms of the format of the objective/constraint functions. 

Furthermore, parameter extraction step has been performed with few preassigned 

parameters so that better convergence in the spiral inductor optimization process can be 

achieved. 
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Chapter 3 

Design of a Compact Composite Low-

Pass Filter 

3.1 Background and Motivation 

In many applications of modern communication systems such as harmonic rejection and 

spurious signal filtering, planar low-pass filters (LPF) are in demand. These LPFs are 

desired to have compact size and exhibit sharp cutoff frequency response, high selectivity 

and wide stopband. These requirements are addressed by considering two different 

aspects of the design cycle, namely, the design of the circuit schematic and the 

implementation of the elements within the circuit schematic. 

For the schematic design, conventional approaches are applying Butterworth or 

Chebyshev type filters. These kinds of filters have no attenuation poles, so enhancing the 

selectivity requires high-order design [41]. Elliptic-function filters have attenuation poles 

near their passbands, making them very attractive for high-selectivity applications. 
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However, a high-order design is also required to simultaneously ensure a flat response in 

the passband and a good out-of-band attenuation [42]. In both cases, a compact planar 

design is practically difficult to achieve due to the number of components. A good design 

approach that can be promising in such challenging scenarios is composite LPF design by 

the image parameter method [24][25]. This design approach is explained and used in this 

chapter to design a LPF. 

In the case of implementation, conventional LPFs use shunt stubs and stepped 

impedance lines [43] which have narrow stopband, poor cutoff response and relatively 

large size. Coplanar waveguides can also be used to implement circuit elements [44] but 

in the frequency range of a few GHz they occupy large area [41]. In this work, spiral 

inductors and metal-insulator-metal (MIM) capacitors are employed for implementation 

of lumped elements. Although lumped element circuits containing spiral inductors and 

MIM capacitors typically exhibit a lower quality factor Q than distributed circuits due to 

smaller element dimensions and the multilevel fabrication process, they have the 

advantage of smaller size, lower cost, and wider bandwidth characteristic [45]. These 

characteristics are especially suitable for monolithic microwave integrated circuits 

(MMICs) where small size requirements are of prime importance. 

Recently, a composite LPF with a 1.5 GHz cutoff frequency based on microstrip lines 

has been presented in [46]. However, this filter has several drawbacks including ripples 

in the passband and larger size. Further, there is a potential for improving the attenuation 

slope after the cutoff frequency. 
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In this chapter, design of composite LPFs by the image parameter method is discussed 

and a design example is presented. The design is then realized using on-chip spiral 

inductors and MIM capacitors. The space-mapping based CAD algorithm explained in 

chapter 2 is exploited in order to rapidly yet accurately design/optimize inductors 

exhibiting high Qs at filter cutoff frequency. The proposed filter is ultra-compact and 

suitable for MMIC applications. Full-wave EM simulations indicate a flat passband, 

sharp cutoff and wide stopband. The related work has been submitted in [47]. 

3.2 Composite Filter Design by the Image Parameter Method 

[24] [25] 

There are two methods available to synthesize passive filters. One of them is known as 

the image parameter method and the other as the insertion loss method. The image 

parameter method involves the specification of passband and stopband characteristic for a 

cascade of two-port networks. The method is relatively simple but has the disadvantage 

that the filter frequency response cannot be shaped. On the other hand the insertion loss 

method has the advantage that it can provide a specified filter response. Nevertheless, the 

image parameter method is useful for LPFs and HPFs. It also finds application in solid-

state traveling-wave amplifier design. 
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3.2.1 Image Impedances and Transfer Functions for Two-Port 

Networks 

For the analysis and design of filters by the image parameter method, the first 

requirement is to define the image impedances and voltage transfer function for an 

arbitrary reciprocal two-port network. 

Fig.3.1 shows a two-port network with its ABCD parameters. The current at port 2 has 

the direction according to the convention for ABCD parameters. The image impedances, 

ZJI and ZJ2, for this network are defined as 

ZJI = input impedance at port 1 when port 2 is terminated with ZQ,, 

Za = input impedance at port 2 when port 1 is terminated with Z\\. 

It can be observed that terminating the ports in their image impedances causes them to be 

matched. Expressions for the image impedances in terms of the ABCD parameters of a 

network can be derived through the following procedure. 

Figure 3.1 

Zin1 -̂in2 

A two-port network terminated in its image impedances. 
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Voltages and currents of the ports are related as 

Vi=AV2 + BI2, (3.1a) 

Ii=CV2 + DI2. (3.1b) 

The input impedance at port 1, with port 2 terminated in ZQ such that V2 = Zl2I2, is 

L=AV1±Bk=AZal£ 

"" /, CV2+DI2 CZn+D 

Equation (3.1) is solved for V2 and h by inverting the ABCD matrix. Since AD - BC = 

1 for a reciprocal network, it is obtained 

V2 = DVi-BIh (3.3a) 

h = -CVi+AIi. (3.3b) 

Then the input impedance at port 2, with port 1 terminated in Z\\ such that V\ = -Zulu can 

be found as 

_ - F , DVy-BIy DZn+B 
Jin2 Z-2=—± = - n ' = " . (3.4) 
11,2 72 -CJ^+^7, CZrfl+i4 

It is desired that Zm\ = Z\\ and Z„a = Za, so (3.2) and (3.4) give two equations for the 

image impedances: 

Zn(CZl2 + D)=AZl2 + B, (3.5a) 

Zi2(CZii +A) = DZn + B. (3.5b) 

ZJI and ZJ2 are solved to be 

Z„=^§, 0.6a) 

36 



z,,=. 
\BD 
AC' 

(3.6b) 

with ZJ2 = DZ\\IA. For the symmetric network A = D and Zu = Za as expected. 

Now the voltage transfer function for a two-port network terminated in its image 

impedances is studied. The output voltage at port 2 of Fig. 3.2 considering (3.3a) is 

V2=DVX-BIX = 
V Ai J 

since now Fi = I\Z\\ so the voltage ratio is 

V, 

The current ratio can be expressed similarly as 

^- = -C ̂ - + A = -CZI} + A = J— (slAD - 4BC). 

The propagation factor for the network can be defined as 

e'r =4AD-y[BC, 

(3.7) 

= D-^ = D-B^ = ̂ (jAD-jBC). (3.8a) 

(3.8b) 

(3.9) 

Figure 3.2 A two-port network terminated in its image impedances and driven with a 

voltage generator. 
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withy = a+jy?. Sincee' = \I{JAD'-y[BC) = {AD-BC)/'{415-4BC) = JID + JBC, 

and cosh y = (ey + e -,)/2, so 

cosh y = 4AD. (3.10) 

T and JI circuits are two types of common two-port networks, which can be expressed 

in symmetric form. Table 3.1 lists some important parameters, most notably the image 

impedances and propagation factors, for these two networks. 

TABLE 3.1 IMAGE PARAMETERS FOR T AND n NETWORKS [25] 

Z^2 Z-i/2 
o—A/W-1—VW^ 

T Network 

-AA/V 

\2Z2 2Z2 

it Network 

ABCD parameters: 
A = \+ ZXI2Z2 

B = ZX + ZX
2I4Z2 

C=VZ2 

D=l+ Zi/2Z2 

Z parameters: 
Z\ i = Z22 = Z2 + Z\I1 
Z\2 = Z2\ = Z2 

Image impedance: 

ZiT=y[z^Jl + Z]/4Z2 

ABCD parameters: 
A = \+ Zi/2Z2 

B = ZX 

C=VZ2 + Zx/4Z2
2 

D=l+ ZXI2Z2 

Y parameters: 
Yn = Y22 = \/Zi + \/2Z2 

YX2 = Y2X = \IZX 

Image impedance: 

Zi!r=Jz\Z~2/J\ + Zx/4Z2=ZlZ2/Zl iT 

Propagation constant: Propagation constant: 

er=l + Zl /2Z2+yjZl IZ2 +ZX
214Z2

2 ey =1 + Z, I2Z2 +yjz, IZ2 + Z,214Z2 
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3.2.2 Constant-A: Filter Sections 

The constant-A: section by itself can be used to design either a low-pass or a high-pass 

filter. Fig. 3.3 shows Tand n form networks which are low-pass filters. In this subsection 

T networks and % networks are studied respectively. 

Comparing the T network with the relations given in Table 3.1, Z\ = jcoL and Z2 = 

\/j(oC, so the image impedance is 

*-U-¥-'iT (3.11) 

A cutoff frequency, coc, and a nominal characteristic impedance, Ro, are defined 

respectively as 

o)„ = 
VZc' 

(3.12) 

4> = J c = * ' (3.13) 

L/2 in L 

=rC/2 =^C/2 

(a) (b) 
Figure 3.3 Low-pass constant-A: filter sections in T and n form, (a) T-section. 

(b) 7t -section. 
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where k is a constant, (3.11) can then be rewritten as 

fiT 
ZiT - ^ J 1 2 

G>„ 
(3-14) 

Based on (3.14) when co = 0, ZJT = RQ. 

The propagation factor, also from Table 3.1, is 

er=l-
2co 2a \ co 

co} co„ "\co} 
- 1 . (3.15) 

For co < coc, equation (3.14) shows that ZJT is real and (3.15) shows that y is imaginary, 

since co21 coc
2 - 1 is negative and \ey\ = 1: 

er\ = 
( 9 ^ V A(0U - ^ 2co 

(0, 
+ -

c J (0„ 
1 - ^ = i . 

Therefore, co < o c is the passband of the filter section. 

For co > CQC, Equation (3.14) shows that Z\\ is imaginary, and (3.15) shows that ey is 

real and -1 < e1 < 0 (as seen from the limits as co —• coc and co —> oo). Therefore, cy > coc is 

the stopband of the filter section. 

Fig. 3.4 shows typical phase and attenuation constants. Near the cutoff frequency 

attenuation, a, is zero or close to zero, although a —• oo as co —> oo. This type of filter is 

known as a constant-k low-pass prototype. There are only two degree of freedom for 

design (L and Q , which can both be expressed in terms of coc, the cutoff frequency, and 

i?o, the image impedance at zero frequency. 
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a, /?' 

TV 

0 coc co 

Figure 3.4 Typical passband and stopband characteristic of the low-pass 

constant-A; sections of Fig. 3.3. 

The major drawback of this design is that the above results are valid only when the 

filter section is terminated in its image impedance at both ports. It is to be noted that the 

image impedance is a function of frequency which is not likely to match a given source 

or load impedance. To overcome this disadvantage, as well as the low attenuation near 

cutoff, modified w-derived sections are designed in the following subsection. 

In terms of the low-pass n network of fig. 3.3, Z\ = jcoL and Z2 = XljcoC, so the 

propagation factor, the cutoff frequency, euc, and nominal characteristic impedance, RQ, 

are the same as for the low-pass T network. At co = 0, Z\j = Zm = RQ, where Zm is the 

image impedance of the low-pass 71-network, but Z\j and Zm are generally not equal at 

other frequencies. 
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3.2.3 m-derived Filter Sections 

To overcome the two problems of the constant-A: filter section namely, relatively slow 

attenuation rate after cutoff and a nonconstant image impedance, the m-derived filter 

section is designed. The m-derived filter section is a modification of the constant-^ 

section. The impedances Z\ and Z2 in a constant-^ T-section are first replaced with Z1 and 

Z2 as shown in Fig. 3.5 (a),(b) where 

Z\=mZv (3.16) 

Z2 is chosen so that the same value of Z\j as for the constant-A section can be achieved. 

Thus, from Table 3.1, 

Z,T = kxZ2 +£ = \Z\Z\ + ^ - = \mZ(Z\ + ^ 5 l . (3.17) 

Z2 is solved to be 

m Am A m Am 
(3.18) 

mZ:/2 mZi/2 
Zi/2 Zi/2 ZV2 Z'i/2 ^ ^ A A ^ y - A A A ^ 

To 
Z2lm 

Z^-m2)l{Am) 

(a) (b) (c) 
Figure 3.5 Development of an m-derived filter section from a constant-^ section. 

(a) Constant-^ section, (b) General m-derived section, (c) Final m-derived section. 
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Since Z\ and Z2 represent reactive elements, Z2 represents two elements in series, as 

shown in Fig. 3.5 (c). Note that m = 1 reduces to the original constant-A; section. 

For a low-pass filter, Z\ =jcoL and Z2 = XljcoC. Using (3.16) and (3.18) give 

Z, = jcoLm, (3.19a) 

7- 1 (I""*2) • r 
Z 2 = + - -JQ)L, 

jcoCm Am 

(3.19b) 

which leads to the circuit of Fig. 3.6. From Table 3.1, the propagation factor is 

2Z2 VZ2 
1 + -

V 
4Z 2 7 

(3.20) 

For the low-pass w-derived filter, 

1 _ jcoLm -Q.com Io)c) 

Z 2 (l/jo)Cm) + jcoL(l-m2)/4m l-(\-m2)(co/<oc) 

where co =21 as before. Then, 

1 + \-{colc>c? 
4Z'2 \-{\-m2)(col(Oc)

2 

mL/2 mU2 

±mC 

L(1-m2)/(4m) 

Figure 3.6 Low-pass w-derived T filter section 
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These results show that for 0 < m < 1 and for co > coc, as for the case of the constant-A: 

section, ey is real and \ey\ > 1. Therefore the stopband begins at co = coc. However, when co 

= com, where 

<y = 
G)„ 

(3.21) 
y/l-m2 ' 

ey approaches infinity, implying »«, corresponds to an attenuation pole. It should be noted 

that coao is the resonant frequency of the series LC resonator, thus the attenuation pole can 

be attributed to this resonator. From (3.21), the location of the attenuation pole can be 

controlled by appropriately selecting the value of m. By placing the pole close to the 

cutoff frequency, a very sharp cutoff response can be achieved. A problem with the m-

derived section is that, as illustrated in Fig. 3.7, as co is increased beyond the attenuation 

pole, the attenuation decreases. Ideally the filter should have infinite attenuation as co —• 

oo. To this end, the /n-derived section can be cascaded with a constant-fc section to give 

the composite attenuation response of Fig. 3.7. 

Composite 
response 

Constant-̂ ; 
attenuation 

0 C0C COoo CO 

Figure 3.7 Typical attenuation responses for constant-^:, w-derived, and 

composite filters. 
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The problem of nonconstant image impedance is still remained because the m-derived 

T-section was designed so that its image impedance was identical to that of the constant-^ 

section (independent of m). However the 7i-equivalent has the image impedance which 

depends on m, and it can be used to design an optimum matching section. 

Fig. 3.8 shows the development of an m-derived ^-section by considering it as a piece 

of an infinite cascade of m-derived T-sections. Using table 3.1 and (3.14), the image 

impedance of this network is 

_Z\Z\ _ZlZ2+Zl\\-m
2)/4 

ZiT R,J\-(6)/6)c)
2 

(3.22) 

mZi/2 / mZi/2 mZV2\ mZ^ll 

Z2lm <Z2lm 

Z! (1 -m2)/(4m) > Z! (1 -m2)/(4m) 

o •) o 

(a) 
mZ1 

-AMr 

2Z2fm 

-2Z^-m2)/(4m)-

(b) 
Figure 3.8 Development of an w-derived rc-section. (a) Infinite cascade of m-

derived T-sections. (b) A de-embedded 7t-equivalent. 
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Now ZiZ2 = L/C = R0
2 and Z2 = - co2L2 = -4 i?0

2 (^ / cocf, so (3.22) reduces to 

z J-Q-ifi2Xfl>/fl>c)2
f f 

Vl-(«/«c)
2 

(3.23) 

Zi,t is a function of m so its variation over the passband of the filter can be minimized by 

choosing a proper m. For several values of m, variation of Zjn with frequency is shown in 

Fig. 3.9. The best results usually is achieved by m = 0.6. 

By using the w-derived 7c-sections at the input and output of the filter, the impedance 

can be maintained relatively constant with frequency at a value of RQ. This ensures good 

matching behavior across the passband of the filter. However, the image impedance of 

the constant-A: and w-derived T-sections, Z\j, does not match Zm. A possible solution to 

this problem is to bisect the 71-sections as shown in Fig.3.10. The image impedances of 

this circuit are Z\\ = Z\i and Z& - Z-m, which can be shown by finding its ABCD 

parameters: 

0 coc co 

Figure 3.9 Variation of Zj„ in the passband of a low-pass w-derived section 

for different values of m. 
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and using (3.6): 

A = l + -^±, (3.24a) 
4Z2 

B = ?±, (3.24b) 

C = ̂ - , (3.24c) 

D = \, (3.24d) 

Zn=^Z\Z\+^-=ZlT, (3.25a) 

z«=Jlife=^=z- (3-25b) 
where (3.17) has been used for ZJT. 

Z\I2 
MAArn o 

Zn = ZiT2ZzD> > 2 Z ' 2 C = 2 Zi2 = Zi7t 

Figure 3.10 A bisected 7t-section used to match Zm to Z[j. 
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3.2.4 Composite Filters 

By cascading four sections namely, a constant-A:, an m-derived sharp cutoff, and two m-

derived matching sections a filter of lower order and lower size with desired attenuation 

and matching properties can be achieved. This type of design is called a composite filter. 

The design concept and schematic of a composite LPF is depicted in Fig. 3.11. Design 

equations are summarized in Table 3.2. 

~Ro-

Matching 
section 

m = 0.6 

72 71 >*-] p-*-

Zn 

High-/" 
cutoff 

Constant 
-k 

T section 

Zn 

Sharp 
cutoff 

m<0.6 
T section • * - ) | - > -

Zn 

Matching 
section 

m = 0.6 
1/27t -~Ro 

(a) 

-ml 

T 
Cm 

Lm2 

Bisected-^ 
matching 
section 

Constant-^ 
T section 

-S1 -81 

CS 

LS2 

/M-derived 
sharp cutoff 

T section 

-ml 

Cm—i— 

f-m2 

X" 

Bisected-^-
matching 
section 

(b) 

Figure 3.11 (a) Design concept and (b) schematic of a composite LPF. 
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The sharp-cutoff section, with m < 0.6, places an attenuation pole near the cutoff 

frequency to provide a sharp attenuation response. The constant-^ section provides high 

attenuation further into the stopband. The bisected-7t sections at the ends of the filter 

match the nominal source and load impedances, Ro, to the internal image impedances, Z,T, 

of the constant-A; and w-derived sections. 

3.2.5 A Composite LPF Design Example 

The design starts with the calculation of the constant-A: section and the /n-derived T 

section with respect to the desired characteristic impedance Ro, cutoff frequency^ and the 

parameter m of the T section. As mentioned earlier, the parameter m sets the placement of 

an attenuation pole near^ and obtained by 

m = J\-(cocl6>J. (3.26) 

The characteristic impedance Ro has been fixed to 50 Q, in all cases. The required 

cutoff frequency of the design is 2.8GHz. In our design procedure, different values of m 

for the T section were evaluated, leading to the final choice of m = 0.3 resulting in a good 

response. Following this, the matching TC sections are designed, with their corresponding 

parameter m set to 0.6 for minimizing the image impedance variation with frequency at 

the input and output ports. The theoretical expressions and values of the lumped elements 

are summarized in Table 3.2. Fig. 3.12(a) shows the final composite LPF design obtained 

after combining the series pairs of inductors in the circuit of Fig. 3.11(b) and optimizing 

the lumped element values in Agilent ADS. The response of this circuit is shown in Fig. 
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3.12(b). It can be observed that cutoff frequency occurs at 2.8GHz, the first pole, due to 

m = 0.3, occurs at 3GHz and the second pole, due to m = 0.6, occurs at 3.55GHz. 

TABLE 3.2 THEORETICAL EXPRESSIONS AND VALUES OF THE LUMPED ELEMENTS 

(/c = 2.8 GHz and R0 = 50 Q) 

Section 

Constant-^ 

T section 

m-derived sharp 

cutoff (m = 0.3) 

T section 

m-derived matching 

(m = 0.6) 

Bisected-7r section 

Lumped element 

L 

C 

u 
ck 

^sl 

LS2 

Cs 

Lml 

Lm2 

t-m 

Expression 

2R0/(2nfc) 

2/(R02nfc) 

111 

C 

mL/2 

L(l-m2)/(4m) 

mC 

mL/2 

L(l-m2)/(2m) 

mC/2 

Value 

5.684 nH 

2.274 pF 

2.842 nH 

2.274 pF 

0.853 nH 

4.310 nH 

0.682 pF 

1.705 nH 

3.031 nH 

0.682 pF 
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L, = 4.55nH /.2=3.7nH /.3=2.56nH 

r 
Ck=2.3pF 

- ] - Cs = 0.682pF -r- Cm = 0.67pF 

Z.s2=4.132nH 

(a) 

0 

-10 

-20 

^ - 3 0 

•o -40 
c 
CO 

£-50 
CO 

-60 

-70 

-80, 

Lm2 = 3nH 

XL! 
: A' 
* i 
1- r -

i 
, f / 

/ " ^ 
/ ' 

/ ; 

i 

i / 
_JPole_dueJto 
J m=0.3 feectic 
i < 
i 

\ 

/ 

)rf 

i 

i 

Pole flue to 
m=0.6 section 

fn « - i 

i i 

10 12 2 4 6 8 
Frequency(GHz) 

(b) 
Figure 3.12 (a) Lumped equivalent circuit representation of the composite 

LPF. (b) The corresponding S-parameter responses. 
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3.3 Compact Realization of the Designed LPF and Full Wave 

Simulation Results 

The next step is to realize the filter schematic in Fig. 3.12(a), in particular, the inductors 

and the capacitors. Here, we employ rectangular spiral inductors and MIM capacitors 

toward realizing a compact composite LPF. Spiral inductors and MIM capacitors possess 

relatively lower Qs compared to their distributed counterparts due to both smaller 

dimensions and multi-level fabrication processes. However, they offer certain other 

advantages such as lower cost and wider bandwidth [45]. These characteristics are 

especially suitable for MMICs where small size requirements are of prime importance. At 

frequencies below C-band, MMICs using lumped inductors and capacitors are an order of 

magnitude smaller than ICs using distributed elements fabricated in microstip or coplanar 

waveguide (CPW) [45]. The following steps describe our composite LPF realization. 

3.3.1 Choice of Substrate and Metal Layers 

A 300 um silicon substrate with er = 11.9 and a 5 um silicon dioxide with er = 4 are 

employed as the substrate and the oxide layers respectively. Two copper metal layers Mi 

and Mi of 1 um thickness and 5.8><107 S/m conductivity are used for the spiral inductor 

and the underpass respectively. These metal layers are also used for the MIM capacitor 

plates. The cross-sections and top views of spiral inductors and MIM capacitors are 

depicted in Fig. 3.13 and Fig 3.14 respectively. 
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Air 

LL1 

Metal Ml 

ML lum 

SiQ2 
Via 

Metal M2 

^ E E S fcMEl 

(a) (b) 
Figure 3.13 Cross-section of (a) spiral inductor and (b) MIM capacitor. 

(a) (b) 
Figure 3.14 Top view of (a) spiral inductor and (b) MIM capacitor. 

3.3.2 Design/Optimization of Inductors and Capacitors 

The objective of this step is to separately design/realize each of the six inductors and four 

capacitors with specific values at 2.8 GHz as indicated in Fig. 3.12(a). 

As mentioned in chapter 2, at GHz frequencies several phenomena (eddy current, self 

resonance, etc.) affect inductor performance both in terms of its value and Q. As such, 

accurate design of inductors considering such phenomena demands the use of CPU-
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expensive EM simulations. The SQP based space-mapping algorithm proposed in chapter 

2 is applied for the design/optimization of all six inductors of Fig. 3.12(a). Starting with 

desired frequency range and inductance the algorithm leads to spiral inductor designs 

with high Qs, using minimal amounts of EM data. Considering one inductor at a time, the 

algorithm first improves the inductor's circuit model, until the circuit model response 

matches with the EM simulated response of Zeland IE3D. This is accomplished by 

iteratively adjusting what are known as pre-assigned parameters. The next step is to 

optimize the resulting improved circuit model leading to the specified inductance value at 

2.8 GHz. This is achieved by iteratively adjusting the spiral inductor geometry (since the 

circuit model parameters relate to the inductor geometry). The algorithm leads to a spiral 

inductor layout offering the desired inductance and an optimal Q. In this work, Qs of all 

six spiral inductors are in the [8.1, 9] range. It is ensured that the self-resonance 

frequency of each inductor is much higher than 2.8 GHz. 

The four MIM capacitors are initially designed using 

wl 

where eo is the free-space permittivity, ex is the relative dielectric constant (in this work er 

= 4), w and / are the width and length of the parallel plates, and d is the oxide thickness 

between the two plates (in this work d= 2 urn). Next the initial designs are optimized in 

Zeland IE3D leading to specified capacitances at 2.8 GHz. 
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3.3.3 Design/Optimization of Resonators 

In order to connect all the circuit elements, extra transmission lines are needed in the 

shunt arms of the circuit. These lines affect the inductance and capacitance values. As a 

result, the dimensions of inductors/capacitors need to be fine-tuned in Zeland IE3D to 

account for the extra lines. The fine tuning for series LC resonators in the shunt arms of 

the filter is done to ensure operation at the desired resonant frequencies. For instance, 

Fig. 3.15(a) shows one of the three LC resonators representing LS2 and Cs of Fig. 3.12(a), 

which is expected to provide the first pole of the composite LPF at 3 GHz. Zeland IE3D 

simulation after fine tuning shows resonance at an acceptable 2.99 GHz. (see Fig. 

3.15(b)) 

—SU (6B) 

—S21(dB) 

8 10 

EM simulations. 
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(a) (b) 
Figure 3.15 (a) A series LC resonator and (b) corresponding 



3.3.4 Simulation Results of the Composite LPF 

Finally, all the previously discussed sections are combined to build the complete 

composite LPF, whose layout is shown in Fig. 3.16. Physical dimensions of 

inductors/capacitors in the final LPF are tabulated in Table 3.3 and 3.4 respectively. For 

comparison, ideal ADS simulations and actual Zeland IE3D simulations are presented in 

Fig. 3.17. EM simulations show a flat response with no ripple, good matching properties, 

rejection of the attenuated pole as high as 59.5 dB, and low insertion loss in the passband 

(-0.76 dB at 0.19 GHz). The cutoff frequency is 2.6 GHz and the stopband attenuation is 

greater than 20 dB over a 12 GHz bandwidth. The slope of Six between cutoff frequency 

and the first pole is 50 dB/GHz, which is much higher than the 25 dB/GHz slope of the 

LPF reported in [46]. The proposed filter occupies a compact area of 1.4 mm x 0.8 mm, 

which is much smaller than 67 mm x 23 mm occupied by the LPF in [46]. As shown in 

Table 3.5, there is a reasonable agreement between the performance of the proposed filter 

and that of its ideal counterpart. Minor discrepancies are due to both parasitic effects and 

losses in the spiral inductors and MIM capacitors, which are not considered by the ideal 

model. The differences between full-wave and ideal model simulations are more 

significant at higher frequencies because EM effects are stronger in these frequencies. 
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Figure 3.16 Layout of the proposed composite LPF in Zeland IE3D. 

TABLE 3.3 DIMENSIONS OF SPIRAL INDUCTORS IN THE PROPOSED COMPOSITE LPF 

Inductor 

U 
L2 

U 
Lm2 

LS2 

/(urn) 

244 

215 

200 

219 

231 

h (um) w (urn) 

220 

204 

172 

216 

220 

15 

15 

15 

15 

15 

s(ujm) 

2 

2 

2 

2 

2 

E 3.4 DIMENSIONS OF MIM CAPACITORS IN THE PROPOSED C 

Capacitor 

Lm 

ck 

Cs 

/(um) 

230 

258 

230 

w(um) 

148 

300 

150 

N 

4.5 

4.5 

3.5 

3.5 

4.5 

JOMPOSITl 
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Figure 3.17 S-parameter responses of the proposed composite LPF obtained 

from EM simulations (Zeland IE3D) and ideal model simulations (Agilent ADS). 

TABLE 3.5 COMPARISON OF THE PERFORMANCES OF THE PROPOSED FILTER OBTAINED 

USING IDEAL MODEL AND FULL-WAVE SIMULATIONS 

Loss at 0.19 GHz fe / o f 1st pole Attenuation of 1st pole 

Ideal model 

simulations 
OdB 2.8 GHz 3 GHz -62 dB 

Full-wave 

simulations 
-0.76 dB 2.6 GHz 3.56 GHz -52 dB 
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3.4 Summary 

Planar compact LPFs having sharp cutoff are of increasing demand in many RF and 

microwave communication systems. In this chapter, an ultra compact planar composite 

LPF based on spiral inductors and MIM capacitors for MMIC applications has been 

presented. Besides exhibiting the desired cutoff frequency, the proposed LPF offers a flat 

pass-band, a sharp cutoff response, a low insertion loss in the passband, and a wide 

stopband. The size of the filter is considerably reduced compared to other filters 

operating in the same frequency range. This is achieved by first using a composite filter 

in the design process and second, realizing the circuit elements by using spiral inductors 

and MIM capacitors. A design procedure has been outlined so that the proposed design 

can be scaled to other frequencies. A comparison between EM simulations and ideal 

model responses has shown reasonable agreement. 
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Chapter 4 

Nonlinear Circuit Simulation Using 

EM Coupling CAD Model 

4.1 Background and Motivation 

Electromagnetic (EM) coupling can be defined as electric/magnetic field interaction 

between two structures. In passive circuits, coupling takes the form as either mutual 

coupling or distributed coupling. Mutual coupling refers to the EM field interaction 

between two distinct components, such as between a resistor and a capacitor or between 

antenna elements [48]. Distributed coupling on the other hand, is EM field interactions 

involving distributed elements. In many cases, EM coupling can be a desirable behavior 

and is used in many distributed filters and couplers. Parasitic EM coupling on the other 

hand becomes a more serious concern in high frequency lumped circuit designs, 

especially where a circuit is dense and/or compact [27]. This is due to the fact that 

parasitic EM coupling can change the circuit response from what is expected and it can 

be complicated to evaluate [32] [49]. This chapter focuses on parasitic EM coupling and a 
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technique to model the corresponding effects in the simulation process. Existing lumped 

or geometry-based models fail to account for full-wave EM effects at higher frequencies. 

On the other hand, commercial full-wave EM simulators (e.g. Ansoft HFSS [10], Sonnet 

em [11], Agilent Momentum [12]), based on Maxwell's theory tend to be accurate but 

require prohibitive computation-time and memory. 

Considering the repetitive computations involved in simulation and optimization of 

modern RF/microwave integrated circuits {e.g. Monte Carlo), developing accurate and 

fast CAD models for full-wave EM characterization (including higher-order coupling) is 

of immense interest to RF/microwave designers. Some recent lumped EM-based models 

of passive components seem to be helpful in obtaining a quick initial design. However, 

such models are developed under perfectly shielded conditions excluding coupling 

between neighboring components, and hence tend to be inefficient for circuit-level 

simulation. For instance, EM-based neural models of passive components [50] have not 

accounted for coupling between neighboring modules. Quite recently, a novel EM 

coupling CAD modeling technique based on circuit theory and deembedding concepts 

[33] has been proposed [34]. Exploiting full-wave EM simulations/data from commercial 

EM solvers, this technique takes into account inter-component coupling. The accuracy 

and efficiency of the modeling technique has been demonstrated for a variety of passive 

circuits including series RLC and shunt RLC circuits, T-capacitive circuit, and band-pass 

filter. 
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Active devices (e.g. transistors) are widely used in RFICs (e.g. power amplifiers). In 

this chapter, the CAD modeling technique [34] is applied to nonlinear circuit simulation. 

More specifically, consideration is given to a power amplifier circuit consisting of both 

active devices and passive components. The circuit is divided into four sections. Two of 

the sections are purely passive, while two others consist of both active and passive 

modules (e.g. FET-stage including the bias circuit). First, EM coupling models of four 

sections are developed exploiting representative EM data from Agilent Momentum. 

Second, these sub-circuit models are combined or integrated for performing accurate and 

fast circuit-level simulations. The related work has already been published in [51]. 

4.2 Characteristic Matrices and their Properties 

The EM coupling model to be discussed in section 4.3 is based on mathematical 

manipulations of both S- and T-matrices. As such, the basic properties of these 

characteristic matrices are presented here. 

4.2.1 Scattering Parameter Matrices 

An w-port network has n external connections into which power can be both fed in and 

out. Generally, power can get from any port (as input) to any other port (as output). Thus 

there are n incoming (incident) waves with complex amplitudes usually designated by the 

n complex quantities a„, and n outgoing (reflected) waves with complex amplitudes 

designated by the n complex quantities bn. A representation more in accord with direct 

measurements, and with the ideas of incident, reflected, and transmitted waves, is given 
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Figure 4.1 A two port network representation with the related incident and reflected 
waves. 

by the scattering matrix. The scattering matrix [S] relates the incident waves [a] to the 

reflected waves [b] by the following relation 

V 

A. 
= 

~sn • 

A. • 

•• 5 , / 

•• V 

V 

-an_ 

where [S] is an n-by-n square matrix of complex numbers whose elements are termed "S-

parameters". A two-port network, showing the related incident and reflected waves is 

illustrated in Fig. 4.1. 

4.2.2 Transfer Matrix 

Any passive based w-port system can be defined as a combination of series and/or parallel 

individual devices. So its overall characteristic matrix can be conveniently obtained from 

the individual device matrices using the transfer scattering-parameters also known as the 

^-parameters [52] [53]. As for the ^-parameters, the T-parameters are defined as a 

function of the incident and reflected waves as 
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The advantage of r-parameters compared to S-parameters is that they can be used to 

determine the effect of cascading two or more two-port networks by simply multiplying 

the associated individual ^-parameter matrices. Let |Ti], [Ti] and [T{\ be the T-

parameters of three different two-port networks: the ^-parameter matrix for the cascade 

of all three networks ([7j]) in series is given by 

[7Y] = [T{\ x [T2] x [T3]. (4.3) 

Relationships for converting ^-parameters to ^-parameters and vice-versa are given by 

the following equations [52] 
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4.3 Review of the Coupling Model Technique 

This work is motivated by the EM coupling modeling technique of [34], which takes 

parasitic coupling into account. A brief review of the technique is presented below. 

Consider two components, A and B, connected in series by a transmission line or 

interconnect / (see Fig. 4.2(a)). EM coupling between components, i.e. A and /, and /and 

B, can be accounted for by adding extra sub-networks X\ and X2 in series between 

components (see Fig. 4.2(b)). The ^-parameter matrix of the overall circuit excluding and 

including coupling are expressed as 

[^without coupling] ~ [T\] * [T\] X [ 7 B ] (4.6) 

Distributed coupling 

(a) 

, Distributed coupling 

(b) 

Figure 4.2 (a) Original circuit, in which, [T^and [TB] are the transfer matrices of 

components A and B, respectively, and [T\] is the transfer matrix of interconnect /. (b) 

Modified topology [34], which includes EM coupling between components denoted by 

[7xi] and [7x2] respectively. 
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and 

[Twith coupling ] = [TA] x [Txi] x [71,] x [7x2] x [7B]. (4.7) 

The algorithm for extracting coupling between components in series in terms of the T-

parameters (ignoring coupling between far-away components A and B) is provided below. 

Step 1 Simulate/measure the individual components including interconnects to 

obtain [SA], [SI] and [SB]. Convert to ^-parameters to obtain [7A], [T\] and [7B]. 

Step 2 Simulate/measure all possible combinations of these components 

(considering two at a time) to obtain [SAI] and [SIB]. Convert to ^-parameters to obtain 

[7AI] and [7W|. In theory, it should be noted that 

[TM] = [7A] x [rx l] x [T{\ (4.8) 

and 

[7B] = [Ti] x [7x2] x [rB]. (4.9) 

Step 3 Unknown couplings [Tx\] and [7x2] are found using 

[7xi] = [^A]"1 x [TAI] x [J,]"1 (4.10) 

and 

[7x2] = m r 1 x [Tm] x [TBy\ (4.11) 

Step 4 Compute [̂ without coupling ] and [Jwith coupling] using (4.6) and (4.7). 
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In general, a circuit under consideration can be divided into several sub-networks (or 

sections) in series, where each of the sub-sections can consist of one or more 

components. As mentioned earlier, the above algorithm has been demonstrated for a 

variety of passive circuits in [34]. One of those examples is presented here. Consider the 

series RLC circuit of Fig. 4.3. The circuit is built on a 120 um GaAs substrate (er = 12.9). 

The resistor is made from a 40 Ohm/Square material with the area of 130 um x 80 um. 

The inductor has 4.5 turns with a line width of 10 um, line spacing of 2 um, and an inside 

square length of 30 um. The capacitor has an area of 125 um x 200 um, where the 

distance between the plates is lum. This passive circuit is divided into three sections, 

where each section simply consists of a component (i.e. R, L and C). EM data is obtained 

from a commercial Sonnet em simulator [11]. Inter-component EM coupling is computed 

employing the above steps. The approach leads to accurate circuit responses as shown in 

Fig. 4.4. Significant improvement in terms of computation-time (Is versus 1500s) is 

reported. 

Figure 4.3 Series RLC circuit considered in [34] to demonstrate the usefulness of the 

coupling algorithm. 
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Figure 4.4 Comparison of magnitudes and phases of the scattering parameters Su and 

So computed using the recent coupling algorithm [34] with those obtained from a time-

consuming direct overall circuit simulation in Sonnet em. 

4.4 Application to Nonlinear Simulation 

The presented work is based on the idea that if a given circuit includes "active devices", 

division of the circuit into sections must be carried out such that each of the active 

devices and the corresponding bias networks stay together in the same section. 

Otherwise, the operating point of the active device in the separate section and in the 
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complete circuit will differ from each other. A cellular power amplifier circuit of Fig. 

4.5(a), with its layout in Agilent Momentum [12] shown in Fig. 4.5(b), is studied. This 

circuit is available in the ADS example library. (Location: 

/examples/RF_Board/cellular_pamp_prj). 

Agilent Momentum can only simulate passive components and not active components. 

Hence, the distributed passive components in the power amplifier circuit of Fig. 4.5(a) 

are simulated in Momentum. The resulting EM data of these distributed passive 

components are plugged into Agilent ADS schematic page by using "Layout Components" 

of Momentum. Layout Components are user-defined components that can be created from 

a layout in Momentum. They can be inserted in a schematic page just like any other 

component. When doing a circuit simulation from the schematic environment, the 

Momentum planar EM solver will be called automatically during the circuit simulation to 

generate a Momentum model for the layout components in the circuit [12]. Agilent ADS 

offers library models for active devices too, therefore, the total circuit containing both 

active and passive components can be simulated in the ADS schematic page while 

keeping the accuracy of EM simulation. A harmonic balance simulation of the overall 

circuit is performed within the Agilent ADS environment. The frequency spectra and the 

time-domain waveforms of the output signal corresponding to two different input power 

levels are shown in Fig. 4.6. Figure 4.7 shows the plot of output versus input powers. The 

results illustrate the nonlinear characteristic of the power amplifier. 
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(b) 

Figure 4.5 (a) ADS schematic and (b) Momentum layout of the power amplifier. 
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Figure 4.6 Frequency spectra of the output signal corresponding to (a) input power: 

20dBm and (b) input power =-3 dBm. Time-domain waveforms of the output signal 

corresponding to (c) input power = -20dBm and (d) input power = -3dBm. 
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Output power versus input power of the power amplifier. 
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The coupling algorithm is then applied. As seen in Fig. 4.5(b), the overall circuit is 

divided into four sections. Such decomposition helped preserve the FET-stages and 

corresponding bias networks such that the operating points do not change. The locations 

at which EM coupling could be critical are highlighted using double-headed arrows. 

Step 1 Sections 1 and 4 are simulated in Momentum. However, sections 2 and 3 

contain FETs which are not supported by Momentum. First, distributed passive 

components of sections 2 and 3 are simulated in Momentum. EM data is plugged into the 

ADS schematic page by using "Layout Components" of Momentum. Then sections 2 and 3 

including FETs are simulated in the ADS schematic page. S-parameters of four sections 

i.e. [Si], ...[iSVI are obtained from simulation results and converted to T-parameters i.e. 

[Ti], ...[T4]. 

Step 2 Considering two adjacent sections at a time leads to three combinations 

i.e. 1-2, 2-3, and 3-4. The two adjacent sections are connected and simulated in ADS to 

obtain S-parameters of three combinations. Then •S-parameters are converted to T-

parameters to obtain [Tn], [T23], and [734]. (Note that [Ti2] is the T-parameters of the 

combination section 1-2) 

Step 3 EM couplings between pairs of sections are computed in a manner similar 

to (4.10) and (4.11) by 

[Txn] = [Tif x [Tn] x [T2y
l (4.12) 

[7jQ3] = [Ti]-1 x [723] >< [73]'1 (4.13) 
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[rX34] = [Tj]-1 x [734] x [T4]
A (4.14) 

where [7xi2], ITX23], and [7x34] are the EM coupling T-parameters between pairs of 

sections. 

Step 4 Transfer matrices of the amplifier are computed in a manner similar to 

(4.6) and (4.7) by 

[•'without coupling 

] = [Tl]x[T2\x[T3)x[T4] (4.15) 

[7\vith coupling ] = [Ti] x [7xi2] * [72] x [7x23] x [7a] x [TXM] x [74]. (4.16) 

These matrices help to simulate the circuit both without and with coupling. 

For the purpose of comparison, the overall circuit is simulated in ADS using "Layout 

Components" of Momentum. As seen from Fig. 4.8, the results of the algorithm show a good 

agreement with those from direct overall circuit simulation. This example shows the 

usefulness of the coupling algorithm in nonlinear CAD. From a RF/microwave perspective, 

direct overall circuit simulation is always CPU-intensive while "decomposed simulations" 

such as our work, are manageable. Subdividing a circuit to perform simulations more quickly 

is not a novel concept. However, by using coupling models, simulation accuracy is kept high 

by including the effects of coupling. 

The advantage of the technique becomes more obvious, knowing that all the 

simulations required to calculate the coupling models can be performed off-line. This 

permits the creation of a library of components and/or sections to be used. Once 

implemented in a circuit simulator, the resulting simulation time is on the order of a 
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fraction of seconds. Moreover, because each component can be assumed to interact only 

with adjacent components, there is no need to re-simulate the entire network when only a 

single component is altered. Therefore, if it is necessary to consider more than one 

possible value for each component, this approach can provide enormous savings in time 

while maintaining reasonably accurate results. The obvious application of this approach 

is in optimization. 

Figure 4.8 Comparison of magnitudes and phases of the scattering parameters 521 and 

1S22 computed using the recent coupling algorithm both without coupling (.) and with 

coupling (A), with those obtained from time-consuming direct overall circuit-level 

simulation (—). 
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4.5 Summary 

Since parasitic EM coupling can have a major effect on the circuit response, particularly 

at high frequencies, accurate modeling of this coupling is an important factor for efficient 

CAD of RFICs/MMICs. In this chapter, a recent technique for EM coupling modeling 

has been reviewed and for the first time, it has been applied to a nonlinear power 

amplifier circuit simulation. Such work is promising since it allows decomposed circuit 

simulations as alternatives to CPU-intensive overall circuit simulations. It also helps the 

design of microwave integrated circuits to be faster, more accurate and efficient, thereby 

contributing to overall reductions in design cycles. 

75 



Chapter 5 

Conclusions 

Higher integration and smaller layout size are two major trends in today's industry. As 

such, the research work in this thesis has been focused on compact design of inductors 

and LPFs, and modeling of parasitic EM coupling which is more of a concern in dense 

circuits. 

In chapter 2, design/optimization of spiral inductors as a compact component level 

design has been studied. Higher integration can be achieved by using lumped elements 

such as spiral inductors, which are widely used as lumped elements in electronic circuits, 

e.g. LNAs, VCOs, and filters. Inductors with high Q are required to enhance the 

performance of these RF circuits. As such, CAD and optimization of on-chip spiral 

inductors are important. An implicit space mapping technique has been applied to the 

optimization of spiral inductors in chapter 2. Starting with user-specifications {e.g. those 

from an RFIC designer), the proposed algorithm yields a satisfactory EM-validated spiral 

inductor design using comparatively less EM data. Compared to traditional optimization 

methods, which are based on circuit models, considerable improvement has been 
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obtained in terms of accuracy. Compared to the recent space mapping algorithm for spiral 

inductor optimization based on geometric programming, the proposed space mapping 

algorithm in chapter 2 neither requires defining iteration-dependent constraints in the 

parameter extraction step nor involves any assumptions in terms of the format of the 

objective/constraint functions. Furthermore, the proposed algorithm needs less CPU-

expensive EM data. 

Future work in this area could be extending the applicability of the algorithm to spiral 

inductor optimization well above the currently demonstrated 3GHz frequency. Another 

direction is the application of the proposed technique to the circuit level optimization, e.g. 

optimization of VCOs and LNAs. 

In chapter 3, design/optimization of composite LPFs as a compact circuit level design 

has been studied. Design of LPFs which are compact and exhibit sharper attenuation 

responses is challenging. Traditional approaches (e.g. Butterworth, Chebyshev, and 

Elliptic) entail higher-order topologies to achieve a flat passband and sharp attenuation, 

and hence directly contradict the design requirements. A composite LPF can be 

promising in such challenging scenarios. A composite LPF, which consists of four 

sections, namely: a constant-^, an w-derived sharp cutoff, and two m-derived matching 

sections, has been designed in chapter 3. Since microwave printed filters provide various 

advantages over waveguide and coaxial line filters, such as low weight, low cost, 

compact size and high accuracy, the designed composite LPF has been realized using 

spiral inductors and MIM capacitors. Besides exhibiting the desired cutoff frequency, the 
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proposed LPF offers a flat pass-band, a sharp cutoff response, a low insertion loss in the 

passband, and a wide stopband. The size of the filter is considerably reduced compared to 

other filters operating in the same frequency range. A design procedure has been outlined 

so that the proposed design can be scaled to other frequencies. A comparison between 

EM simulations and ideal model responses has shown reasonable agreement. 

Finally, since higher integration leads to more prominent parasitic electromagnetic 

coupling effects in high-frequency communication systems, in chapter 4 of this thesis a 

technique to model these effects has been studied. For the first time, the technique has 

been applied to nonlinear circuit (a power amplifier) simulation. The power amplifier 

circuit has been divided into four sections. Two of the sections are purely passive, while 

two others consist of both active and passive modules (e.g. FET-stage including the bias 

circuit). First, EM coupling models of the four sections has been developed exploiting 

representative EM data from Agilent Momentum. Second, these sub-circuit models are 

combined or integrated for performing accurate and fast circuit-level simulations. Such 

work is promising since it allows decomposed circuit simulations as alternatives to CPU-

intensive overall circuit simulations. It also helps making the design of microwave 

integrated circuits faster, more accurate and efficient, contributing to overall reductions in 

design cycles. 

Future work can involve the application of the coupling models in circuit optimization. 

Such goal may include electrical as well as geometrical parameters. In fact, coupling 

models are uniquely suited to this application since they are well suited to generate large 
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ranges of data. Modifying the circuit parameters and/or the circuit configuration 

(topology) for smaller size and/or improved performance can be significantly accelerated 

using coupling models in comparison with an optimization round in a EM simulator. If a 

library of components with associated coupling models is available, then modifications 

can be performed almost instantly, as opposed to waiting for new full wave simulations. 

Due to its potential for time savings, this is an exciting area of research. 
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