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A B S T R A C T 

Generalization of Discrete-Time Wirt inger Inequalities and 

A Preliminary Study of Their Application to SNR Analysis 

of Sinusoids Buried in Noise 

Kaveh Mollaiyan 

Sinusoidal signals have been always of interest because of their extensive applica­

tions in different areas of engineering and science. This research aims at generalizing 

the discrete Wirtinger inequalities and assessing their applicability in estimating the 

SNR of sinusoids of rational frequency j^n buried in additive noise. 

The solution to the problem of estimating the SNR of a sinusoid of frequency -^, 

corrupted with additive white noise, has been provided in the form of an inequality-

based method. The limitations of using the existing inequalities in the proposed 

method have been discussed and modifications have been made to the existing Wirtinger 

inequalities accordingly. Generalizations of the modified inequalities have been achieved 

by changing the structure of the filter's impulse response. Performance curves with 

wider non-saturated regions have been obtained. By using reordering and modulation, 

an arbitrary sinusoid of frequency ^TX has been converted to a sinusoid of frequency 
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| p allowing the proposed method to estimate the SNR of sinusoids of higher fre­

quencies as well. The computational complexity of the proposed method has been 

evaluated and compared with a DFT-based approach. 

Extensive simulation results showing the capability of the proposed method in 

estimating the SNR of an arbitrary sinusoid of rational frequency j^-ir have been pro­

vided. An advantage of the proposed method is that it can be adaptively adjusted to 

the length of the observed signal. In cases it is desired to evaluate the SNR of a sinu­

soid with a known frequency, the proposed method can be used as a computationally 

efficient option. 
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Chapter 1 

Introduction 

Estimating the signal-to-noise ratio (SNR) of an observed signal is required in many-

applications of signal processing and telecommunications. It can be used to provide 

the channel quality information required by power control, mobile assisted handoff, 

and adaptive modulation algorithms [1,2]. SNR estimation methods are used in 

speech processing applications as well. The speech enhancement algorithms based 

on spectral decomposition methods, such as the maximum likelihood (ML) method, 

rely on the estimation of the background noise energy and the SNR in the various 

frequency bands [3]. 

Sinusoidal signals have been always of interest because of their extensive appli­

cations in different areas of engineering and science. For example, they are used in 

system identification as probing signals [4], where the amplitude of the sinusoids is 

estimated to find the coefficients of the transfer function of a system. Different esti­

mators can be used for amplitude estimation, such as those based on the least squares 

(LS) method, weighted least squares (WLS) method, and matched-filterbank (MAFI) 
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approach [5-7]. Another application of sinusoid estimation is in evaluation of the time 

delay between two or more corrupted versions of a signal received at spatially sepa­

rated sensors used in positioning, adaptive tracking, speed sensing, direction finding, 

biomedicine, geophysics, etc. [5]. Delay estimation can be done using the standard 

least mean squares (LMS) algorithm [6] or the adaptive quadrature delay estimator 

(QDE) method [7]. Frequency estimation of sinusoidal signals also has applications 

in adaptive control. For instance, it can be used to estimate the rotating speed of a 

DVD player [8]. The frequency estimation in this case is done by the use of Notch 

and funnel filters. 

In addition to the practical applications mentioned above, estimation of frequen­

cies and amplitudes of sinusoidal signals buried in additive white noise can be con­

sidered as a test procedure for evaluating spectrum analysis techniques. Hence, the 

spectrum estimation methods are used frequently for estimating frequencies and am­

plitudes of the sinusoidal signals as well. Periodogram analysis is a classical technique, 

and despite its disadvantages, it is still used today. Other methods have been also 

developed which yield better results than the Periodogram, such as autoregressive 

moving average (ARMA) method, maximum entropy (ME) method, ML method, 

Pisarenko's method of harmonic retrieval, etc. [9,10]. 
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1.1 A Review of Methods of Estimation of Sinu­

soids 

As mentioned above, there are different methods for estimating the parameters of the 

sinusoidal signal. In this section, we briefly review some of the important ones. Least 

squares (LS) methods are widely used for amplitude estimation. Let the corrupted 

observation of K complex-valued sinusoids be 

K 

x[n} = ^2ale
ju'in + v[n}, n = 0,1, • • • ,JV - 1, (1.1) 

i=i 

where a\ is the complex amplitude of the fc-th sinusoid, N is the number of available 

data samples, and v[n] is the observation noise. This can be written in the vector 

format as 

x = Aa + v, (1.2) 

where A is an N x K matrix defined by 

pjui oJUK 

eJ{N-l)m . . . eJ(N-l)wK 

(1.3) 

The LS estimate of a is 

a = ( A ^ A ) - 1 A w x , (1.4) 

where AH is the conjugate transpose of matrix A. By choosing the estimate as 

above, the mean squared error is set to minimum. In the WLS method, vector x 

is divided into L overlapping subvectors. In MAFI estimators, subvectors of the 
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observation data are prefiltered in order to yield maximum SNR at filter outputs, 

and the amplitudes of these filtered subvectors are estimated using the LS or WLS 

estimators. Then, all these methods can be adjusted to estimate one or K amplitudes 

at a time. 

Quadrature delay estimators are used for time delay estimation using sinusoidal 

signals. The problem here is to determine the phase delay (f> between the sinusoids 

given by 

Xi[n] =A\ cos(27r/0n) + ni[n] 
(1.5) 

x2[n] =A2 cos(27r/0n + (j>) + n2[n}. 

If the frequency of the input signal is known, the quadrature reference signals are 

generated as 

xi[n] = Acos(2irf0n) 
(1.6) 

Z Q N = -^4sin(27r/0n), 

and are multiplied by both X\ and x2 to produce Q m i N a n d Qm2 [n]. Then, the mod­

ulated signals are passed through a low pass filter and the phase for each modulated 

signal is calculated using the following formula 

*-t»- ,&S]- <17) 

lLPF[Qmi[nT\\l 

where T is the sampling period. The phase difference is calculated and yields the 

time delay. If the frequency of the input signal is not known, the quadrature-phase 

and in-phase signals are generated from x\ using 

xu[n] = x\\n] = A\ cos(27r/on) + ni[n] 
(1.8) 

XiQ[n] = H[xi[ri\] = Ax sm(2nf0n) + n3[n], 



where H[.] is the Hilbert transform operator. Then x% is modulated by x\i and x\q 

to form Qmi [nT] and Qm2 [nT]. Adaptive QDE can be obtained by adding an adaptive 

fractional-delay filter, h[n, 4>], into the signal path of x\ and minimizing (j> — (f>. 

The periodogram method is a classical technique of spectral estimation that is 

based on the discrete Fourier transform (DFT) of the observed data [11]. The peri­

odogram estimate for a segment of data is defined as the DFT of the sample auto­

correlation of the windowed signal 

S&) = i X! ^Me-*1™, (1-9) 
TO=-(L-1) 

where L is the length of the window and cvv [m] is the autocorrelation of the windowed 

signal v[n] defined by 
L-\ 

cvv[m\ = y j v W u [ n + m]- (1-10) 

It can also be defined by the moduli of the DFT coefficients of the windowed signal 

~S{uk) = \\V[k]\\ (1.11) 

The periodogram is not a powerful estimation method because the variance of the 

estimate exceeds its mean value and the estimate will be biased. Another method 

based on the DFT operation is the Blackman-Tukey method [12]. The spectral esti­

mation is carried out by estimating the autocorrelation function from the observed 

data, windowing the autocorrelation estimate, and then obtaining the DFT of the 

windowed autocorrelation. This method is also known as the moving average (MA) 

method. Windowing the autocorrelation reduces the bias but the problem of spectral 

resolution when a short segment of data is available remains because of the effect 
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of excessive side lobes. Increased resolution can be achieved by averaging the peri-

odogram of the segments of the windowed autocorrelation, or by zero padding the 

windowed autocorrelation function prior to calculating the DFT. 

The ME method, is based on autoregressive modeling of the spectrum. The spec­

trum estimate is given by fitting an M-th-order autoregressive model to the available 

autocorrelation segments. This is the same as using a prediction filter to extrapolate 

the autocorrelation segments, instead of zero padding, in order to minimize the bias. 

ME method works well specially when a small number of samples are available. 

The ML method can be thought as a bank of narrowband filters, each designed to 

pass a sinewave at the center frequency of the filter and attenuate all other frequencies. 

Pisarenko's method finds a polynomial that has zeros on the unit circle at the 

desired frequencies, to obtain infinite spectral resolution. The desired polynomial can 

be formed by solving 

R a = Aa, (1.12) 

where R is the autocorrelation matrix and a is the coefficients matrix. Then, the 

polynomial A(z) can be found by selecting the eigenvector associated with the min­

imum eigenvalue, and the roots of A(z) give the sinusoids' frequencies. In general 

Pisarenko's method of spectral estimation yields the best spectral resolution [10]. 
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1.2 The History of Development of Theory of Wirtinger-

Type Inequalities 

The study of inequalities which involve integrals of functions and their derivatives has 

a history of about one century. The Wirtinger and Hardy type inequalities are in this 

category. An example of continuous-time Wirtinger inequality is given below [13,14]. 

If / is a periodic function with period 27r and JQ
n f(x) dx = 0 then 

/•27T /"27T 

/ f(x)2dx< / f'(x)2dx, (1.13) 
Jo Jo 

satisfying equality in (1.13) if and only if f(x) = A cosx + B sin a;, where A and B 

are constants. 

The applications of these classes of inequalities make them very important in 

mathematics among other inequalities. Their application extends to applied math­

ematics, the theory of differential equations, approximation, and probability [15]. 

An important class of inequalities in this category is ascribed to Wilhelm Witinger. 

Wirtinger-type inequalities have been generalized and extended in many different di­

rections. It appears that the first analogue of Wirtinger's inequality was given by 

W. Blaschke [16], and later, discrete versions of Wirtinger-type inequalities were in­

troduced by I.J Schoenberg in 1950 in a paper on finite Fourier series [17]. In 1955, 

Fan, Taussky, and Todd [13] published a paper in which discrete analogues of the 

most important Wirtinger-type inequalities were derived. This was followed by a 

huge interest in the field of discrete inequalities. Later in 1992, G.V. Milovanovic and 

I.Z. Milovanovic [14] determined the "converse" of the inequalities proved by Fan, 
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Taussky and Todd. 

In 1960, another type of these inequalities was introduced by Zdzidlaw Opial. 

Although the Opial inequality can be derived from Wirtinger and Hardy type in­

equalities, its advantage is that it can have the best constant compared to the other 

types. Many simplifications and improvements have been done on Opial inequali­

ties and generalizations and discrete analogues have been found, making the study of 

Opial-type inequalities a substantial field with many new and important applications. 

Specifically, discrete inequalities of Opial type were introduced in 1967-1969 [15]; G.V. 

Milovanovic and I.Z. Milovanovic [14] and later R.P. Agarwal [15], worked on them. 

Discrete Wirtinger inequalities are generalized for higher-order differences and two-

sided versions are provided in [15] and [14]. 

1.3 Existing Wirtinger-Type Inequalities 

As mentioned in section 1.2, the first discrete inequality of Wirtinger type was given 

by Schoenberg [17]. In his paper, Schoenberg stated that if v0,Vi, • • • ,VN-I are the 

vertices of a N-gon such that Y2 vn = 0, and v'Q, v[, • • • , u^- i being the midpoints of 

its sides, then 

EKI2<COS2^X>«I2> ( L 1 4 ) 

n=0 n—0 

and the equality in (1.14) is satisfied if and only if 

vn = CiWSN+Ck^WSN, n = 0,---,N-l, (1.15) 

He also showed that for cyclic transformation, v'n = vn+\ — vn, the following 
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inequality holds 
J V - l J V - l 

J2\vn+i-vn\
2>4sm2?-J2\vn\2- ( L 1 6 ) 

N n -0 

However, he only used these results in solutions to geometric problems. In [13], 

Fan et al. proved that for a real sequence x[l], • • • ,x[N], under the conditions that 

x[l] = 0 the following inequality holds 

J V - l N 
7T 

£ > [ n ] -x[n + l])2 > 4 s i n 2
2 ( 2 ^ _ i ) ^ ^ W 2 , (1.17) 

\Tl — 1)7T 
with the equality if and only if x[n] = x[n] — A sin ———-r, n = 1, • • • , N, where A 

(2N — 1) 

is an arbitrary constant. 

In addition to similar inequalities as well as some generalizations to the Schoenberg 

and Fan et al. inequalities, Milovanovic and Milovanovic obtained an interesting 

result in their paper. They introduced a general method for finding the best possible 

constants A^ and BN in inequalities 

JV JV JV 

AN^2p[n}x[n]2 < j ^ r [n ] | x [n ] - x[n + 1]|2 < BN^2p[n]x[n}2, (1.18) 
n=\ n=l n=l 

where p[n] and r[n] are weight sequences and x[n] is an arbitrary sequence of real 

numbers. 

The proofs given in both the papers by Fan et al. and Milovanovic and Milovanovic 

are based on eigenvalues of certain Hermitian matrices. In [18], Lunter gives new 

proofs for discrete Wirtinger inequalities as well as new generalizations. Lunter and 

Schoenberg both used Parseval's theorem and circular convolution in their proofs, 

which is more appropriate in the context of digital signal processing. 
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1.4 Goals and Contributions of The Thesis 

Although a lot of applications have been found for Wirtinger inequalities, little work 

has been done on them in the context of digital signal processing. In this thesis, we 

exploit discrete Wirtinger-type inequalities to propose an approach for the estimation 

of SNR of a single-tone sinusoidal signal buried in white noise. A method has been 

implemented in which the energy of a signal and the energy of its circular convolution 

with the impulse response of a filter are calculated in the time domain. By the use 

of a Wirtinger-type inequality, these two quantities are used to produce a measure of 

strength at different signal-to-noise ratios. The proposed method is used to estimate 

the SNR of a sinusoidal signal of a known frequency jj by reading the estimated SNR 

from the performance curve. 

One of the challenges that we faced was to eliminate the conditions that the signals 

should meet in order to be used in the method. Derivation of the existing Wirtinger 

inequalities with a digital signal processing approach showed that the equalizing sig­

nals of the existing inequalities have constraints in order to be used in real world 

applications. The constraints, which are the fixed phase and boundary conditions, 

are removed by expanding the inequalities and modifying them. 

For real-world applications, the existing inequalities are not flexible as they do 

not have any changeable parameter. Consequently, one of our research goals was to 

generalize these inequalities in order to have an estimation method with enhanced 

adaptability to different estimation requirements providing multiple filter choices. 

Generalizations of Wirtinger inequalities are carried out as an attempt to find in-
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equalities with better performance curves. The generalized inequalities showed im­

provement in the performance curves. However, it is a tedious task to find inequalities 

for higher frequencies other than fj. 

Another important goal in this thesis is to find a method that is able to estimate 

the SNR of a sinusoidal signal whose frequency is a rational multiple of TT, i.e. ^7r. 

It is shown that using a permutation technique and Euclid's algorithm, the observed 

signal of a rational frequency jfir can be converted to a signal with the frequency fj. 

Then, the SNR of the converted signal can be estimated by the proposed estimation 

method. 

Note that we are not comparing our method to the existing methods of sinusoid 

estimation. The difference between the method in this thesis and estimation meth­

ods is that these methods estimate sinusoidal signal parameters, which is frequency, 

amplitude and phase, while in our method we are interested in finding the relative 

strength of the sinusoidal signal in presence of additive white noise. 

After all the generalizations and developments, we propose a method for the mea­

surement of signal strength that has the following advantages and features: 

(i) It can be applied in the time domain. 

(ii) It can be used for any sinusoidal signal whose frequency is a rational multiple 

of 7r, and is buried in an additive white noise. 

(iii) The computational complexity and, consequently, the cost of implementation is 

very low. 

(iv) The strength of the signal for all frequencies can be measured by a single filter. 
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(v) Calculation of DFT is not needed. 

There are some improvements that can be considered for this method to be appli­

cable to multi-tone signals or in connection with using an optimized filter but those 

topics are beyond the scope of this thesis and require investigation as future work. 

1.5 Organization of the Thesis 

In Chapter 2, the existing discrete Wirtinger inequalities are derived using a DFT-

based approach. Also a point unnoticed by other authors regarding the existing 

inequalities is stated. In Chapter 3, we propose a method for estimating the SNR of 

sinusoids of known frequency ~j. The modification of the existing inequalities required 

by this method is done and the proposed method is simulated using MATLAB R2006a, 

for the modified inequalities. The performance curves are obtained result. In Chapter 

4, generalizations of these methods to weighted inequalities are provided and the 

performance curves at different weights for each inequality are analyzed. In Chapter 

5, we study estimation of the SNR of sinusoids of frequency j^ir and propose a 

solution by a combination of signal reordering and modulation to convert the sinusoid 

of frequency ^7r to the form of a sinusoid containing frequency fj. The solution is 

based on a permutation property and Euclid's algorithm. The process of estimation 

of the SNR of sinusoids with arbitrary rational frequencies J^IT is detailed. The 

optimal values of the weights for inequalities with two weights are obtained and the 

computational complexity of the proposed method is analyzed. We also study the 

case where the available samples are fewer than the minimum required. Numerical 
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results show that the method is still capable of estimating the SNR in such cases. 

Finally, in Chapter 6, advantages of the method are discussed and a possible industrial 

application of the method is described. 
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Chapter 2 

Derivation of Existing 

Discrete-Time Wirt inger 

Inequalities Using a DFT-Based 

Approach 

Our objective in this chapter is to restate some inequalities of Fan et al. [13], and 

Milovanovic and Milovanovic [14] that will be used in Chapter 3 in digital signal 

processing context. To be self contained, the proof is thoroughly explained. The 

original proofs can be found in [18]. 

As mentioned in the previous chapter, Fan et al. [13] and Milovanovic and Milo­

vanovic [14] used a Hermitian matrix to prove the inequalities, while, Lunter [18] and 

Schoenberg [17] used Parseval's theorem and circular convolution in their proofs. In 
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this chapter, we rephrase the proof given by Lunter in [18], but the difference here is 

that we are deriving these inequalities in the context of digital signal processing. We 

provide details of the derivation steps for one of the inequalities and then follow the 

same approach for the other inequalities. We carry out a new result and propose it 

as a remark for one of the inequalities. 

2.1 Preliminary 

2.1.1 D F T and Circular Convolution 

We use the notation x[n], n = 0,1, • • • , N — 1, to denote a discrete-time signal where 

N is the length. The DFT is defined as 

J V - l 

X[k] = Yl xln]WNn, 0 < k < N - 1, (2.1) 

n=0 

where WN = e ^ 2 ^ ) . The inverse discrete Fourier transform is given by 

J V - l 

x[n} = jjY,XWWNkn> 0<n<N-l. (2.2) 
fc=0 

The relationship between x[n] and X[k] is written as x[n]'^fj X[k]. If we define the 

squared norm of x[n] as 

Hn]l|2 = X>M|2 , (2.3) 
n-0 

then, due to Parseval's theorem 

JV-1 JV-l 

n=0 fc=0 

We can write 

||X[fc]||2 = iV||:r[n]||2. (2-5) 
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This means that DFT only changes the norm of the signal by factor N. This is very 

useful since it is sometimes easier to calculate the norm in the other domain. 

It can be shown that the response of any LTI system to an input can be expressed 

by the linear convolution of the input signal with the impulse response of the system 

in the time domain [11]. In the case of finite length signals, we can use the circular 

convolution to find the output of the system after a proper zero padding. Let x3[n] 

be the circular convolution of two signals Xi[n) and a^N, both of length N, and with 

DFTs Xi[k] and X2[fc], respectively. Then we have 

x3[n] = £i[n](N) x2[n] 

N-i (2.6) 

= ^ P x2[m]x1[((n - m))N], 

where ((n —m))jv is the value of n — m modulo N. Expanding (2.6) gives the following 

x3{0] =x2[0]a;i[0] + x2[l]xx[N - 1] + • • • + x2[N - l]xx[l] 

x3[l] =x2[0]xi[l] + xallJ^tO] + ... + x2[N- l]xi[2] 
(2.7) 

x3[N - 1] =x2[0]x![iV - 1] + x2[l]x1[N -2] + --- + x2[N- ^{O}. 

In the frequency domain, we can write 

Xs[k] = X1[k]X2[k]. (2.8) 

2.1.2 Forward Difference Systems 

The first-order forward difference system is defined by the input-output relationship 

yw[n] = x[n + l}-x[n}. (2.9) 
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The second-order forward difference is defined by 

,«r - 7 / ( X ) W = yW[n] = yW[n + 1] - y(l)[n] = x[n) - 2x[n + 1] + x[n + 2], (2.10) 

and by induction, the following expansion can be obtained 

y(m)N = ^ ( - i ^ n ^ + p ] . (2-ii) 
p=0 P 

The forward difference system can also be represented by its impulse response. Let 

hf[n] be the impulse response of the first order forward difference system. After a 

proper zero padding, the output j/^fn] can be expressed as the circular convolution 

of the input x[n] and the impulse response hf[n], both with length N, given by 

- 1 , n = 0 

hf[n\ = \ l, n = N-l (2-12) 

0, otherwise. 

To find the input-output relationship in the frequency domain, we first obtain the 

iV-point DFT of the impulse response 

J V - l 

Hf[k] = Yl hAn\WNn = eJ'(27r/JV)fc - 1 , 0<k<N-l. (2.13) 
n=0 

The moduli are given by 

y(2w/N)k _ i|2 = 2 — 2 
cos 

and we can write 

2nk 

iv~' 
0 < k< J V - l , 

\Y[k}\2 = \Hf[k]X[k}\\ 

(2.14) 

(2.15) 

or 

N-l J V - l 

Y,\Y[k}\2^J2\Hflk]X[k}\ 
fc=0 fe=0 
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Applying Parseval's theorem to the left side of (2.16), we get 

N-l N-l 

ivEl^NI2 = E^/[fc]IWfc]l2- (2-17) 
n=0 fe=0 

Substituting (2.14) in (2.17) results 

N - l J V - 1 
2nk-

ivEiyNi2 = E ( 2 - 2 c o s ^ ) i x w i 2 - (2-18) 

n=0 fc=0 

and, by induction, for an mth-order forward difference system the following applies 

N-l N-l Nj2\y{mW = E ( 2 - 2 c o s ^ ) m | X [ f c ] | 2 . (2.19) 
2nk\m

t 
( 2 - 2 c o s 

n=0 fe=0 

In the next section, we derive propositions based on the properties of (2.18). We take 

this equation as the core of every inequality in this thesis. 

2.2 Propositions of Wirtinger-Type Inequalities and 

Their Proofs 

We now rephrase some fundamental propositions given in [18] and provide their proofs 

in the digital signal processing context. 

Proposition 1 Consider a signal x[n] G CN, where CN is the N-dimensional com­

plex space. Let m e N be a positive integer. Then the following statements hold. 

(a) tf YsnZo x[n] = 0, then 

2TT\ , / 777" \ rn 

y ( m ) N | | 2 > ( 2 - 2 c o s ^ ) \\x[n]\\\ (2.20) 
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with equality if and only if x[n] = aej^^N^k + f3e J(27T/N)k
> where a and @ are 

complex constants in C. 

J V - 1 , 
(b) If N is even, and X^n=o ( — l ) n a ; N = 0, then 

W 
( m ) N | | 2 < ( 2 + 2 c o s ^ ) ||z[n]||2, (2.21) 

with equality if and only if x[n] = aeJ(^/N)W2+i)n + ^ ( 2 ^ ) ^ / 2 - 1 ) ^ where 

a,f3€C. 

(c) If N is even, and Y%£ eH2irMlnx[n] = 0 for I = ±JV, \N - 1, and \N + 1, then 

| | y ( m ) N | | 2 < ( 2 + 2 c o s ^ ) m | | a ; [ n ] | | 2
) (2.22) 

with equality if and only if x[n] = aeJ(^/N)(N/2+2)n + ^ ( 2 ^ ) ^ / 2 - 2 ) ^ where 

a , / 3 e C . 

Proof. 

(a) Assume that ||:r[n]||2 is held constant. This is the same as keeping J2k=o I^MI 2 

constant. The assumption Yln=o x\.n] = 0 i n P a r t (a) is equivalent to 

X[0) = 0. (2-23) 

Now we can write (2.19) in the form of 

A r E l y ( m H « ] | 2 > f c = o m m _ 1 { ( 2 - 2 c o s ^ r } ( X ; ^ W | 2 ) . (2.24) 
n=0 X[0]=0 fc=0 

This inequality holds because (2 — 2 cos ^ ) is a factor independent of the DFT 

coefficients X [k]. The minimum of (2 - 2 cos ^ ) is zero and is attained at k — 0, 
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by the assumption, X[0] = 0. The next smallest value is obtained at k = 1 or 

k = N-l 

min ( 2 - 2 c o s ^ r = ( 2 - 2 c o s ^ r . (2 '2 5) 

Therefore, we can write 

JV-1 „ N-l 
2 7 T \ m 

^ ) , n=0 fc=0 

and by using Parseval's theorem (2.4) we have 

N^2\y{m)H2>^-2cos^)mJ^\X[k)\\ (2.26) 

X > ( m W > ( 2 - 2 c o s ^ ) m ] [ > [ n ] | 2 . (2.27) 
n=0 n=0 

Now we want to determine the signal which renders an equality. To do this, we 

should find the minimum of Yln=o \y^[n}\2 under the assumption that Yun=o lx[n] |2 

is held constant. Letting ^2n~0 \x[n]\2 = e, we have 

mm X > < m « = mm £ ( 2 - 2 c o s ^ ) > [ f c ] | » . (2.28) 

ELI,1 \x[k]\a=e n~° ELI,1 l*[*H2=« fc_° 

In view of (2.26), the minimum is bounded by the product of the minimum of 

( 2 - 2 cos ^ ) m and ^ J S \X[k}\2. If the DFT of x[n] only has the coefficients at 

the index k that produces the least factor associated to it, then that signal will 

produce the minimum of X^n=o l? /^[ n ] | 2 - As w e c a n s e e m Fig- 2.1, the minimum 

of (2 — 2 c o s ^ ) m is zero but since X[0] = 0, the minimum in (2.28) is attained 

if and only if the DFT coefficients, X[k], are zero for all k except for k — 1 and 

k = JV — 1. Hence the minimizing signal is 

a, fc = 1 

X[k] ={ p, k = N-l (2-29) 

0, otherwise, 
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Figure 2.1: 2 - 2cos{2nk/N) for AT = 10. 

or, equivalently 

x[n] = aej^N^n + fc-W*, a, (3 e C . (2.30) 

(b) In this case, iV is even, but we have Y2k=o (—1)"^H = 0, which means 

* M L W 2 = o. (2.31) 

Hence the next largest value is attained when k = y ± 1, and is equal to 

'~ ~ 2itk\ 
2 - 2 cos — - ) 

^ N / fe=f±i 
= 2 + 2 cos 

2TT 

"iV' 
(2.32) 

whereby the inequality is proved, and the signal for which the equality holds is 

X[n] = aei^/N){N/2+l)n + j3e3WN)(N/2-l)nj a,/3eC. (2 .33) 

(c) This case is almost the same as part (b), but here the DFT coefficients at k = y + 1 

and fc = y — 1 are also zero. Consequently, the maximum is obtained when 
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k= f±2. It follows that 

2TTAT 47T 
(2-2cos^) = 2 + 2 c o s ^ , (2.34) 

which leads to the equality and the corresponding equalizing signal. 

2.3 Derivation of Existing Discrete-Time Wirtinger 

Inequalities 

The following inequalities were given by Fan et al. [13]. 

(1) If x[l], • • • ,x[N — 1] are real numbers, and x[0] = x[N] = 0, then 

N-l N-l 

5 > [ n + 1] - x[n})2 > 2 ( l - cos £ ) £ x[n]2, (2.35) 
n=0 n=0 

with equality if and only if x[n] = x[n] = A sin (jrn/N), where A is a real constant. 

(2) If x[l), ••• , x[N - 1] are real and x[0] = 0, then 

X > [ n + 1] - z[n])2 > 2 ( l - cos ^ - T ) X ; * N 2 , (2.36) 
n=0 n=0 

with equality if and only if x[n] = x[n] — A sin (jm/(2N — 1)), n = 1, • • • , N — 1, 

where A is a real constant. 

The next two inequalities, were found by Milovanovic and Milovanovic [14]. 

(3) If x[l], • • • ,x[N — 1] are real numbers, and x[0] = x[N] = 0, then 

$ > [ n + 1] - z[n])2 < 2 ( l + cos £ ) £ a;[n]2, (2.37) 
n=0 n=0 

with equality if and only if x[n] = x[n] = A(—1)" sin (jrn/N), n = 1, • • • , iV — 1, 

where A is a real constant. 
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(4) If x[l], • • • , x[N - 1] are real and x[0] = 0, then 

$ > [ n + 1] " An})2 < 2 ( l + cos ^ - T ) £ * N 2 , (2-38) 
n=0 n=0 

with equality if and only if x[n] — x[n] = A(—l)nsin (2nn/(2N — 1)), n = 

1,---,N-1. 

The structure of the proofs for all the inequalities (but one) is the same [18], 

but we restate the proofs using a DFT-based approach. Let x[n] e RN be a real 

signal satisfying the boundary conditions stated in the inequality we want to prove. 

We embed this signal in CM as a complex periodic signal v[i], M > N. The em­

bedding process is performed so that V j |^[i]|2 is a multiple of Y J j a; [ri] |2, and also 
i n 

V J \v[i + 1] — v[i]\2 is a multiple of \~] \x\n + 1] — £[n]|2. We apply Proposition 1 to 
i n 

the embedded signal v[i\. The embedding should be done in such a way that the 

embedded signal v[i] satisfies the conditions in the corresponding part of the propo­

sition. Finally, we look for an embedded real signal which has the form of the signal 

we started with, i.e., x[n\. Since \ J \x[n + 1] — x[n]\2 and 2_, \x[n]\2 a r e multiples 
n n 

of the norms of the corresponding complex signals, the real signal x[n] minimizes (or 

maximizes) y . \x[n + 1] — ^ H | 2 under a fixed y . I^HI2 ' 
n n 

All the proofs for the inequalities are based on the following important points. 

• All the inequalities in this chapter are based on (2.18). 

• We use embedding in order to satisfy the conditions in Proposition 1. 

• The conditions in Proposition 1 are used to determine which Fourier components 

form the equalizing signal. 
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Proof. 

(1) Embed the real finite signal x[n] G RN, n = 0, • • • , N - 1 in C2N as follows 

= {x[0],x[l], ••• ,x[N- 1], -a;[0], - x [ l ] , • • • , -x[N - 1]). (2.39) v\i\ 
=0:27V-1 

r27V-l This type of embedding satisfies the condition ]Ci=o w[i] = 0 required in Propo­

sition 1(a). Applying proposition 1 to v[i] with m = 1, we have 

2JV-1 2JV-1 

»=0 i=0 

£ (v[i + 1] - W[z])2 > (2 - 2 c o s ^ ) £ # . (2.40) 
»=o ' " 

Now the right side can be written as 

2JV-1 

]T^f = 2X>H 2 , (2.41) 
2JV-1 7V-1 

i=0 n=0 

and for the left side 

27V-1 

(2.42) 

J2 Hi + 1] - vMf = (x[l] - x[0})2 + (x[2] - z[l])2 + • • • 
i=0 

+ (x[iV - 1] - a;[JV - 2])2 + (-x[0] - x[N - l])2 + (-x[l] + x[0})2 

+ (-x[2] + x[l})2 + ••• + (-x[N - 1] + x[N - 2])2 + (x[0\ + x[N - l])2. 

If we calculate the sum on x[n] we obtain 

7V-1 

J2(x[n + 1] - x[n})2 = (x[l] - z[0])2 + (x[2) - x[l})2 

n=o (2.43) 

+ • • • + (x[N - 1] - z[JV - 2])2 + (x[0] - x[N - l])2. 

Comparing (2.43) and (2.42), in order for X^=o" (v[i+l]—w[i])2 to be proportional 

to J2n=o(xln + 1] ~~ ^ W ) 2 ' w e s r i 0 u ld have 

(x[0] + x[N - l])2 = (x{0] - x[N - l])2, (2.44) 
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or 

x[0}x[N - 1] = -x[0]x[N - 1]. (2.45) 

Equivalently either x[0] = 0 or x[N — 1] = 0. In either case we will have 

2N-1 N-l 

Y^ (v[i + 1] - v[i]f = 2 Y,(x[n + 1] - x[n})2. (2.46) 
i=0 n=0 

Hence, (2.40) leads us to the inequality 

X > [ n + 1] - *[n])2 > ( 2 - 2 c o s - ^ ) X > N 2 . (2.47) 
n=0 n=0 

To determine the real signal that yields an equality, we must find among the 

signals that minimize the left hand side, the one that is created by embedding a 

real signal x[n] in C2N. It is clear that the result of embedding a real signal is a 

real signal. According to part (a) of Proposition 1, the minimizing signals are of 

the form aeJ'(2™)/(2^) + pe-jQ*n)/{2N) m For a real signal of this form the following 

equality should hold 

/ j(27rn)/(2iV) + pe-j(2nn)/(2N)\ * _ a(j (2nn) / (2N) + pe-j(2*n)/(2N) ^ ^ . 4 8 ) 

or equivalently 

M (e-&+da) - e^+eA + \p\ (em-*) - e ^ ^ ^ A = 0, (2.49) 

and consequently 

. 27m /. . . . \ 2nn (, Z7T7Z / \ ZlTTl f \ 

sin—— f |a | cos#a - |/3| c o s ^ 1 + cos ——-(|a| sin#a + |/?| sin6$ 1 = 0. (2.50) 

In order for the above equality to hold for all n we must have 

|a | cos#a — \(3\ cosdf} = 0 

|a | sin 6a + \/3\ sin Op = 0, 
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and for the above equations to have a nonzero solution we must have 

cos 9a — cos 6p 
det = 0, (2.52) 

. sin0a sinfy? . 

which leads to 6a = —dp, and consequently |a | = |/3|, which together imply 

a = j3*. Therefore, the real-valued equalizing signal is 

x[n] = x[n] = (\a\ej{™'N+6^ + \a\^-mfN-°a)^ 

= 2|a |cos(^— + 9aJ, 

(2.53) 

or 

x\n\ Acos(^ + 7 ) , A^eR. (2.54) 

Now two cases exist. 

(i) x[0] = 0. This implies that for the equalizing signal x\n] 7 should be 7r/2. 

Hence 

x[n} = Asin(^y (2.55) 

In other words, the minimizing signal, v[i], is obtained by embedding the 

real signal x[n] = j4sin(7rn/iV). This proves inequality (1). 

(ii) x[N — 1] = 0. In this case, for the inequality to be true, we should have 

x[N-l] = ACOS(TT(JV - 1)/N + 7) = 0. (2.56) 

Therefore 7 = —7r/2 + n/N, and the equalizing signal is 

* [ » ! - * * , ( = + £ ) . (257) 

This is a new result, not given in [18], that we have obtained for the equal­

izing signal of inequality (1). We state it here as a remark. 
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Remark 1 If x[l], • • • ,x[N — 1] are real numbers, and x[N — 1] = 0; then 

Y^(x[n + l]-x[n]f> ( 2 - 2 c o s ^ ) X > [ n ] 2 , (2.58) 
n=0 n=0 

with equality if and only if x[n] = x[n] = A sin(Trn/N + ir/N), where A is a 

real constant. 

Note that inequality (1) turns to an equality not only when x[n] = A sin ( ̂  J 

but also when x[n] = A sin ( ̂  + -̂  j . This means that the equalizing signal 

can be written in the form x[n] = Asm. ( ̂  + 7J, where 7 = 0 if x[0] = 0, 

or 7 = -̂  when x[N — 1] = 0. 

(2) To prove this part, we use inequality (1). First, we embed the real signal x[n] in 

q[i] so that we can employ the first inequality. The components of q[i] are given 

by 

9[i]Lo-2iv-i = ( * X M ' • • • >*[W - ^xlN - ! ] ' • • • >z[l].*[0]), (2-59) 

where x[0] = 0. It can be shown that 

2JV—2 JV—2 

£ (g[i + 1] - q\i}f = 2 J > [ n + 1] - z[n])2, (2.60) 
i=0 n=0 

because 

g[iV] - q[N - 1] = z[AT - 1] - x[N - 1] = 0, (2.61) 

and it is clear also that 
2JV-2 N - l 

J > [ z ] 2 = 2 $ > [ n ] 2 . (2.62) 
j=0 n=0 

Since we have q[0] = g[2iV — 1] = 0, inequality (1) applies and 

2JV-2 2JV-2 

£(<? [*+I ] -^D 2 > ( 2 - 2 C O S 2 ] V ~ T ) 5Z ^ ] 2 - (2-63) 
i=0 i=0 
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This inequality is true because all the conditions required in inequality (1) are 

satisfied. The only difference is the length of the signal which is 2N — 1 instead 

of JV. Therefore 

J > [ n + 1] - x[n])2 > ( 2 - 2 c o s ^ T ) E s W 2 - (2-64) 
n=0 n=0 

Since x[0] must be zero, case (i) applies and the maximizing signals are of the form 

v[i] = Asm (Tti/(2N — 1)). For this signal v[N — l — i] = v[N+i] which shows that 

it is consistent with the embedding conditions. Thus x[n] = Asm (7rn/(2iV — 1)), 

where n = 0, • • • ,N — 1. This proves inequality (2). 

(3) The signal we want to embed here is x[n] and x[0] = x[N] = 0. We embed this 

signal in C2N+2 in such a way that 

*=0:2iV-l ^ g ^ 

( - 1 ) " " 1 * ( - 1 ^ - M l ] , • • • , ( - l ) ^ 1 ^ ^ - 1]). 

This implies that X^o_ 1(—1)M*] ^ 0, which satisfies the condition in part (b) 

of Proposition 1, and we have 

2 J V - 1 2 J V - 1 

$ > [ » + l ] - « a < (2 + 2 c o s | ^ ) J > [ z ] 2 . (2-66) 
*=0 j=0 

It is clear that 

2N-1 N-l 

£ (v[i + 1] - v[i})2 = 2 £ > [ n + 1] - x[n])\ (2.67) 
i=0 n=0 

because x[0] — 0. Also, it can be easily shown that 

2 J V - 1 N-l 

J > [ i ] 2 = 2]Ta:[n]2. (2.68) 
i=0 n=0 
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Consequently 

N - l N - l 

+ 2cos -^ ) ]T^2;[n]2. (2.69) 
n=0 n=0 

The equality holds if and only if 

V[i] = aei(W(2W))((2iV)/2+l)i + ^eJ(27r/(2AT))((2iV)/2-l)i_ ( 2 ? Q ) 

We are looking for a real signal of this form, hence, the imaginary part of this 

signal should be zero, i.e., 

H sin ( = £ + i l i + I.) + |0 | sin ( ^ ^ > t + « , ) = 0, (2.71) 

or equivalently 

•77 + Sa J - |/3| cos(Tri) sin I — - Op) = 0 (2.72) 

For this to be true, we should have \a\ = |/3| and 6a = —9p, which means a = (3*, 

and the minimizing real signal is 

v[i] = 4 ( - l ) ' c o s (ni/N + 7). (2.73) 

Since v[0] = 0, we should have 7 = (2m + l)7r/2, m = 0, ± 1 , ± 2 , . . . Therefore 

our equalizing signal is v[i] = A(—l)lsin (jvi/N), and is obtained by embedding 

the real signal x[n] = A(—1)" sin (im/N), n = 0, • • • , AT — 1. This proves inequal­

ity (3). 

(4) Let x[l], • • • ,x[N — 1] be real numbers and x{0] = 0. We embed this signal in 

-2 C4N~2 as 

v\i = (x[0],x[l],---,x[N-l},x{N-l},x[N-2},--- ,x[l], 
i=o-AN-2 ( 2 7 4 ) 

- x[0], -x[l], • • • , -x[N - 1], -x[N - 1], -x[iV - 2], • • • , -a:[l]). 
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It can be shown that ^2i=0
 3(—l)lv[i] = 0, because the first quarter oiv[i] cancels 

the second, and the third quarter cancels the fourth. In addition 

4JV-3 
Vlk]\kHiN_2)/2±1 = £ ( - i y e ^ / ^ - 2 » M i ] = 0, (2.75) 

i=0 

because we have v[i] — — v[i + 2N — 1], and the following equality holds 

vfl(_1ye±V2*n4N~2))i + y\{ + 2 N _ 1j(_1)i+2^-le±(,-2W/(4JV-2))(i+2JV-l) 

(2.76) 
= v[i}(-iye±{j2^4N-2^ + v[i + 2N- i](_i)<e±0'2*/(4"-2))i = 0. 

Thus, all the conditions of part (c) of Proposition 1 are satisfied and we have 

4JV-3 . 4JV-3 

£ ( 4 + l ] - ^ ] ) 2 < ( 2 + 2 c o s _ Z l ^ ) £ 4 ] 2 . (2.77) 
n=0 i=0 

Note that 
4iV-3 N-2 

J2 (v[i + 1] - v\i})2 = 4 £ ( x [ n + 1] - x[n})2, (2.78) 
i=0 n=0 

because v[N — 1] — t>[iV] and v[2iV — 1] = x[0] = — x[0] = 0. It is also obvious 

that 
4JV-3 N-l 

5>[^4X>M2. (2.79) 
i=0 n=0 

Therefore 

N-2 n N-l 
ZlT £ ( x [ n + l ] - x [ n ] ) 2 < (2 + 2 c o s ^ r l ) £ x [ n ] 2 . (2.80) 

n=0 n=0 

The equality holds if and only if 

V[l] = a e^2 7 r / (4 i V-2))((4 i V-2) /2+2) i + ygej(27r/(4N-2))((4JV-2)/2-2)i_ (2.81) 

The real signals can be found by enforcing a = f3* as in inequality (3), and are of 

the form v[i] = A(—l)'cos (2m/(2N —1) + 7). The condition in the inequality (4) 
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requires that v[0] — 0, which yields 7 = (2ra+ 1)TT/2, m = 0, ±1, ±2 , . . . Therefore 

the minimizing signal is v[i] = A(—l)1 sin (2m/(2N — 1)). This signal can be 

created by embedding the real-valued signal x[n] = A(—l)nsin (2im/(2N — 1)), 

n = 0,- • • ,N — 1, which proves inequality (4). 

In the next chapter, we describe how these inequalities give rise to a method for 

estimating the SNR of a sinusoidal signal with a known frequency. 
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Chapter 3 

Modification of Inequalities and 

Their Application to Est imation of 

SNR of Sinusoids 

In this chapter, we first propose a method for estimating the SNR of a sinusoidal 

signal buried in noise using the discrete-time Wirtinger inequalities. The proposed 

method is based on the notion of average performance curves corresponding to the 

equalizing sinusoids associated with the inequalities. It is shown how the curves are 

obtained and how they are used to provide an estimate for the SNR of a sinusoid 

of fixed length and known frequency. Further, we modify the existing inequalities of 

Chapter 2 to remove the accompanying constraints and conditions so that they can 

be used freely in the proposed SNR estimation method. Finally, we provide some 

simulation results. 
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3.1 Method of SNR Estimation of Sinusoidal Sig­

nals 

In the preceding chapter, we derived the existing discrete-time Wiritnger inequalities 

using a DFT-based approach. In this section, we propose a simple method for esti­

mating the SNR of sinusoids buried in additive white noise using the discrete-time 

Wirtinger inequalities. We start by noting that the left side of each inequality can 

be interpreted as the energy of the output of a forward difference system. The right 

side of the inequalities consists of a constant factor, which depends on the length of 

the signal, and the energy of the signal V ^ ^ W 2 - If the input signal is exactly equal 
n 

to the equalizing signal of the inequality, it becomes an equality. Thus, we expect 

that the closer the input gets to the equalizing sinusoid, the closer the two sides of 

the inequality get in their values. Based on this argument, the closeness between the 

two sides of the inequality, or the strength of the equalizing sinusoidal signal, can be 

measured as a ratio. We use this ratio to estimate the SNR of a noisy signal. The 

ratio is obtained by dividing the two sides of the inequality in a manner that it does 

not exceed 1. It becomes 1 if and only if the signal is an equalizing signal. 

Formally stated, the problem we are concerned with is as follows. 

Problem. Estimate the SNR of a finite-length signal, containing a sinusoid of 

frequency -^ and arbitrary phase 7, corrupted with additive white noise. 

Note that the fixed value for the frequency of the sinusoid arises from the bound­

ary conditions and other constraints in the existing discrete-time inequalities. The 

method proposed in this chapter for the solution of the above problem is depicted in 
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the form of a block diagram in Fig. 3.1. 

x[n] 

Evaluation of 
left side of 
inequality 

Evaluation of 
right side of 
inequality 

L R 
— or — 
R L 

Rend SNR 
front average 
performance 

curve 

-*• (Estimated) S.NR 

Figure 3.1: Block diagram of the proposed method for estimation of the SNR of a sinusoidal 

signal with known frequency. 

As can be seen in the above diagram, the final step of the SNR estimation method 

involves reading the SNR value from what we call the average performance curve. The 

following procedure details how the curve is obtained. 

1. A zero mean white noise sequence of the same size as the sinusoid is generated. 

2. At each SNR value, the noise is multiplied by an attenuation factor a which is 

defined as 

a = T/IQ-(SNR/IO): 

rt (3-1) 

where o\ is the variance of the noise sequence and x[n] is the pure sinusoid. 

3. The disturbance e[n] is formed by multiplication of a and the white noise. 

4. The observed signal, x[n], is formed by the sum of the sinusoid, x[n] = A cos(im/N+ 

7), n = 0 : N — 1, and the disturbance e[n]. 

5. The left and right side of a discrete Wirtinger-type inequality are evaluated, 

and the ratio at each SNR is calculated based on the direction of the inequality. 
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The ratio at the given SNR is denoted R(SNR). 

6. The average performance curve is obtained by plotting R(SNR) versus SNR 

after repeating this procedure i times and averaging it accordingly. The value 

of i is taken to be one thousand in this thesis. 

Consider a sinusoidal signal in presence of white noise, and let the desired fre­

quency be given by n/N as stated in the problem. Assume that the performance 

curve has been obtained using the above method for white noise. The performance 

curve can be used to estimate the SNR at each ratio by reading the SNR from it. 

In the above procedure, there is a fundamental problem we face in using the 

existing discrete-time Wirtinger inequalities. There is no guarantee that the signal 

generated in the above procedure satisfies the boundary conditions. Furthermore, it 

is not possible for the ratio to attain its maximum value of 1 if the phase 7 takes 

on arbitrary values. Hence, the existing Wirtinger inequalities must be modified to 

forms that allow arbitrary phases with no boundary conditions attached to them. 

This is what we achieve in the next section. 

3.2 Modification of Existing Inequalities 

Consider inequality (1) in Section 2.3. To remove the boundary and phase conditions, 

we expand the circular convolution of the input and the impulse response. Comparing 

(2.42) and (2.43), we can write 

2JV-1 JV-2 

J2 (v[i + 1] - v\i})2 = 2 £ ( x [ n + 1] - x[n)f + 2(z[0] + x[N - l])2. (3.2) 
i=0 n=0 
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Hence we can write that inequality as 

JV-2 JV-1 

x[n] . (3.3) 
n=0 n=0 

We do not need to attach any boundary conditions and (3.3) is true for any real 

signal. Now that we have removed the boundary condition, we have an equalizing 

signal that is more general. Recalling the proof of inequality (1), according to (2.54) 

the equalizing real signal is 

— + 7J» A i e t . (3.4) 

Since we do not have the boundary conditions on the signal, there is no need 

for x[0] or x[N — 1] to be zero. Consequently, the arbitrary phase, 7, can have any 

value, and the inequality turns into equality when the signal is x[n] = A cos (7^ + 7) • 

In other words, we can estimate the SNR of a sinusoid with frequency ix/N with no 

restriction. Note that the embedded signal v[i] satisfies the condition v[i] = —v[N+i], 

i.e., 

A cos ( ^ ± i l + 7 ) = -A cos ( £ + 7 ) (3-5) 

Now we formally state the new result. 

Inequality 3.2.1 For any real signal x[n] € E , n = 0 : N — 1, the following 

inequality holds 

JV-2 JV-1 

J2(xln +!] - ^N)2 + (̂ [o] + xiN - i])2 > 2(i - c o s ^ ) Yl ^W2-
n=0 n=0 

with equality if and only if x[n] = x[n] = A cos (jrn/N + 7 ) , where 7, A G R. 
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Fig. 3.2 shows the average performance curve for inequality 3.2.1. We read the 

SNR from the performance curve, by the ratio obtained from the inequality for the 

observed signal. In other words, the SNR can be viewed as a function of the ratio R, 

where R is the ratio of the two sides of the inequality. 

The performance curve has a transition region when it moves between the mini­

mum ratio and the maximum ratio of 1. In this interval the function R is approxi­

mately linear and its derivative is almost constant. Therefore, we can easily estimate 

the SNR from the ratio of the inequality for the observed signal. At very high SNRs, 

1.2 

i 0.8 
•s 
o 
a 
73 0.6 

S 0.4 

0.2 

-30 -20 -10 10 20 
SNR [dB] 

30 40 50 

Figure 3.2: Average performance curve for inequality 3.2.1 with N = 32. 

as can be seen from the figure, the ratio remains in a small interval close to one, 

and the increase in SNR does not change the ratio significantly. In other words, the 

performance curve saturates at high SNRs. This is not problematic since a very high 
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SNR signifies a strong signal. However, at low SNRs, where the signal is weak, the 

saturation of the performance curve results in a degradation of the ability to estimate 

the SNR from a calculated value of ratio for the observed signal. In the Fig. 3.2, the 

interval that can be viewed as a non-saturated region lies between the SNR values 0 

dB and 40 dB. The ratio at low SNRs is approximately zero for the negative SNR 

values. 

Inequality (1) was used to prove inequality (2) in Section 2.3. Here we use in­

equality 3.2.1 to find the modified version of inequality (2) instead. Note that the 

signal x[n] is embedded in q[i] as 

q\i] = (x[0],x[l], ••• ,x[N- l],x[N - 1], • • • ,x[l},x[0}). (3.6) 
i=0:2JV-l 

Hence, we can apply the inequality 3.2.1 and we have 

(2JV-1)-1 2N-1 

E (?[» + 1 1 - 9[»1)8 + (9[°l + &N~ ^ ^ 2(1_C°S2iV~i) X>M2- (3-7) 
i=0 i=Q 

Recalling the proof of inequality (2), we can write 

2 J > [ n + 1] - x[n]f + 4z[0]2 > 2(1 - cos ^ - ^ (2 ^ x[nf). (3.8) 
n=0 n=0 

After simplification we get 

$ > [ n + 1] - x[n\f + 2x[0]2 > 2(1 - cos ^ - ^ £ x[nf. (3.9) 
n=0 n=0 

The real equalizing signal is of the form q[i] = A cos (m/(2N — 1) + 7) and according 

to the embedding method we should have 

q[i] = q[2N -1-i}. (3.10) 
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Therefore, 

Now we expand (3.11) 

COS (W^-J C°S7 - Sin (2iV3l) s in^ (3 12) 

= " C 0 S ' 2 A T n ) C ° S 7 ~~ S i n (2 iV^T^ S i n T 

The sine terms cancel each other, and in order to satisfy (3.12) we must have 

cos 7 = 0, which forces 7 to be an odd multiple of TC/2. Hence, the real equalizing 

signal q[i] = A cos [m/(2N — 1) + 7 ) , corresponds to x[n] = A cos (im/(2N — 1) + 7) , 

where 7 is an odd multiple of 7r/2. Note that we are not able to eliminate the phase 

constraint in this case. The new inequality is stated below. 

Inequal i ty 3.2.2 For any real signal x[n] G MN, n — 0 : N — 1, and x[0] = 0, the 

following inequality holds 

X > [ n + 1] - An]? + 2*[0]2 > 2 ( l - cos ^ - ^ ^ x[n\\ 
n=0 n=0 

with equality if and only if x[n] = x[n) — Acos (jm/(2N — 1) + 7) , where 7 is an odd 

multiple ofir/2. 

The average performance curve for inequality 3.2.2 is depicted in Fig. 3.3. The 

non-saturated region lies between the SNR values 10 dB and 50 dB. The ratio at low 

SNRs is approximately zero for SNR values less than 10 dB. Overall, the performance 

curve has moved to the right compared with Fig. 3.2. 

Now consider inequality (3) in Section 2.3. Again we embed the signal x[n] in v[i] 
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Figure 3.3: Average performance curve for inequality 3.2.2 with N — 32. 

so that 

v\i\ i=0:2JV-l 
--{x[0},x[l},.-- ,x[N-l], 

(3.13) 

(-1)^-^(0], {-l)N-lx[l], • • • , (-lf-'xlN - 1]). 

Therefore, the condition ]Ci=o~ (—1)M*1 = 0 in part (b) of Proposition 1, is satisfied 

and we have 
2N-1 

2TT 
2N-1 

V\l\ X>[i+l ] - t ; [ i ] ) 2 <2( l + c o s ^ ) £ 
t = 0 t=0 

If we expand the left side we have 

2 J V - 1 

J2 (v[i + 1] - v{i]f 
i=0 

N - 2 

= 2 £ ( z [ n + 1] - x[n})2 + 2(x[0] - ( - l ) " " 1 * ^ - I])2 

(3.14) 

(3.15) 

n=0 
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On the other hand, 
2JV-1 JV-1 

5>[z]2 = 2]>>[n]2. (3.16) 

Substitution of (3.16) and (3.15) in (3.14) gives 

JV-2 JV-1 

5 > [ n + 1] - x[n]f + (x[0\ - (-lf-'xlN - l])2 < 2 (l + cos £ ) £ M* • (3-17) 
n=0 n=0 

Recalling the proof of inequality (3) in Section 2.3, the equalizing real signal is v[i] = 

A(—iy cos [TTI/N + 7) . We do not have a boundary condition here but the condition 

v[i] = (—l^^ i^ iV + i] should be verified. 

(-lf-'vlN + i] = A(~lf cos Q + 7) = v\i}. (3-18) 

Consequently, 7 can have any arbitrary value and the equalizing signal can be ob­

tained by embedding the real signal x[n] = A(—l)"cos (jrn/N + 7) . 

Inequal i ty 3.2.3 For any real signal x[n] € RN, n = 0 : N — 1, the following 

inequality holds 

JV-2 iV-1 

£ ( x [ r a + 1] - x[n])2 + (x[0] - ( - l ) ^ 1 ^ - l])2 < 2(1 + cos ̂ ) J ] x[n]2, 
n=0 n=0 

with equality if and only if x[n] — x[n] = A(—l)ncos (jm/N + 7 ) , where 7, A € R. 

Fig. 3.4 shows the average performance curve for inequality 3.2.3. The non-

saturated region lies between the SNR values 10 dB and 20 dB, which is lower than 

those for Fig. 3.2 and Fig. 3.3. The ratio at low SNRs is not zero in this case. However, 

the level of the curve in low SNRs is higher than the one in 3.2.1 and 3.2.2. 

In inequality (4), we embed the the real signal x[n], n — 0 : iV — 1 in v[i] as 

v\i\ = (x[0],x[l],---,x[N-l],x[N-l],x[N-2],--.,x[i\, 
i=0:4N-2 ( 3 _ 1 9 ) 

;[0], -x[l], • • • , -x[N - 1], -x[N - 1], -x[N - 2], • • • , -x[l}). 
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Figure 3.4: Average performance curve for inequality 3.2.3 with N = 32. 

And as we explained in the proof of inequality (4) in Section 2.3, the conditions 

for applying part (c) of Proposition 1 are satisfied. Hence 

4JV-3 
47T 

4iV-3 

5 > [ z + l ] - ^ ] ) 2 < 2 ( l + c o S i ^ ) 5 > [ z ] 2 . 
i=0 i=0 

Now we expand the left side of inequality (3.20) 

4JV-3 

X>[*+i]-«H)a 

*=0 
JV-2 

- 4 J ] (a ; [n 4-1] - x[n]f - 2(x[l] - z[0])2 + 2(a:[l] + z[0])2. 
n=0 

It is also clear that 
4JV-3 N-l 

^ ^ ] 2 = 4j]^n]2-2x[0]2. 
i = 0 n=0 

(3.20) 

(3.21) 

(3.22) 
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If we substitute (3.21) and (3.22) in (3.20) we have 

J V - l 

2 £ ( z [ n + 1] - x[n})2 - (x[l] - x[0})2 + (x[l\ + x[0})2 

(3.23) 

< 2 ( l + c o s ^ r T ) ( 2 X ; ^ [ n ] 2 - x [ 0 ] 2 ) . 
71=0 

According to the proof of inequality (4), equalizing signal is of the form v[i] = 

A(-iy cos (2m/(2N-l) + y). The embedded signal must satisfy v[i] = v[2N-l-i], 

and we have 

— 27T7 

H[2N-l-i] = - ^ ( - 1 ) ^ 0 8 ( ^ ^ + 7) . (3-24) 

Consequently, 7 should be an odd multiple of TT/2. 

Inequality 3.2.4 For any real signal x[n] € M. , n = 0 : N — 1, the following 

inequality holds 

JV-2 

2 £ ( x [ n + 1] - x[n])2 - (x[l) - x[0})2 + (x[l] + a;[0])2 

n=0 

- K 1 + c o s w^i) ( 2 E ^ N 2 - * ) , 
n=0 

lyii/i equality if and only if x[n] — x[n] — A(—l)n cos (2im/{2N — 1) + 7) , where 7 is 

an odd multiple of TT/2. 

Fig. 3.5 shows the average performance curve for inequality 3.2.4. The features of 

the performance curve are the same as the one for inequality 3.2.3. 

Simulation results of the modified inequalities show a difference between the per­

formance curves in Fig. 3.2 and Fig. 3.3, and the performance curves in Fig. 3.4 

and Fig. 3.5. The difference is in level of the ratio at low SNRs which is higher in 

Fig. 3.4 and Fig. 3.5. This can be explained as follows. The impulse response of 
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Figure 3.5: Average performance curve for inequality 3.2.4 with N = 32. 

the forward difference system is that of a highpass filter (see Fig. 2.1). In inequality 

3.2.1 and 3.2.2, we are looking for the minimum of the DFT of the impulse response. 

The equalizing signal is located at the frequency where the minimum modulus of the 

DFT of the impulse response occurs. We can interpret he left side of the inequalities, 

which is the energy of the output signal, as the area under the curve generated by the 

product of the DFT of the signal and the DFT of the impulse response. On the other 

hand, the right side of the inequalities can be viewed as the area under the curve 

obtained by the product of minimum modulus of the DFT of the impulse response 

and the DFT of the signal. Therefore, at low SNRs where the power of noise is much 

greater than the power of the signal, the area of the left side product is much greater 

than that of the right side product. Hence, the ratio becomes very small. Moreover, 
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inequalities 3.2.3 and 3.2.4 are based on the maximum modulus of the DFT of the 

impulse response. Thus, at low SNRs, there is a small difference between the area of 

the left side product and the area of the right side product, and the ratio becomes 

relatively high. This explains the high ratios at low SNRs when we use inequalities 

(4.1.3) and (4.1.4). 

In 3.2.1 and 3.2.3, the restrictions on the boundary conditions and phase are com­

pletely removed. Comparing the simulation results, it can be seen that the perfor­

mance curves are different for equalizing signals with different frequencies depending 

on the inequality that is used. Each performance curve gives an estimate of the SNR 

for the corresponding equalizing sinusoid with a known frequency. 

As we mentioned, the best ability in estimating the SNR via the performance 

curve is achieved in the non-saturated region of the performance curve. Therefore, 

we are interested in making the non-saturated region in the performance curves as 

wide as possible. In order to see how the features of the performance curves change, 

we generalize the inequalities to the forms with different weights possessing different 

equalizing sinusoids. 
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Chapter 4 

Generalizations of Discrete 

Wirtinger-Type Inequalities 

In the previous chapter, we modified the existing inequalities to forms without bound­

ary conditions and non-fixed phase. However, only a simple difference operation was 

considered as the impulse response of the circular convolution filter. In this chap­

ter, our objective is to generalize the inequalities by considering weighted impulse 

responses. Furthermore, the impulse responses with wider gaps are considered and 

the corresponding inequalities are derived. 
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4.1 Generalization to Weighted Inequalities with 

Two Parameters 

Let a and b G R + be positive numbers. We define the weighted forward difference 

system by the input-output relationship 

Vwf[ri\ = ax[n + l] — bx[n], (4.1) 

and the impulse response 

-b, n = 0 

hwf[n] = <j a, n = iV - 1 , 0 < n < JV - 1 

0, otherwise. 

(4.2) 

Figure 4.1: hwf[n] - impulse response of the weighted forward difference system. 

Fig. 4.1 illustrates the impulse response hwf[n]. The DFT of hwf[n] is 

Hwf[k) = aej^IN)k - b, 0 < k < N - I, (4.3) 
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and the squared norm of Hwf[k] is 

|ae»'^/JV>fc-6|2 = a2 + 6 2 - 2 a 6 c o s ^ , 0 < k < N - 1. (4-4) 

Now consider the embedded signal 

= (x[0),x[l], ••• ,x[N- 1], -x{0], -x[l], • • • , -x[N - 1]). (4.5) v\i\ 
t=0:2JV-l 

Recalling part (a) of Proposition 1, the minimum of (a2 + b2 — 2abcos ~) is attained 

at k — 1 and k = N — 1, and is equal to (a2 + b2 — 2abcos ^ ) . Thus, we can write 

2 J V - 1 2 J V - 1 

Y, (av[i + 1] - bv[i])2 > [a2 + b2- 2abcos - ^ ) ^ v[i\2. (4.6) 

i=0 i=0 

Expanding the left side of (4.6), we have 

2JV-1 N-2 

] T (av[i + 1] - bv{i})2 = 2 J2(ax[n + 1] - bx[n]f + 2(as[0] + bx[N - l])2. (4.7) 
i=0 n=0 

Thus the following inequality is obtained as a generalized form of inequality 3.2.1, 

Inequality 4.1.1 For any real signal x[n] G RN, n = 0 : N — 1, i/ie following 

inequality holds 

N-2 JV-1 

5^(ao;[n + 1] - &z[n])2 + (ax[0] + bx[N - l])2 > (a2 + b2 - 2abcos ^-) ^ x[nf 
n=0 ' " ' ' n=0 

where ab > 0. Equality holds if and only if x[n] = x[n] = Acos (irn/N + 7) , where 

7 , A e R . 

Some average performance curve for inequality 4.1.1 are depicted in Fig. 4.2. It 

can be seen that by changing the weights we can get wider transition regions, and 

consequently, wider non-saturated region. Moreover, one should note that the level 
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Figure 4.2: Average performance curves for inequality 4.1.1 with (1) a = b — 1, (2) a = 1 

and b = 2, (3) a = 3, b = 1, and N = 32. 

at low SNRs in graph (3) changes while the level in graph (1) is close to zero for a 

wide range of SNR's. 

The other inequalities can be found using the same approach. The results are 

given below. 

Inequal i ty 4.1.2 For any real signal x[n] € R , n = 0 : N — 1, the following 

inequality holds 

N-2 JV-2 

J2(axin + !] - teW)2 + ^2(px[n + 1] - ax[n})2 + ((a + b)x[0])2 + ((a - b)x{N - l])2 

n-0 n=0 
i V - 1 

> 2(o2 + b2 - 2abcos^—^ J2 An?, 
n=Q 

where ab > 0. Equality holds if and only if x[n] = x[n] = J4COS (jm/(2N — 1) + 7) . 
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where 7 is an odd multiple of ir/2 and A G R. 

Fig. 4.3 shows some average performance curves for inequality 4.1.2. The changes 

are similar to those in Fig. 4.2. 
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Figure 4.3: Average performance curves for inequality 4.1.2 with (1) a = b = 1, (2) a — 1 

and b = 2, (3) a = 3, b = 1, and N = 32, 7 = -TT/2. 

Inequality 4.1.3 For any real signal x[n] G M.N, n = 0 : N — 1, the following 

inequality holds 

A C - 2 A / - 1 

J ] ( ax [n+ l ] -6a ; [n ] ) 2 + ( aa ; [0 ] -6 ( - l ) J V " 1 ^[^ - l ] ) 2 < (a2 + 62 + 2a6cos-^) J ] x[n]2, 
71=0 71=0 

where ab > 0. Equality holds if and only if x[n] — x[n] = A(-l) ncos(7rn/ iV + 7) , 

where j,A G M. 
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Fig. 4.4 shows some average performance curves for inequality 4.1.3. It is clear 

that the performance curves in Fig. 4.4 do not change significantly by changing the 

values of the weights despite Fig. 4.2 and Fig. 4.3. 
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Figure 4.4: Average performance curves for inequality 4.1.3 with ((1) a = b = 1, (2) a — 1 

and b = 2, (3) a = 3, b = 1, and N = 32. 

Inequality 4.1.4 For any real signal x[n] € M , n — 0 : N — 1, the following 

inequality holds 

N-2 JV-2 

^2(ax[n + 1] - bx[n})2 + ^ ( 6 x [ n + 1] - ax[n]f 
n=0 n=0 

+ ((a - &)z[JV - l])2 + 4afor[0]a;[l] 

2TT 
J V - 1 

< (a2 + 62 + 2a6cos ^ - J ) ( 2 £ x[n]2 - z[0]2) 
n=0 
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where ab > 0. Equality holds if and only if x[n] = x[n] = A{—l)ncos (2irn/(2N — 

1) + 7) , where 7 is an odd multiple of TT/2. 

Some average performance curves for inequality 4.1.4 is shown in Fig. 4.5. The 

changes in the performance curves are the same as Fig. 4.4. 
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Figure 4.5: Average performance curves for inequality 4.1.4 with (1) a = b = 1, (2) o = 1 

and b = 2, (3) a = 3, b = 1, and N = 32, 7 = -TT/2. 

One should note that if /iu,/[0] and hwf[N — 1] have the same signs, or ab < 0, the 

squared moduli of the DFT coefficients impulse response becomes 

\ae 
,j{2-n/N)k + 6|2 = a

2 + &2 + 2a6cos-—, 0 < k < N - 1. (4.8) 

The maximum of (a2 + b2 + 2abcos^) occurs at the point where the minimum 

of (a2 + b2 — 2abcos2j£) is located. On the other hand, at the maximum point of 
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(a2 + b2 — 2a6cos2^), the minimum of (a2 + b2 + 2a6cos^ ) occurs. Hence, the 

direction of the inequality has to be changed when a and b have opposite signs. This 

is important in using the inequalities with negative values of a and b. 

Based on our observations, the only factor that affects the performance of the in­

equalities is the impulse response of the system. Therefore, by changing the structure 

of the impulse response, we may be able to find better inequalities. In the next section, 

we study the changes that can be made to the structure of the impulse response. 

4.2 Other New Two-Parameter Inequalities 

4.2.1 Two Weights with a Gap of One 

Thinking circularly, the weights of the impulse response used in 4.1 are adjacent. 

In other words, there is no circular gap between the two non-zero weights. As the 

first attempt to changing the structure of the impulse response, we increase the gap 

between the two non-zero weights by one. 

Consider the impulse response in Fig. 4.6. The DFT of this impulse response is 

Hgl[k] = aejW^k -b, 0<k<N-l, (4-9) 

and the squared norm becomes 

laeJ(4n/N)k^bl2 = a2 + b2_2abcos^i 0 < k < N - 1. (4-10) 

To find the maximum and minimum of a2 + b2 — 2abcos(4irk/N), the first derivative 
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Time Index n 

Figure 4.6: hg\ [n] - impulse response of the system with a circular gap of one between the 

two non-zero weights. 

is set to zero 

dk 
(a2 + b2~ 2abcos(47rk/N)) = {Sabir/N) sm{Avk/N) = 0. (4.11) 

This implies that the maximum or minimum happen when k — mN/A, m = 0 ,1 , 2,3. 

The sign of the second derivative 

dk2 {a1 + b2 - 2a6cos(47rfc/iV)) = (32abn2/N2) cos(4nk/N) (4.12) 

determines whether the critical point is a maximum or a minimum. Since a and b are 

positive numbers, the sign of cos(ATvk/N) governs the sign of the second derivative. 

The discrete-valued indices, hi, is the location of i-th extremum point for i = 1,2,3,4, 

and is a multiple of N/4 in this case. Therefore, for k{ to be an integer, four cases 

are considered. 

1. i V | 0 (iV = 4f). 
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As an example, Fig. 4.7 shows the amplitude of a2 + b2 — 2a6cos(47rk/N) for 

JV = 16. 
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Figure 4.7: a2 + b2 - 2abcos(4nk/N) for a = b = 1, and N = 16. 

At m = 0 we have k\ = 0, and we have a minimum. At m = 1, A;2 is N/4. 

Since N is a multiple of 4, fcm2 is an integer, and we have a maximum. There 

is also a minimum at k3 = N/2 and a maximum at k4 = 3N/A. This can be 

verified for Af = 16 in Fig. 4.7. Since the minimum is zero for N = 41, the 

inequality will be 2_.(axln + ]̂ — forfn])2 > 0 which is trivial. Consequently, 
n 

we should consider the next smallest value and embed the signal in such a way 

that zero magnitudes are avoided. The zero magnitudes located at k\ = 0 and 

kz = N/2 and the conditions Y^n=oxin] = 0 a n d X]„=o(—1)"XN = 0 should be 

satisfied at the same time which is not possible due to the embedding methods 

that we have to satisfy. Hence, we focus on the maximum points fc2 and k^. 
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The maximum value of l-fl̂ ifA;]! is 

a2 + 6 2 - 2 a & c o s ^ = (a + &)2, (4.13) 
AN v J 

and the inequality becomes 

JV-l JV-1 

J2(a4n + 2] - Hn])2 <(<* + b)2 ] T ^N*, (4-14) 
n=0 n=0 

and the equalizing signal is of the form ae}(^/N)(N/A)n + /?ej(2^/w)(3Ar/4)n A p _ 

plying the condition a = (3* to ensure that the equalizing signal is real, we 

have 

|a|ej((2T/JV)(iV/4)n+fltt) + |a|ei((2ir/JV)(37V/4)n-e0) = 

(4.15) 

2acos(7rn/2 + 0Q). 

Hence the equalizing real signal is x[n] = x[n] = ^4cos(7rn/2 + 7). 

Inequality 4.2.1 For any real signal x[n] € RN , n = 0 : N — 1, and N = 41 

where I e R, the following inequality holds 

N-l N-l 

Y,(axin + 2] - bx[n]f < (a + 6)2 J ] 
n=0 n=0 

wi/i equality if and only if x[n] = x[n] = Acos(7rn/2 + 7), where A, 7 £ M. 

Some average performance curves are depicted in Fig. 4.8. comparing perfor­

mance curves of Fig. 4.8 to those one in Fig. 4.4, we realize that they are very 

similar, they have a wide non-saturated region. At low SNRs still the level of 

the performance curves is flat. It can be also seen that the performance curves 

do not change significantly by changing the values of the weights. 
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Figure 4.8: Average performance curves for inequality 4.2.1 with (1) a = b = 1, (2) 

a = 1 and b = 2, (3) a = 3, b = 1, and AT = 32. 

2. iViU (JV = 4f + l) . 

Fig. 4.9 shows the amplitude of a2 + b2 - 2abcos(4ivk/N) for A/ = 17. 

• For 7?2 = 0 there is a minimum which is zero. 

• For m = 1, &2 is A^/4 or, equivalently, k2 = (41 + l ) /4 . Since this value 

is not an integer, fc2will be replaced by the nearest adjacent integer value. 

Therefore, this value has to be rounded to its nearest integer, and we have 

k2 = I , or equivalently, fc2 = (N — l ) /4 . 

• For m = 2, there is a minimum at k3 = 21 + 1/2. This value can be rounded 

to both 2/ + 1 or 21, which give k3 = (2N + 2)/4 or fc3 = (2N - 2)/4, 
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Figure 4.9: a2 + b2 - 2a6cos(47rfc/iV) for a = b = 1, and AT = 17. 

respectively. 

• For 77i = 3, we have a maximum at k^ — 3N/4 = 3(41 + l ) /4 , which can 

be rounded to 3/ + 1 or, equivalently, to &4 = (3AT + l ) /4 . 

As we can see in Fig. 4.9, the two maximum points have the same magnitude 

which is a2 + b2 + 2ab cos fj. Consequently, we have 

J V - l J V - 1 

J2(ax[n + 2] - bx[n}f < (a2 + b2 + 2abCOS(TT/TV)) ] T x[n}2, (4.16) 

and the equalizing signal is of the form aejQ*/N)((*t-M)n + pem^/N)((3N+i)/4)n ̂  

Now we find the real signal by applying the condition a — /3* to ensure that 

the equalizing signal is real. 

| a | e J ( (2 , r /AO((Ar- l ) /4 )n+0 Q ) + |Q,|eJ'((2vr/iV)((3W+l)/4)n-0a) = 

(4.17) 

2acos(7rn/2 - irn/2N + 0a). 

Hence the equalizing real signal is x[n] = x[n] — A cos(7rn/2 — im/2N + ̂ ). The 

above results are summarized below. 
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Inequality 4.2.2 For any real signal x[n] € RN, n = 0 : N - I, N = 41 + 1 

and I £ R, the following inequality holds 

N-l N-l 

Y^(axin + 2] - bx{n})2 < (a2 + b2 + 2a6cos(?r/iV)) ^ x\ n 
n=0 n=0 

with equality if and only if x[n] = x[n) = Acos(im/2 — imj2N + 7), where A, 

7 € E . 

Fig. 4.10 shows the simulation results for inequality 4.2.2. Here the performance 

curves are almost the same as those in Fig. 4.8. 

-10 0 10 
SNR [dB] 

40 

Figure 4.10: Average performance curves for inequality 4.2.2 with (1) a = b = 1, (2) 

a = 1 and b = 2, (3) a = 3, b = 1, and N = 33. 

For the minimum points £3 = (2./V ± 2)/4 we have to satisfy the condition 

X]n=o a ;N — -̂ "[0] = 0, to avoid the other minimum point at k — 0. The 
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minimum magnitude at k^ = (2N ± 2)/4 is 

a2 + b2 - 2a6cos ^ ^ " 2 ) = a2 + 62 - 2a6cos ^ , (4-18) 
4iV AT' 

and the inequality becomes 

J V - l N-l 

^T(ax[n + 2] - bx[n]f > (a2 + b2 - 2a6cos(27r/iV))) ] T x[n]2, (4.19) 
n=0 rs=0 

with equality if and only if x[n] = x[n] = aei(21r/JV)((2JV-2)/4)n+jge,-(2T/JV)((2JV+2)/4)n-

Now we apply a = /3* to ensure that the equalizing signal is real, and we have 

| a | eJ((27r/JV)((2JV-2)/4)n+0 a) + | a |gj((27r/iV)((2JV+2)/4)n-0Q) = 

(4.20) 

2a(-l)ncos{nn/N + da). 

Therefore, the equalizing real signal is x[n] = x[n] = A(—l)n cos(Trn/N + 7) 

where A, 7 G 1 . To relax the bounding condition, we embed the signal x[n] as 

VI = (x[0},x[l},---,x[N-l},-x[0},-x[l],---,-x[N-l)), (4.21) 
=0:2N-1 

and we have 

2 J V - 1 2 J V - 1 

] T (av[i + 2] - H i ] ) 2 > [a2 + b2- 2a&cos(7r/A0) Yl v ^ - ^2T> 
i=0 i=Q 

On the other hand, if we expand the left side of (4.22), we have 

2N-1 JV-2 

J ] (av[i + 2] - bv[i\f = 2 ̂ ( a x [ n + 2] - bx[n})2 

i=0 n=0 

+ 2(ax[0] + fcc[iV - 2])2 + 2(ax[l] + bx[N - l])2. 

Hence, the new inequality is 

JV-2 

^{ax[n + 2] - te[n])2 + (ax[0] + 6x[JV - 2])2 + (ax[l] + bx[N - l])2 

(4.23) 

n=0 
(4-24) 

> (a2 + 62 - 2a6cos(7r/iV)) ^ x[n]2, 
n=0 
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and the equalizing signal is x[n] = x[n] = A(—l)ncos(jm/N + 7). But the 

condition v[i] — — v[i + N] is never satisfied because the signal is not completely 

symmetric, i.e., 

-v[i + N} = -A(- l ) ( i + J V )
 COS(TT/2 + ni/(2N) + 7) 

(4.25) 

^ A(-iy cos{m/{2N) + 7). 

This implies that we cannot use the embedding in 4.21 in this case and, conse­

quently, we can not relax the boundary conditions. Hence, the inequality based 

on the minimum value of a2 + b2 — lab cos(47r£;/JV) when N = 41 + 2 cannot be 

derived. 

3. N±2 (iV = 4£ + 2). 

Fig. 4.11 shows the amplitude of a2 + b2 - 2abcos(4nk/N) for N = 18. 
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Figure 4.11: a2 + b2 - 2ab cos(4?rk/N) for a = b = 1, and N = 18. 

• The minimum is zero and is attained for m = 0 and m = 2 at k\ = 0 and 

k3 = N/2. Like case 1, the conditions J ] ^ 1 X H = 0 a n ^ J2n=o (~^)nxln\ ~ 
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0 can not be satisfied at the same time, so we derive the inequalities for 

the maximum. 

• At m = 1, we have k2 = (4/ + 2)/4. It can be rounded to I + 1 or, I, or, 

equivalently, to (N + 2)/4 or (N — 2)/4, respectively. 

• For m = 3, we have another two maximum points (3iV + 2)/4, and (3JV — 

2)/4. 

The amplitude at these points is a2 + b2 + 2ab cos ^ , and the inequality is as 

follows 

N-l N-l 

^2(ax[n + 2] - bx[n})2 < (a2 + b2 + 2ab cos(2n / N)) ] T x[n}2. (4.26) 
n=0 n=0 

The equalizing signal is of the form 

x[n] = x[n] = aie^(WJV)((Jv-2)/4)n + a2eJ(2./N)aN+W)n 

(4.27) 
+ p2eJ(2ir/N)((3N-2)/4)n + ^(j{2'K/N){(ZN+2)H)n _ 

The component pairs at kx = ( iV-2 ) /4 and fc4 = (3iV + 2)/4, and at fc2 = (JV + 

2)/4 and k3 = (3iV — 2)/4 are complex conjugate. Therefore by enforcing a.\ = 

f3\ and a2 = (32, x[n] becomes real and we have x[n] = x[n] = Aicos(irn/2 — 

TVU/N + -/1) + A2 cos(Tm/2+ im/N + j2) where A1,A2,ji,'y2 e K. 

Inequality 4.2.3 For any real signal x[n) G RN, n — 0 : N - \, N — 41 + 2, 

and I € M, i/te following inequality holds 

N-l N-l 

^2{ax[n + 2]- bx[n))2 < (a2 + b2 + 2abCOS(2TT/TV)) J ] x[nf 
n=0 n=0 

wi/i equality if and only ifx[n] = x[n] = A\ cos(im/2—7m/N+ji)+A2cos(Tm/2+ 

Tm/N + 'j2), where Ai,A2,'Yi,j2 £ K. 
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Note that we have a new type of the equalizing signal which contains more 

than one frequency. The simulation results are provided in Fig. 4.12. The 

performance curves are almost the same as those in Fig. 4.8. 

-30 -10 0 10 
SNR [dB] 

40 

Figure 4.12: Average performance curves for inequality 4.2.3 with (1) a = b = 1, (2) 

a = 1 and b = 2, (3) a = 3, b = 1, and N = 34. 

4. N±3 (iV = 4Z + 3). 

In this case, 

• The minimum is zero as well and the next smallest value is attained at 

k3 = (2iV ± l ) /4 like case 2. Therefore, we cannot achieve the embedding. 

• For m = 1, the maximum point is ki — (4/ + 3)/4. This value has to be 

rounded to its nearest integer, and we have k2 = I + 1 or, equivalently, 
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h = (N + l ) /4 . 

The other maximum point is located at fc4 = (3iV — l) /4 . This can be 

verified in Fig. 4.13. 
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Figure 4.13: a2 + b2 - 2abcos(4:nk/N) for a = 6 = 1, and iV = 19. 

The maximum magnitude is a2 + b2 + 2a6cos jj. Therefore, the inequality is the 

same as (4.16), and the equalizing signal is 

x\n\ = x\n\ = ae 
j(27r/W)((JV+l)/4)n + ^eJ(27r/AT)((3iV-l)/4)n_ (4.28) 

The real signal can be found in the same way as case 2, and it is x[n] = x[n] = 

j4cos(7m/2 + im/2N + 7). The results is summarized below. 

Inequality 4.2.4 For any real signal x[n] G RN, n — 0 : N - I, N = 41 + 3, 

and I € R, the following inequality holds 

N-l J V - l 

^2(ax[n + 2] - bx[n])2 < (a2 + b2 + 2a&cos(7r/iV)) ^ x[n}2, 
n=0 n=0 
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with equality if and only if x[n] = x[n] = ylcos(7rn/2 + irn/2N + -y), where A, 

7 e R . 

The performance curves are shown in Fig. 4.14. Here the performance curves 

are the same as the one in Fig. 4.8. 
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Figure 4.14: Average performance curves for inequality 4.2.4 with (1) a = b = 1, (2) 

a = 1 and b = 2, (3) a = 3, b = 1, and N = 35. 

By examining the performance curves, we can see that they are independent of 

N. This means that we can estimate the SNR of a sinusoidal signal with a known 

frequency using the impulse response hg\ [n] no matter what the length of the signal 

is. 
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4.2.2 Gap of Two 

To extend the inequalities further, we consider widening the gap between the non-zero 

weights to two. Fig. 4.15 shows the impulse response of a system with two circular 

slots between the two non-zero weights. The process of proof is exactly the same as 

Time Index n 

Figure 4.15: hg2[n) - impulse response of the system with two zeros between the two weights. 

what was given in Section 4.2.1 for the gap of one. Here we only state the inequalities 

and avoid repeating the proof steps. The DFT of impulse response /i^fn] is 

Hg2[k] = aej^/N^k - b, 0<k<N-l, (4.29) 

and the modulus of Hg2 [k] is 

\ae 
,j(6n/N)k b\2 = a

2 + b2 -2abcos 
Qirk 

0 < k < N - 1. (4.30) 

The extremal values occur when the first derivative is zero, yielding sin ^ = 0 or 

ki = mN/6 where m — 0, • • • , N — 1 and i — 1, • • • ,6. Therefore, the indices at 
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which the maximum or minimum occur depend on the residue of N modulo six. 

Consequently, six cases exist. 

1. NlO (N = 6l). 

Fig. 4.16 shows the magnitude of a2 + b2 — 2ab cos(6n k/N) for N = 18. In 

this case, the maximum points are kx = N/6, fc3 = N/2, and k5 = 5N/6. The 
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Figure 4.16: a2 + b2 - 2abcos(6irk/N) for a = b = 1, and N = 18. 

inequality is as follows. 

Inequality 4.2.5 For any real signal x[n] € 1R , n = 0 : N — 1, N = 61, and 

I G R, the following inequality holds 

N-l J V - 1 

^2(ax[n + 3] - bx[n})2 <(a + b)2 J^ 
x[n] n=0 n=0 

with equality if and only if x[n] = x[n] = Ai(—l)n + A2cos(7rn/3 + 7), where 

Ax, A2 and 7 e R. 
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Figure 4.17: Average performance curves for inequality 4.2.5 with (1) a = b — 1, (2) 

a = 1 and b = 2, (3) a = 3, b = 1, and N = 30. 

The performance curves are depicted in Fig. 4.17. 

The minimum of a2 + b2 — 2ab cos(QTrk/N) in this case is zero and the corre­

sponding inequality becomes Yln=o(axin + ^] — foc[n])2 > 0, which is trivial. 

2. Ngl (N = Ql + l). 

The magnitude of a2 + b2 — 2abcos(6irk/N) is depicted in Fig. 4.18. In this case 

the maximum points are k\ = (N — l ) / 6 and k$ = (5N + l ) /6 . 

Inequality 4.2.6 For any real signal x[n] e RN, n = 0 : N — 1, N = 61 + 1, 
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Figure 4.18: a2 + b2 - 2abcos{6nk/N) for a = 6 = 1, and AT = 19 

and I E M., the following inequality holds 

i V - l J V - l 

J2(ax\.n + 3] ~ teN)2 ^ («2 + &2 + 2a&cos(7r/iV)) ] T xln]^ 
n=0 n=0 

with equality if and only if x[n] = x[n] = A cos(-7rn(./V — l)/3iV + 7) u>/iere ^4, 7 

Three performance curves for inequality 4.2.6 are shown in Fig. 4.19. The 

minimum of a2 + b2 — 2ab cos(6n k/N) in this case is zero and the inequality 

based on the minimum of |77s2[A;]| becomes trivial. 

3. N12 (N = 61 + 2). 

Fig. 4.20 (a) shows the squared magnitude of Hg2[k]. In this case, the maximum 

point is at £3 = N/2. 

Inequality 4.2.7 For any real signal x[n) € RN, n = 0 : iV - 1, N = 61 + 2, 
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Figure 4.19: Average performance curves for inequality 4.2.6 with (1) a = b = 1, (2) 

a = 1 and b = 2, (3) a = 3, b = 1, and N = 31. 

and I € M, the following inequality holds 

N-l J V - 1 

5^(ox[n + 3] - 6x[n])2 < (a + bf J^ 
x[n] , n=0 n=0 

mi/i equality if and only if x[n] = x[n] = A( — l)n, where A EM.. 

Fig. 4.21 shows the performance curves for inequality 4.2.7. The minimum 

of a2 + b2 — 2abcos(6irk/N) is zero and the inequality becomes trivial, if the 

minimum is taken. 

4. i V | 3 (N = 61 + 3). 

In this case, we have six maximum points, namely, fc1)2 = (N ± 3)/6, £^4 = 

(3iV ± 3)/6 and k5fi = (5iV ± 3)/6. 
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Figure 4.20: (a) a2 + b2 - 2ab cos(%Tvk / N) for a = 6 = 1, N = 20, (b) a2 + 62 -

2a6cos(67rfc/AT) for a = b = 1, JV = 21, (c) a2 + 62 - 2abcos(6irk/N) for a = 6 = 1, 

JV = 22 and (d) a2 + b2 - 2a6cos(67r/c/iV) for a = b = 1, and AT = 23. 

Inequality 4.2.8 For any real signal x[n] 6 R n
; n = 0 : N - 1, N = 61 + 3, 

and I £ R, the following inequality holds 

N-l N-l 

J2(axin + 31 - 6 x N ) 2 ^ (fl2 + 6* + 2a6cos(37r/iV)) ^ z[n]2, 
n=0 n=0 

witt equality if and only if x[n] = £[n] = A\ cos(7rn(iV — 3)/3N + 71) + 

.42 cos(7m(iV + 3)/3iV + 72) + A3 cos(7m(iV + 1)/N + 73) where Ax, A2, A3, 

7i, 72 and 73 e M. 

Performance curves are depicted in Fig. 4.22. The minimum is zero and the 
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Figure 4.21: Average performance curves for inequality 4.2.7 with (1) a = b = 1, (2) 

a = 1 and b = 2, (3) a = 3, b - 1, and JV = 32. 

inequality based on the minimum of |i/92[&]| is trivial. 

5. J V | 5 (N = 61 + 5). 

In this case, the maximum points are k\ = (N + l ) /6 and k5 = (5N — l ) /6 . 

Inequality 4.2.9 For any rea/ signal x[n] G R7^ n = 0 : AT — 1, N = 61 + b, 

and I G JR., the following inequality holds 

N-l j V - 1 

^2(ax[n + 3] - te[n])2 < (a2 + b2 + 2abCOS(TT/TV)) J ] x n 
n=0 n=0 

wi/i equality if and only if x[n] — x[n] = J4cos(7rn(Ar + 1)/3N + j), where A, 7 
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Figure 4.22: Average performance curves for inequality 4.2.8 with (1) a = b = 1, (2) 

a = 1 and b = 2, (3) a = 3, b = 1, and N = 33. 

The performance curves for inequality 4.2.9 are depicted in Fig. 4.23. The 

minimum of a2 + b2 — 2ab COS(6TTk/N) in this case is zero and the inequality 

becomes trivial if the minimum is taken. 

Comparison of the performance curves shows that all the curves for the inequalities 

based on the impulse response with a gap between the two weights are almost the 

same. Thus, the gap between the weights does not change the performance curve. 
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Figure 4.23: Average performance curves for inequality 4.2.9 with (1) a = b = 1, (2) 

a = 1 and b = 2, (3) a = 3, b = 1, and N = 35. 

4.3 Inequalities with Three Non-Zero Weights 

In the previous inequalities, we only considered impulse responses with two non-zero 

weights. As the simulation results show, the performance curves remain unchanged 

when there is gap between the weights of the impulse response. The problem in finding 

inequalities for the impulse responses with non-adjacent weights is that the maximum 

and minimum locations depend on the number of zeros between the weights, which 

makes working with these inequalities unwieldy. Therefore we are interested in find­

ing inequalities, for impulse responses with three non-zero weights without any gap 

between them. 

74 



Consider the following impulse response 

a, n = N -2 

h&in] = { 
c, n — 0 

0, otherwise. 

The input-output relationship for this filter is 

b, n = N-l 
0 < n < N - 1 

y[n] — ax[n + 2] + bx[n + 1] + cx[n] 

Fig. 4.24 shows the impulse response h3t[n]. The DFT of hst[n] is 

(4 

(4 

Figure 4.24: Impulse response of the system with input-output relation y[n] = ax[n + 

bx[n + 1] + cx[n\. 

H3t[k] = c + WW* + ae***Mk, (4 

and the modulus of H3t [k] is 

2-Kks Anks \Hst[k}\2 = a2 + b2 + c2 + 2b(a + c) c o s ( ^ f ) + 2 a c c o s ( ^ f ) . (4 
N N 
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To find the extremum points, we should solve the following equality 

^r\H3t[k}\2 = -(46(a + c)n/N) sm(2nk/N) - (8ac7r/iV) sin(47rfc/W) = 0. (4.35) 

It is obvious that the solution of (4.35) depends on the values of a, b, and c. |i73t[fc]|2 

can have only a maximum and a minimum, a maximum and two minimums, or a 

minimum and two maximums. Here we only state the case which leads to only one 

minimum and one maximum. 

I ? 9 o 9 ? I 
2 4 6 8 10 12 14 16 18 20 

Sample Index k 

Figure 4.25: ||#3t[/c]||2 with a = 2, b = 4, c = 1, JV = 20. 

Fig. 4.25 shows the moduli of the DFT of the impulse response with one minimum 

and one maximum. As it can be seen from the graph, the maximum occurs at k = 0 

and the minimum occurs at k = N/2. First, consider the maximum. Since the 

maximum is located at k = 0, we use the embedding as in inequality 3.2.1 where 

v\i\ 
i=0:2JV-l 

= (x[0],x[i\, • • • ,x[N - 1], -x[0], -x[l], • • • , -x[N - 1]). (4.36) 

76 



The next maximum values occur at i = 1 and i = 2N — 1 and we have 

2JV-1 

Y^ {av[i + 2] + bv[i + 1] + cv[i]f 
=o 

(a2 + b2 + c2 + 26(a + c) c o s ( ^ ) + 2 a c c o s ( | ^ ) ) J ] ^[i]2 
A 2S-1 ( 4 - 3 7 ) 

t = 0 

Expansion of the left side of (4.37) results 

2JV-1 jV-3 

J ] {v[i + 1] - v[i])2 = 2 ^2(ax[n + 2] + bx[n + 1] + cx[n])2 

t=0 n=0 (4 .38) 

+ 2(ax[0] - bx[N - 1] - cx[iV - 2])2 + 2(ax[l] + bx[0] - ar[iV - l])2. 

It is also clear that ^i==0~" VKP = 2]Cn=o x[n}2- The equalizing signal therefore 

can be found by embedding x[n] = Acos(7m/N + 7), n = 0 : N — 1. Hence we can 

state the following 

Inequality 4.3.1 For any real signal x[n] € M.N, n = 0 : N — 1, the following 

inequality holds 

JV-3 

J2(ax[n + 2] + bxin + !] + ca ;N)2 + MO] - bxiN - !] - czlW - 2])2 

n=0 

^2 + (ax[l] + 6x[0] - cx[N - 1])' 

o Af-1 

( 7T Z7T \ 

a2 + b2 + c2 + 2b(a + c) cos(—) + 2accos(—-) J 2_, ^ N 2 , n=0 

where a, b, and c are positive integers. Equality holds if and only if x[n] = x[n] = 

Acos (jm/N + 7) , where 7, A e R. 

Fig. 4.26 shows the performance curve for inequality 4.3.1. It can be seen that the non-

saturated region is wider and covers more ratio values. In addition, the non-saturated 

region is more linear than that of the previous inequalities. However, changing the 
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Figure 4.26: Average performance curves for inequality 4.3.1 with (1) a = 2, b = 4, c = 1, 

(2) a = 1, b = 5, c = 3, (3) a = 3, b = 7, c = 2, with JV = 32. 

weights does not have any effect on the performance curves here. Overall, the perfor­

mance curves are improved compared to that of the previous inequalities. 

Now consider the minimum point. Since the minimum occurs at k — N/2, the 

procedure is exactly the same as inequality 3.2.3, and the following embedding should 

be performed 

vi\ 
=0:2N-1 

=(x[0],x[l},--- ,x[N-l], 
(4.39) 

( - l ^ - M O ] , (-l)N-1x[l]1 • • • , {-l)N-xx[N - 1]). 

Since there is no DFT component of the equalizing signal v[i] at k = 2N/2, the next 
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minimum values occur at i = 2N/2 ± 1 and we have 

2JV-1 

^T (av[i + 2] + bv[i + 1] + cv\i\f 

> (a2 + b2 + c2- 2b(a + c) c o s ( ^ ) + 2accos(~)) J ] v\i]2. 

(4.40) 

It can be shown that 

2AT-1 N - 3 

] T (v[i + 1] - u[i])2 = 2 Y^(axin + 2] + M n + 1] + cz[n])2 

i=0 n=0 

+ 2(a(-l) J V-1x[0] + bx[N - 1] + cx[iV - 2])2 ( 4 4 1 ) 

+ 2(a(-l)JV-1a;[l] + ^ - l ) " " 1 ^ ] + cx[N - l])2. 

Consequently, we can state the following result. 

Inequality 4.3.2 For any real signal x[n] G RN, n = 0 : N — 1, i/ie following 

inequality holds 

N-3 

^2{ax[n + 2] + ta[n + 1] + ca:[n])2 + ( a C - l ) * - 1 ^ ] + bx[N - 1] + cx[AT - 2])2 

n=0 

+ (aC-l)^- 1^!!] + 6(-l) iV-1x[0] + cx[N - l])2 

n=0 

\ i v - i „ .m _,_ ^/ I \TV- I 

( 7T ATT \ a 'L-

a2 + b2 + c2 - 2b(a + c) cos(—) + 2accos( — ) J ]>J x[n}2, 
n=0 

where a, b, and c are positive integers. Equality holds if and only if and only if 

x[n) = x[n] = A(—l)"cos (jm/N + 7) , where -y,A € K. 

Performance curves for inequality 4.3.2 are depicted in Fig. 4.27. Compared to 

the previous performance curves, it can be seen that the non-saturated region is wider 

than that of the previous inequalities. 
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Figure 4.27: Average performance curves for inequality 4.3.2 with (1) a = 2, b = 4, c = 1, 

(2) a = 1, 6 = 5, c = 3, (3) a = 3, 6 = 7, c = 2, with N = 32. 

4.4 Summary 

In this chapter, we generalized the inequalities of Chapter 3. The generalization 

involved a parametric impulse response. We extended our generalization to the other 

types of impulse responses with wider gaps between the weights. We also studied the 

general impulse response with three non-zero weights. 

The observations on all the generalized forms of the inequalities leads us to the 

following important conclusions. 

• To obtain a performance curve with a high dynamic range, the best choice is to 

use inequalities based on the minimum values of the frequency response of the 
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Figure 4.28: Average performance curves for inequality 4.3.2 with N = 32, a — 3, c = 2, 

and 6 = 4,5,- • • ,8. 

filter. This will results in a lower ratio at very low SNRs. 

• Generalized form of the inequalities allows us to examine the effects of changing 

the weights of the impulse response on the performance curves. The use of an 

impulse response with a gap of one and two between the weights does not 

affect the performance curves significantly. However, different inequalities were 

derived in these cases that can be used for the SNR estimation of the sinusoids 

with multiple frequencies. 

• The use of impulse response with three weights results in performance curves 

with a wider non-saturated region that is also more linear than the performance 
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curves with two weights. Changing the values of the weights of the impulse 

response in inequalities with three weights may give different performance curves 

without a significant difference between them. 

Comparing the simulation results, it is obvious that to alter the frequency we 

need a new inequality, which is very hard to find in case of higher frequencies. For 

instance, the inequalities for gap one involve frequencies j ^ , while by increasing the 

gap by one, we are able to deal with ^7 , and by a gap of two we are able to estimate 

the SNR for 6N • But, for a flexible method, it is necessary to be able to estimate 

frequencies of the form jfiv where M < N. In the next chapter, a new method to 

estimate such higher frequencies is presented and analyzed. 
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Chapter 5 

A Method for Est imating SNR of 

Sinusoids of Frequency ^TT and Its 

Analysis 

In the previous chapter, we saw that in order to make our method more flexible 

and applicable, we have to find other inequalities which allow us to estimate higher 

frequencies. However, finding an inequality for estimating a rational multiple of 7r 

by changing the gap or weights is a difficult and tedious task. Besides, from the 

implementation point of view, this is a major restriction because for each frequency a 

new equality has to be used which makes the method very complicated and inefficient. 

Our goal is to find a general method that is capable of estimating the SNR of a sinusoid 

with the frequency jrix. The problem we are concerned with is as follows. 
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Problem. Given a finite-length signal, containing a sinusoid of frequency ^ and 

arbitrary phase, which has been corrupted with additive white noise, estimate the 

SNR. 

In this chapter, we first describe the basic idea, and then use it to propose a 

flexible method for SNR estimation based on the inequalities given in the previous 

chapters. 

Consider the following sequence of integers 

u={0,l,2,---,N-2,N-l), (5.1) 

where N € N. Let p G N and p < N. Now multiply sequence u by p to create the 

sequence 

v={0,p,2pr--,(N-2)p,(N-l)p). (5.2) 

If p and N are coprime1, i.e., (p,N) = 1, then the reduction modulo iV of sequence 

v, 

( 0, ((p))N , ((2p))N , • • • , (((iV - 2)p))N , (((N - l)p))N ) (5.3) 

is a permutation of sequence u [19]. 

1 Integers x and y are coprime or relatively prime if their greatest common divisor is 1 or, equiv-

alently, gcd(x,y) = 1. 
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5.1 Signal Reordering and Modulation for Frequency 

Downconversion 

Let 

x\n] = A cos(Mim/N + 7) + e[n] (5.4) 

be the observed signal. We want to estimate the SNR with respect to A cos(Mim/N+ 

7) using the same inequalities that are used for the estimation of the SNR of A cos(nn/N+ 

7). The idea is to convert x[n] to the form 

x'[n] = Acos(im/N + 7') + e'[n], (5.5) 

using the permutation property explained in the previous section and a simple modu­

lation involving a change-of-sign operation. Accordingly, we are interested in finding 

an integer p and an integer-valued function f[n] so that the signal 

x'[n] = (-iyWx[((pn))N], (5.6) 

contains a sinusoid of frequency ir/N. Obviously, p and N must be coprime so that 

a perfect permutation is obtained and the samples are all presented. Since M and iV 

can always be reduced to the simplest form so that they are coprime, the application 

of Euclid's algorithm results in two integers p and q so that 

Mp + Nq = l. (5.7) 

This way, the integer p used in the permutation of the signal x[n] can be determined. 

The requirement for a perfect downconversion can be written as the identity 

H ) * ^ * ^ ^ , = A m s Q + y ) . (5.8) 
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Note that we can write pn as 

pn = GN + ((pn))N, (5.9) 

where G is an integer. Therefore 

(-lpUcos(M ( (^ ) ) j v 7 r +7) = (-iyW{-l)MGAcos{MpI^ + 1). (5-10) 

Substituting the value of p from (5.7), we have 

(_l)/N(_l)MG^cos(M ™ + 7 ) =(_i)/W(_i)WGAcos(( 1 q)T,n + 1 ) 

={-iy^{-l)MG+nqAcos{~ + 1). 
(5.11) 

Consequently 

/[n] = - ( M G + n , ) = - ( ^ + * ^ ) . (5-12) 

In order to use the SNR estimation method of the previous chapter for estimating 

the SNR of Acos(M7rn/N + 7), first we obtain x'[n] from x[n] by (5.6). Then, we 

use the same method for estimating the SNR of a sinusoidal signal given in Fig. 3.1. 

The only information that we need is the value of p and the value of q which are 

calculated using Euclid's algorithm. Fig. 5.1 shows the SNR estimation method for 

the solution of the problem stated in the beginning of this chapter in the form of a 

block diagram. 

For instance, consider inequality 4.1.1. Fig. 5.2 shows the simulation results based 

on the block diagram of Fig. 5.1. It can be seen that the performance curve for 

estimating the SNR of JJ-TT is almost the same as the performance curve for estimating 

the SNR of jj, as expected. It is important to stress that, with this method we can 
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Figure 5.1: Block diagram of the proposed method for estimation of the SNR of a sinusoidal 

signal with known rational frequency 4T7T. 

estimate the SNR of a sinusoid of arbitrary rational frequency ^TT using a single 

inequality depending on N only. 

5.2 Optimum Impulse Response Coefficients of The 

Weighted Forward Difference System 

As we saw in Chapter 4, the inequalities can be generalized with two weights a and 

b. These coefficients determine the shape of the DFT of the impulse response. In 

addition, by changing the values of a and b certain features of the performance curve, 

such as the ratio at low SNRs, and the width of the non-saturated region, change as 

well. Therefore, the effect of variation of these weights on the performance curves of 

inequalities is of interest. 

The maximum or minimum of the moduli of the DFT coefficients of the impulse 

response determine the equalizing signal for each inequality. Frequencies at which the 

extrema occur are the frequencies of the equalizing signal. The DFT of the impulse 

response of the forward difference system can be viewed as a high-pass filter. The 
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Figure 5.2: Average performance curve for inequality 4.1.1 with (1) a = b = 1 (2) a — 1 

and 6 = 2 (3) a = 3 and 6 = 1 , with TV = 32, M = 5. 

value of the maximum shows how much the filter amplifies signal frequencies around 

the frequency at which the maximum happens. On the other hand, the value of the 

minimum mainly determines the attenuation of the noise at its adjacent frequencies. 

Therefore, the difference between the maximum and minimum values can be viewed 

as a measure of signal boosting. Moreover, as the minimum tends to zero, the noise 

power becomes weaker on the left side. Consequently, it is desirable to use the 

inequalities with the maximum located at the frequency of the equalizing signal and 

a narrower transition region between the maximum and minimum. 

Fig. 5.3 shows the moduli of the DFT of the impulse response hwf[n] of Section 

4.1 for several values of a and b. It can be verified that changing a and b has no effect 
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Figure 5.3: \Hwf[k}\2 = a2 + b2 - 2abcos(2Trk/N), for N = 20 at different values of weights 

a and b. The dotted curves show the graphs in which a^b. 

on the frequencies where the extrema happen. It is also obvious that the least ratio 

at low SNRs is attained when a = b because the minimum is zero in that case. Also 

as the absolute value of a (or b) increases, the difference between the maximum and 

minimum also increases which result in more signal amplification. However, since 

a — b the ratio remains constant by increasing the value of a (or b) because the factor 

a2 + b2 - 2abcos(27rk/N)\ =2a2(l- cos(27rk/N)), 
\a=b 

(5.13) 

appears in both the numerator and denominator in calculation of the ratio by dividing 

the two sides of the inequalities. 

To study the effect of changing weights on the dynamic range of the ratio in 
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performance curves, we carried out simulations based on inequality 4.1.1. In our 

simulations only the ratio b/a is changed. The ratio (R/L) is calculated in each 

simulation for five different SNR values. The result is shown in Fig. 5.4. 

Figure 5.4: Ratio of the two sides of inequality 4.1.1 vs. - at different SNR values. 

It can be seen from the figure that the ratios at different SNR values are very close 

when b/a is increased. This is not desirable because at low SNR values we would get 

almost the same ratio as what we get at high SNRs. On the other hand, the dynamic 

range of the ratio at different SNR values is higher when b/a = 1. This verifies the 

fact that the optimum coefficients for obtaining the highest dynamic range of the ratio 

in weighted forward difference system are attained when b/a = 1 or b = a. However, 

note that the shape of the performance curve changes with b/a and one might make 
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other choices to achieve other design considerations. 

5.3 Comparison with A Classical DFT-Based Ap­

proach 

The purpose of this section is to motivate the reader by providing the details of the 

classical DFT-based approach to the estimation of the SNR of a sinusoid buried in 

white noise according to the model 

T17T 

x[n] = Acos(— + 7) + e[n]. (5.14) 

The assumption is that there are only iV samples available for n = 0 , 1 , . . . , iV — 1. 

Obviously, even if e[n] = 0, the DFT coefficients X[k] are not <5-type functions and 

spread over the entire range of index k. This makes it difficult to distinguish noise 

from signal and estimate the SNR. To rectify the situation, we should embed x[n] in 

the time-domain signal v[n] as 

v\n\ = {x[0],x[l}, ...,x[N- 1], - x [ 0 ] , - x f l ] , . . . , -x[N - 1]). (5.15) 
n=0,- ,JV-l 

Denoting the DFT coefficients of the 2N — 1-point signal v[n] by V[k], we can easily 

observe that V[l] and V[2N — 1] are the only two coefficients that contain the signal 

information. Based on this observation, we can use the ratio 

ivmp+iypw-np 

as a measure of signal strength that clearly reflects the SNR value of the observed 

sinusoid. We can now use numerical simulations to plot a curve that provides SNR 
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Figure 5.5: Average performance curve for inequality 4.1.1 using a classical DFT-based 

method for N = 16, with a = b = 1. 

estimates at a given value of the ratio. An example of such performance curves is 

provided in Fig. 5.5. 

5.4 Computational Complexity 

In the previous section, we explained how the proposed method of estimation works, 

and what the trade-offs that we face are when it comes to choosing the right inequality. 

From an implementational point of view, the computational complexity is of great 

importance since it determines whether our algorithm is easy to implement, and also 

how long it takes for the algorithm to execute. 

The computational complexity is evaluated based on the amount of resources 

needed for the execution of an algorithm, such as time, memory, etc. There are 
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different ways to measure the complexity of an algorithm. However, the final evalu­

ation depends on the technology and the application in which the algorithm is used. 

Here, we use the number of mathematical operations as a measure of computational 

complexity of the method. Consider the block diagram of Fig. 5.1. In our proposed 

two-term inequality, the evaluation of the left side requires 3iV real multiplications. 

Further, N + 1 multiplications are required for the evaluation of the right side of it. 

Thus the total number of real multiplications becomes 4iV + 1. On the other hand, 

the number of real additions required for the evaluation of the left side and the right 

side are 2N — 1 and N — 1, respectively, yielding a total of 3N — 2 additions. 

We are interested in comparing the computational complexity of our method to 

that of the periodogram, since all the other methods of spectrum estimation are usu­

ally compared with it. The periodogram method and many other spectrum estimation 

methods are based on the DFT of the observed data. Therefore, the computational 

complexity of the periodogram method is determined by that of the DFT. The di­

rect computation of the DFT of a signal x[n] requires AN2 real multiplications and 

N(4N — 2) real additions [11]. Evaluation of a sinusoidal signal's SNR using our 

method with a filter having three weights requires 5iV real additions and AN — 2 

real multiplications. Comparing the computational complexity of our method to that 

of the periodogram shows that our method has a high efficiency in estimating the 

strength of sinusoidal signals. Other efficient methods exist for computing the DFT 

of a signal such as Goetzel's algorithm, for which the computation is proportional to 

iV2, or FFT algorithms requires computation proportional to NlogN. However, our 

method still has a lower computational complexity, since its complexity is propor-
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tional to N. 

5.5 Analysis of the Error Due to Finite Duration 

of Observed Signal 

In real-world applications, the entire signal is not available in many cases, and a 

windowed signal is usually observed. The effect of this incomplete observation should 

be analyzed for any process that uses windowed signal. The effect of windowing is 

an error generated at the output of the process. In this case, we want to estimate 

the SNR of a sinusoidal signal with the rational frequency of M^TT/NO, modeled as 

x[n] = j4cos(Mo7m/./Vo + 7) + e[n], and let N be the length of the observed data. The 

problem is if we can estimate the SNR when we have only N < N0 samples available. 

We may be able to estimate the SNR if there is an integer M so that the difference 

M0 M 
— is less than e. The smaller the e, the closer the frequencies Mir/N and 

MQTT/NQ and, consequently, the more accurate and consistent the SNR estimate. 

For instance, let the frequency of our signal be M0/N0 = 452/2547. Table 5.1 

shows the fractions M/N that can be used for the estimation of the SNR of the 

sinusoidal signal 5 cos(4527rn/2547 + 7), with the corresponding e. We studied the 

M 
N 

e 

1 
6 

10-1 

3 
17 

10-3 

11 
62 

10-4 

63 
355 

10-5 

452 
2547 

10-6 

Table 5.1: Values of e associated with each M/N 
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estimation method by generating the signal x[n] = y4cos(4527r n/2547 + 7) + e[n], 

n = 0 : N — 1, and estimating the SNR using the values of M and N given in the 

table 5.1. The performance curves are depicted in Fig. 5.6. 

T 1 1 "—1 r 

Figure 5.6: Average performance curves for inequality 4.1.1 using different lengths of the 

observed signal in table 5.1, with a = b = 1. 

Note that the inequality 4.1.1 is based on the minimum value of the DFT of the 

filter. According to the performance curves, as N decreases, the curves move to the 

left. Therefore, when we use fewer samples, the difference between the real SNR and 

the windowed SNR. This is because of the nature of the inequality which is based 

on the minimum value of the DFT of the impulse response. It tends to zero as N 

increases. Hence, the energy of the signal should be very high to balance both sides 
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of the inequality. Therefore, for inequalities based on the minimum value of the DFT 

of the filter, windowing results in a significant loss of accuracy in estimating the SNR. 

0.8-

I 
S 

0.6 

0.4 

0.2 

-30 -20 -10 0 10 20 
SNR [dB] 

30 40 50 

Figure 5.7: Average performance curves for inequality 4.1.3 using different lengths of the 

observed signal in table 5.1, with a = b = 1. 

Now consider inequality 4.1.3 which is based on the maximum modulus of the 

DFT coefficients of the impulse response. Fig. 5.7 shows the performance curves for 

different values of e. It can be seen that using less samples does not change the 

performance curve significantly. The curves remain unchanged and the ratio at low 

SNRs slightly changes. Consequently, we can estimate the SNR with less samples, 

while reducing the computational complexity, which is proportional to the signal 

length. However, we should note that in these types of inequalities the estimation 
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can not be carried accurately at low SNRs. This should be considered when using 

these types of inequalities with less number of samples. 
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Chapter 6 

Conclusion and Future Work 

6.1 Conclusion 

The primary contribution of this thesis is the modification and generalization of 

discrete-time Wirtinger inequalities to allow their application in the SNR estimation 

of sinusoids. From a mathematical stand point, the results are new and significant. 

The generalization of discrete Wirtinger-type inequalities is also important in the the­

ory of signal processing. The secondary contribution of our work is the development 

of a method for estimation of the SNR of a sinusoidal signal with a known frequency 

of the form ^7r, buried in additive white noise. 

Current methods of spectral estimation have been reviewed briefly. The history 

of development of Wirtinger type inequalities along with the approaches used for the 

proof of these inequalities have been mentioned. The inequalities given in Lunter's 

paper [18] have been presented and proved using a DFT-based approach, and an un­

noticed remark on Lunter's results has been elucidated. We studied estimation of the 
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SNR of a sinusoidal signal of a known frequency, corrupted with additive white noise, 

and proposed an inequality-based solution method of SNR estimation of sinusoids of 

frequency jj. The drawbacks and limitations of using the existing inequalities in the 

proposed method have been discussed and the solutions to eliminate the constraints 

have been developed. The modifications pertaining to the suggested solutions have 

been carried out and new inequalities have been derived. The estimation method 

has been studied on the basis of the improved inequalities and the simulation results 

have been given in the form of performance curves. In order to have a measure of 

comparison among the performance curves, saturated and non-saturated regions have 

been defined and compared for the modified inequalities. 

In order to study the variations in the performance curves of the modified inequal­

ities and obtain other equalizing signals with different frequencies, generalizations of 

the modified inequalities have been presented. These include increasing the gaps 

between the two weights of the filter's impulse response and employing filters with 

more weights to obtain performance curves with a wider non-saturated region. The 

effect of changing the weights of the inequality has been also studied. By the use of 

a permutation property, Euclid's algorithm, and modulation, an arbitrary sinusoid of 

a known rational frequency ^7r has been converted to a sinusoid of frequency fj, al­

lowing the proposed method to estimate the SNR of sinusoids of a higher frequencies. 

Furthermore, the optimum values of the weights for the impulse response having two 

weights has been obtained. The computational complexity of the proposed method 

has been evaluated and compared with a DFT-based approach. The effect of window­

ing on the proposed method has also been discussed. Simulation results showing the 
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capability of the proposed method in estimating the SNR of an arbitrary sinusoidal 

signal with rational frequency ^7r buried in additive white noise have been provided 

as various performance curves. 

The advantage of the proposed method is that it can be adaptively adjusted to the 

length of the observed signal, while a DFT-based method should change its weights. 

However, it should be noted that we are not proposing this method as a replacement 

to the other powerful estimation methods, but in cases where we desire to evaluate 

the SNR of an arbitrary sinusoidal signal, this method can be used as a simple and 

efficient option. 

6.2 Future Work 

Further development of this work can be carried out in several directions. One of 

the important aspects is to discover superior digital filters that can be used in the 

inequalities yielding wider non-saturated regions in the performance curve. The use 

of more sophisticated digital filters leads to more accurate estimation of the SNR in 

all ranges. 

Another interesting aspect is the use of other classes of inequalities, such as Opial 

inequalities, to develop an estimation method for other types of signals. 

A Possible industrial application of the proposed method can be estimation of the 

pitch of a received sound. The simplicity and low computational complexity of the 

method is specially suitable for a hand-held device to be used for training singers and 
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musicians who need to verify the closeness of sound to a certain tone \ 

We are indebted to professor A. Nishihara and his lab for this suggestion. 
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