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ABSTRACT

Resource Allocation and Congestion Control Strategies for Networked Unmanned

Systems

Kamal Bouyoucef, Ph.D.
Concordia Unviersity, 2008

It is generally agreed that cdmmuniéation >is a critical technological factor
in designing networked unmanned systems (NUS) that consist of a large number of
heterogeneous assets/nodes that may be configured in ad-hoc fashion and that incor-
porate iﬂtricate architectures. In order to sﬁccessfully carry out the NUS missions,
communication among assets need to be accomplished efficiently.

| In contrast with conventional networks, NUSs have specific features that may
render communication more complex. The main distinct characteristics of NUS are
as follows: (a) heterogeneity of assets in terms of resources, (b) multiple topologies
that can be fully—cénnected, (c) real-time requirements imposed by delivery time-
liness of messages under evolving and uncertain environments, (d) unknown and
random time-delays thé.t may degrade the closed-loop dynamics performance, »(e)
bandwidth constraints reflecting differences in assets bebavior and dynamics, and
® profdcol limitations for complying with the wireless features of these networks.

The NUS system consists of clusters each having three nodé, namely, a sensor,
a decision-maker, and an actuator. Inspired by networked control systems (NCS), o
we introduced a generic framework for NUSs. Using the fluid flow model (FFM), the
overall dynamical model of our network cluster is derived as a time—delay dependent
system. ‘

The following three main issues are investigated in this thesis, bandwidth

allocation, an integrated bandwidth allocation and flow rate control, and congestion



control.

To demonstrate the difficulty of addressing the bandwidth allocation control
problem, a standard PID 1s implemented for our network cluster. It is shown that
in presence of feedback loops and time-delays in the network, this controller in-
duces flow oscillations and consequently, in the worst-case scenario, network insta-
bility. To address this problem,‘ nonlinear control strategies are proposed instead.
These strategies are evaluated subject to presence of ﬁnknown delays and measur-
able/estimated input treﬂic. For different network configurations, the error dynam- :
ics of the entire controlled cluster is derived and sufficient stability conditions are
obtained. In addition, our proposed bandwidth allocation control strategy is eval-
uated when the NUS assets are assumed to be mobile. The bandwidth allocation
problem -is often studied in an integrated fashion with the flow rate control and
the connection admission control (CAC). In fact, due to importance of interaction
of various components, design of the entire control system is often more promising
than optimization of individual components. In this thesis, several robust integrated
bandwidth allocation and flow rate control strategies are proposed.

The third issue that is investigated in this thesis is the congestion control
for differentiated-services (DiffServ) networks. In our proposed congestion control
strategies, the buffer queue length is used as a feedback information to-control
locally the queue length ef each buffer by acting on the server bandwidth and simul-
taneously a feedback signaling notifies the ordinary seurc&s regarding the allowed
maximum raté. Using sliding mode geee;alized veriable structure control techniques
(SM-GVSC), two congestion contrel approaches are pfOposed, namely, the non de-
g’enera!;e and degenerate GVS control approaches. By adopting decentralized end-to-
end; semi-decentralized end-to-end, and distributed hop-by-hop control approech%,

our proposed congestion control strategies are investigated for a DiffServ loopless

iv



mesh network (Internet) and a DiffServ fully-connected NUS. Contrary to the semi-
decentralized end-to-end congestion control strategy, in the distributed ﬁop—by—hop
" congestion control strategy, each output port controller communicates the maximum
allowed flow rate only to its immediate upstream node(s) and/or source(s). This
approach reduces‘. the required amount of in_formation in the flow control when com- |
pared to othef approaches in which the allowed flow rate is sent to all the 'ﬁpstrea.m

sources communicating through an output port.
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Chapter 1

I‘ntroduction-

In order to feduce the loss of human life in hazardous and hostile envifonments,
scientists have alwéys thought and predicted new generations of machines that are
able to accomplis_h such perilous expedif.ions. Besides, after sixty years, it appears
that Clarence "Kelly” Johnson’s foresight is coming to fruition. .Indeed, in 1944, the
legendary founder of Lockheed’s ,Skunk Works and designer of the SR;71 and U-2
airéra.ft,‘ predicted that the future of xmhta.ry aviation would belong to Uninhabited
or Unmanned Aerial Vehicles (UAVs). Even though the aerial vehicles have more
dynalhic degrees of freedom in coﬁ]pa,rison‘ to ground vehicles, these vehicles do
belo’ng to a general class of Unmanned Systems (USs). The Unmanned Systems
(USs) mlght be defined as a mechatronic system with no human operator aboard
a.nd- which using increased autonomy operate in an intfelligenf, manner using active
or‘ .pa$ive seekers or guidance ‘a.ndvvinteﬂigent a,génts to identify a.nd accomplish
complextasks Unmanned vehicles have been fielded in several domains in the recent
past, ranging from battlefields to Mars. Most major efforts have been funded by
-various U. S. Government agencies. While military applications are the predominant
unmanned éystems opportunity, civilian and commercial applications will become an

increasingly important aspect of this busm&ss Such applications will likely include



telecommunications, weather reconnaissance, border patrol, civil emergency support
and Earth science to name just a few. For exémple, in the Earth science missions, we
might name applications that would allow measurement of the geophysical processes
associated with natural hazards such as earthquakes, landslide, and volcanoes as
they are manifested by deformations in the Earth’s crust. Measurements of the
crustal deformation would be made by an interferometric synthetic aperture radar
(SAR) carried by the UAV platform. An other mission is the one that supports
measurements of the dynamics of the breakup of polar glacier and polar ice sheef;s.
The measurements enable direct observation of. the -evolution in time of ice and
land topography, iceberg frolume, glacier profiles, and glacier channel profiles and
provide data for validating simulations of these dynamics and their interaction with
the ocean environment.

Without loss c;)f» generality, mobile or stationary, the USs include different cat-
egories such as unmanned aerial vehicles (UAV), unmanned ground vehicles (UGV),
unmanned underwater vehic]es (UUV), unmanned surface vehicles (USV), unat-
tended munitions (UM), and unattended ground semsors (UGS). Missiles, rockets,
and their sub munitions, and artillefy are not considered ﬁﬁnmned systems. In
fact, the introduction of jungle or urban environments necessitate the consideration
of vertical aspects for Unmanned Air Vehicles (UAV) and introduction of Unmanned
Ground Vehicles (UGV) while riverine or littoral operations suggest the use of Un-
manned Surf@ Vehicles (USV). ' » |

The unmanned systems domain is not anymOre a"ﬁcfion, but rather has al-
ready entered a practical era and besides unmanned systems industry is very ﬁéur—
ishing. Several military operational UAVs, such as Predator, Hunter, and Shadow;
and developmental UAVs, such as Global Hawk, have already demonstrated their
significant capabilities during the recent military operations, and a multitude of
unmanned vehicles have been already realized and put on the market by different



vendors. Among them, wé may name a few such as the Tactical Aerospace Group
(TAG), the Auxilia and C2hub, the Joint Architecture for Unmanned Systems JAUS
Working Group. the Northrop Grumman Corporation and Boemg '

It is widely accepted that communication and navigation constitute a cen-
tral issue for unmanned systems. The challenge is to provide energy-efficient, low-
latency, sufﬁoient bandwidth communications and GPS-based localization and nav-b
igation. The radio transmissions should have low probabilities of detection and in-
tercept as well as GPS transmissions that should be properly encrypted to prevent

interception or alteration.

1.1 Problem Statement

The future envisaged network of unmanned systems consists of a number of hetero-
geneous nodes or assets configured in ad-hoc fashions and with intricate architec-
tures. Depending on the application, these assets are networlt configured to con-
.currently perforni Command, Control, Communication, Intelligence, Surveillance,
and Recoﬁnaissance (C3ISR) operations. Depending on the a,pplioation, different
tasks can be dedicated to unmanned systems, and generally these tasks may be
classified as sensing, processing borv decision making and actuating. The network
can be thns orga.nized’ as an ensemble of clusters consisting of a certain number of
interconnected nodes performing the above mentloned tasks. Each vehicle might
pa.rtlc1pate in two networks: An externa.l network that enables the coordination: and
. communication of the vehicles with other entities, such as peer vehiclés‘or ground .
stations, and an internal network that connects on-board sensors, actuators and
other devmes The current’ commumcatlon that is lmplemented with proprietary,
apphcatmn—spemﬁc, and ‘point-to-point and ﬁxed—ba.ndmdth channels-based inflex-

ible protocols cannot be used for such complicated networks. Therefore, the sheer



number of the unmanned aeeets or nodes used and their corresponding dynamics,
conpling interactions, network bandwidth constraints, data latenoy (delays in the
time of arrival of information and data), scheduling and real-time requirements,
data acquisition, control, processing and routmg reqmrements ete. would intro-
duce a new set of challenging problems which call for the development of innovative
and novel scalable, evolvable, intelligent and distributed algorithms and protocols.
However, in order to define the problem statement for unmanned system commu-
nication, it would be judicious to start surveying the existing network metrics that
may have in common certain fundamental features such as wireless communication,
mobility, and real-time requirements. Among the eﬁsting networks, wireless sensor
network (WSN) and Networked Control Systems (NCS) are useful for this purpose.

The major features of networked unmahned systems (NUS) are as follow:

1.1.1 Heterogeneity

Assets in Unmanned Systems are very heterogeneous in their hardware and soft-
ware. Depending on their destination and appliea,tion, assets may be Unmanned
Ground Vehicles (UGVs), Unmanned Aerial Vehicles (UAVs), Unmanned Marine
Vehicles, and Unattended Ground Sensors (UGSs). Therefore, their size may differ
and consequently their resources like energy, memory, computation and communica-
tion would be limited. Hence, due to the heterogeneity feature of assets [69], several
problems of compatibility and adaptability may arise. In terms of commuhjcation
problems due to these devices being diverse, trade offs may be necessary to organize
the ensemble of nodes by finding the optimal topology. -

1.1.2 Network topology

According to their decision level with respect to an application, assets can be orga-

nized either in hierarchical or flat architecture. The communication topology may
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be star, ring, tree, mesh, or fuﬁy connected and end-to-end versus hop-by-hop. It
" is dynamic due to the time varying link condition and asset mbbility or addition or
removal of assets. In addition, topology is subject to an interaction problem and
coupling effects that could lead to unstable or unmanageable dynamicé. By consid-
.ering all the interactions and‘loops, a giveh topology could be fully-connected which
is well-known in communi"c'ation corﬁmunity as the most complicated topology. This

- issue and its related chalieng% is still an open area for further research.

1.1.3 Real-time requirements

As in NCS that may be defined as a control system communicating with sensors and
| actuators over a communication network, assets in N US also can receive information
from any entity of the network, process it and send the decision made to any entity
of the same or other networks. ' In addition, both NCS and NUS interabt with
the physical environment. Theréfore; NUS may be classified in the same research
area as the NCS that is called control over network. In fact, control that is a central
element in all applications related to the next generation of intelligent machines may
intervene differently with respect to communication networks, however two main
areas have been generally defined, control over networks and control of networks.
In control over networks, and specifically in NCS the crucial problem is how to
ensure the real-time requirements and the convergence of all considered disciplines
namely control, communication and computing. In fact, the operation correctness
within NCSs with maximal level of performance, delivery timelines of messages
must fulfill the involved physical environment real;time éonstraints, whereas the
non-deterministic communication network could not guarantee any- reliability a,l;d
'tiixxelinwof messages. These networks are characterized by a lack of QoS such as
packet loss, delays, delay jitter, and bandwidth limitations. The problem of lack

of message reliability or ”dead-information” is mainly due to latency or delay. We



Believe that the real-time requirements in NUS are almost similar to those of NCSs
~ or slightly more complex due to the bi-directionality of information.

On the other hand, and in control of nétworks area the basic problems include
controlling congestion across network links, routing the flow of packets through ﬁhe
hetwork, cacﬁing and updating data at multiple locations, and managing power lev-
elé for wireless networks. Furthérmore, there may be more challenges in presence
ofv some features such as the extremely large scale system architecture, the décen-
traiized nature of the control system, the stability in presence of varying time lags,
uncertainty and variationsA in the network and also the other issues of diverse traffic
éha.racteristics in terms of arrival statistics at both the packet and fHow time scales,
and different requirements on quality of service, in teﬁns of delay, bandwidth, and

loss probability, that the network must support.

1.1.4 Time-delay

Itis widély known that in closed-loop control systems, time-delay may degrade the
dynamic performance, and even worst may lead to instability of the system [55], [79].
In communication networks, tixhe-delay is usually considered as a summation of dif-
ferent delays that can be mainly caused by the propagation.of messages (cell/packet)
through the communication medium, the queueing in different buffers, and process-
ing time, congestion, absence of synchronization between clocks and so on. For
instance, to quantify the time-delay in NCS, basically we approxiniate it by the
‘propagation time of messages from sensors to actuator and controller to actuator
since the process time in the controller is much smaller. Therefore, time delay can be
crucial for NUS since their assets may be far from each other (links to base station
or satellite) while_théir topology that is characterized by several loops, interactions,

~ and coupling effects mdy be mesh or even fully connected.



1.1.5 Bandwidth constraints

The dynamics of heterogeneous assets are different in speed. Consequently_, the
" frequencies of messages exchange are different, and théir bandwidths are allocated
accordingly. On the other hand, the entire NUS dynamics is subject to continuous
changes due to asset mobility and adding/deleting of assets. Therefore, and for a
maximal utilization, the bandwidth allocation should be _dynainic in order to adapt
to these changes: It is widely a,ccepte‘d‘thatl: resource éllocation constitutes one of
thé most important issues in sensor networks. Several efforts are based on deploying
fairness of bandwidth allocation which are linked to congestion problems. Usually,

transport protocols are used to remedy these problems.

©1.1.6 ‘Protocol limitations

In order to reach good performance for networks, protocols are designed to provide
fairness in bandwidth allocation, congestion control, reduce pax:ketiloss’, and ensure
end-to-end reliability. Recent works have shown that [59] conventional transport
protocols designed for internet such as User Data Protocol (UDP) and Transport
Control Protocol {TCP), cannot be directly applied to wireless sensor networks. In
internet, UDP is unreliable even though it is simple and connectionless, whereas
TCP is reliable but slower and complex (connection-oriented). One of the main
TCP diawba.cks“ in wireless sensor netwo_rks is that it assumes that the packet loss
is due to congestion, which is not tdtallj v‘tme,_since packet loss may also be due
to the high error bit rate in the link. Consequéntly, TCP may have a degraded
throughput (TCP tn'ggérs rate reduction si_nce it assumes that pa.cket_loss are Ad'ue’
to cbng&tion), tardy response resulting on longer time to mitigate congestion and
more packet loss (end-to-end congestion control in TCP versus hop-by-hop controi),
a lack of fairness of bandwidth allocation and data collections (depending on the

topology utilized, flow and congestion control may discriminate some nodes), and »
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high bandwidth and energy consumption (because of the end-to-end based TCP).

1.2 Motivations/Applications

We believe that we are not very far from the world with ubiquitous autonomous
machines, that would share our space. It is widely accepted that the area of un-
manned sysfems is new and flourishing so that the number of military and civilian -
applications is rapidly increasing. On Earth or in space, for mapping, patrolling,
searching and rescuing, the application range is very wide tha.nks to the technolog-
ical progress and the fact that the devices are inexpensive. Recently, governments
of several countries are investing more in researc}i on unmanned systems §vhile as
mentioned breviously, many companies are investigating ahd producing such sys-
tems. In United States of America, the governmént and the Department of Defence
(DoD) are einphasizing this area and injecting prodigious budgets. However, the
consideration of such systems as networks opens undeniably several challenging and

prdmising research opportunities.

1.3 Objectives
It is worth noting that communication problems in NUS have notr been extensively
investigated and covered in the literature. We are interested in inir&stigating this
issue by first defining the main metrics. We then study thé Tesource allocation
and congestion control problems. Before ’stildyiﬁg-thée issues, it is important to
eva]uafe the complexity of the system dynamics with intricate topologies such as
full&-éonnected structures (in ﬁr&sence of interactions and coupling effects). Stability
analysis of these networks in presenée of time-delays constitutes also one of our goals.
We are also interested in modeling mobility within our proposed framework.

We propose a control strategy that is based on feedback linearization appfoach
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but it is empowered with robustness features and capabilities.

1.4 Literature Review

1.4.1 Communication issues in NUS

In unmanned systems, and particularly in cooperative UAV ControL the research
topics cover computer vision for real-time navigation and networked computing
‘and communication strategies for distributed control, as well as traditional aircraft-
related topics such as coi]ision avoidance and formation flight.

Specifically, communication is important in unmanned autonomous vehicles for
reporting observat_;idns to human experts or to data‘repositoriw, for obtaining high-
level directions concerning their tasks and objectives, and for coérdinating among
multiple assets. _ o

‘The chal]eng‘e with the future generation of unmanned networks that consist
of é, number of heterogeneous assets configured in ad-hoc fashions and with intri-
cate architectures is to enable communication that supports sca.lable, evolvable, and
intelligent protocols.

_ The communication limitations such as noise, delays, bandwidth, range and
netwbrk topology, introduce multitude of problems thét might.'be engendered and
eventually several research issues may arise for investigations such as communication

architecture (information exc_ha.nge strategy) and topology (nngs, trees etc.), auton-
omy level, and QoS vim’provement techmques (scheduling, traffic shaping, resource

reservation, and admission control).

" 1.4.2 Importance of communication in NUS

Communication strategies consist of establishment of task ensemble according to

the available resources in order to attain certain objectives. In the literature [52]
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. [67], [96], [99], and [112], several efforts have been made to develop strategies for
unmanned systems that are subject to several constraints such as the way the assets
are organized according to their topology and behavior.

Information exchange strategies should be designed to improve formation sta-
bility and performance and should also be robust to changes in the communication
topology. However, for example in [42] the authors show how the topology of the
information flow affects the stability and performance of the system as ii performs
a coordinated task. Using graph theory to model the communication tobology ahd
control theory tools they studied the interplay between the communication network
and the vehicle dynamics. Their approach for information exchange methodology
exhibits a Separation principle which decouples the stability of the formation com-
munication which they term information flow, and the local control of individual
vehicles.

Furthermore, as far as the topologies of communication networks are con-
cemed,' it should be noted that some of these are very complex such as the mesh
and the fully-connected topologies. For instance, in [120] the authors have arguéd
that multiring topology is a solution that may ensure survivable, secure, and scalable
group communications in military environments, especially for battlespace environ-
ments. The authors have shown that multiring:architectur% may decrease network

diameter, hence improving end-to-end delays for applications.

'1.4.3 Protocols and their limitations

Commﬁnication'strategié are implemented using a set of formal and well-ordered
rules called protocols describing how to transmit data across a network. ‘In the
backbone of such networks that isvthe Internet the hardware layer is the Ethernet.

To really exploit the benefits of Ethernet, communication strategies must use the
most common protocols. At the lowest level is the Internet Protocol (IP), and
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abbve it are the Transmission Control Protocol (TCP) and the User Datagram_
Protocol (UDP). TCP/IP is a»stream—basec.i protocol that keeps track of the data
sent befWeen two hosts to guarantee delivery in the correct order, whilst UDP/IP
just sends packets without tracking. UDP is faster since it doesn’t requiré much
checking, but TCP is better when sending large amounts pf data.
Cti_n‘ently, such protocols are ineluctably used in NUS. Aé an applicaﬁon of
- using IP, Liberatore’s team from Case western University and Bashin from NASA
Glenn Research Center have argued in [78] that the challenge enabling UAV commi-
nication that suppbrts scalable, evolvable and intelligent protocols might be accom-
~ plished through thg use of IP coupled with an appropriate design of local controller,
real and non real-time middleware and agent-based software. In order to address
the real-time problem due to the limitation of the communication between the hu-
man operator and the robot (vehicle), they proposed the control architecture that is
composed of software‘ agents organized as " virtual rbbots” that ﬁlay vary the dégrees
of autonomy. In this way, the robot assumes higher level of control responsibi]ity.
Regarding thé TCP protocol, it is also addressed in unmanned system com-
munication. For instance, in [88] Palazzi et ol have studied a TCP-based communi-
cation architecture for unmé,nnéd systems. They studied the benefit of extension of
this communication architecture to satellite services in case of emergency. Indeed,
when fixed infrastructures collapse, access to sa,tellif.e' resources might represent the
oonly means of oommuniéatio'n, even thoﬁgh and especially in an urban environment,
shadowing can strongly reduce the visibility time. In such cases they céhclude that
to iﬁiprove performénce they may act on both architectural and pfotocol (TCP)
“levels. |
A large body of work has been developed to improve such protocols and to
_ ‘make them scalable, evolvable and intelligent. Furthermore, some .studies conducted

- at Berkley have shown that current. TCP protocols present important limitations.
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For example, in [27], fhe authors concluded that in wireless networks packet loss
which is assuméd as a sign of congestion by TCP (either Reno or Friendly schemes),
can also be caused by physical channel errors. Consequently, the congestion assump-
tion breaks down and TCP seriously underutilizes the wireless bandwidth. Through
| experiments the authors found that TCP Friendly Rate Control (TFRC) achieves
only .56%’ of the available wireless bba.ndwidth. Knowing this TCP limitation, the
same research team has proposed several enhanced variants of TCP in [28], [29], [30],
and [100]. | |

These TCP limitations have been recently surveyed in [119], in which also the

transport protocols have been classified.

1.4.4 Differentiated-services (Diﬂ'Sérv) architecture

The evolution of Internet Protocol (IP) networks has been witnessed from providing
a single best-effort service to providing _multiple types of services with Quality of
Service (QoS) guarantee, namély Bounded packet delay and 16ss. Although the most
cﬁrrent network traffic is still best-effort, users are deméndjng better QoS guaran-
tees for their trafﬁc, or QoS differentiation for their virtual private networks. The
Integrated-Service (InterServ) framework is an attempt to achieve end-to-end per-
flow QoS but was unsuccessful in large-scale networks ma.inly due to scalability and
heterogenéity concerns. An alternate attempt to solve the challenges of providing
_ QoS is the Differentiated-Services (DxﬁServ) framework

However two’ broad aggregate behavior groups have been adopted by the Diff-
Serv working group [13]: the Expedited Forwa.rdmg (EF) Per-Hop Behavior (PHB)
and the Assured Forwarding (AF) PHB. First, the EF-PHB can be used to build
a low loss, low .laténcy, low jitter, assured bandwidth end-to-end service, thus indi-
rectly providing somé mlmmum aggregated quality of service, whereas the AF-PHB
group provides delivery of IP packets in four independently forwarded AF classes.
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Within each AF class, an IP packet can be assigned three different levels of drop
probabilities and each class can be provided with some minimum bandwidth and
buffer guarantees.

Furthermore, in [89] the authors have adopted the same spirit as the IETF
DiffServ working group and divide traffic into three basic types of service: Premium
Traffic Service, Ordinary Traffic Service, and Bést Eﬁ'orf Tfaﬂic Service. The pre-
mium traffic belongs :to the first class of EF PBH whereas the best effort traffic
belongs to its last class. On the other hand, thé ordina.ry traffic belongs to the first
class of the AF PBH. |

The Premium Service requires strict guarantees of delivery, within given delay
and loss bounds. It does not allow regulation of its rate. On the other hand,
Ordinary Tr#ﬂic allows the network to regulate its flow into the network. It cannot

tolerate loss of packets but it ‘can however tolerate queueing delays. Finally, Best
| Effort Service offers no guarantees on eithér loss or d_elay. It makes use of any
instantaneous leftover capacity from Premium and.O'rdinary.

In the DiffServ network doma.,in,‘sever'a.l related issues have been inirestigated
in the literature such as: (a) adaptive Connection Admission Control (CAC) that
has been shown to be efficient in terms of bottleneck link utilization [73], (b) a
methodology for providing the absolute DiffServ for real-time applications [121], (c)
mechanisms and options proposed for Tra.nsport Control Protocol (TCP) perfor-
mance enhancements which are evaluated within a Bandwidth on Demand (BoD)-
aware satellite simulation environment [63], a.nd (d) for scheduling control [81]. For
compreheﬁsive surveys the reader is referred to [19] for bandwidth and fairness issues

or to [108] for absolute and relative DiffServ discussions.

13



1.4.5 Congestion control and bandwidth allocation

r‘I‘he above protocols, and specifically the tfansport protocols, provide the following
functions: orderly transmission, flow and congestion control, loss recovery and pos-
sibly Quality of Service (QoS) guarantee such.as timing requirement and fairness.
Hence, transport protocols are used to mitigate congestion and reduce packet loss,
to provide fairness iﬁ bandwidth allocation, and to guarantee end-to-end reliability.

Congestion is the problem which occurs when demand for a resource outstrips
“the capacity [7], [36], [45], [75]; [111], and [123]. For instance, in Wireless Sensor Net-
works (WSN) congestion may be caused by many new factors such as the convergent
-nature of the upstream toward the sink and the bandwidth limitations. However, |
the two main congestion causes are the packet arrival rate exceeding packet service
rate that occurs at sensor nodes close to the sink, and the second cause is due to
the link level performance such as contention, interference and bit error that occurs
on the link. Not only the congestion in WSNs has an impact on the reliability and
application’s QoS but also on its energy-efficiency. In effect, congestion leéds to
longer queueing time (packet loss), degradation of the link utilization and trans-
‘mission collision if contention-based link protocols (CSMA: Carrier Sense Multiple
Access) are used to share radio resources. All these consequences cause a waste of
additional energy [2].

A common congestion method uses the queue length [56], packet service time
[38] or ratio between packet service time and packet inter-arrival time at an in-
termediate node [118]. To overcome congestion one may eifher feduce the load of
the network or increase the resources. Congwtioﬁ control consists of preventing
congestion before it happens or removing it after it hap;;ens. Congestidn control
approaches can be divided into two classes, namely the open-loop and the closed-

loop [107]. In open—ldop, the congestion control approag:hes are: retransmission
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policy, window policy (selective repeat better than Gc;-back-N), ACK policy (pig-
gybacking), discarding policy (discard less sensitive packets) and admission policy
(Before admitting flow, check resource reqﬁirement, QoS). On the other hand, the
main closed-loop control approaches are: chock_ packet (packet sent by routers to the
sender to inform the congestion), hop-by-hop chock packet (if a router is congested
it informs the previous upstream router to reduce the rate of outgoing packets), ex-
p]iéit signaling (the router experiencing the congestidn can send an explicit signal,
by setting one bit in a packet to inform the sender or the receiver of the congestion)
and implicit signaling (the sender can detect an implicit signal of congestibn and
slow its sending rate.)
It is generally acceptéd that the problem of network congestion control remains
a critical issue and a high priority, especially given the groudng size and speed
(bandwidth) of the increasingly integrated services demanded from fixed and mobile
netﬁorks. Moreover, éongestion may become unmanageable unless effective, robust,
| and efficient methods for congestion control are developed. It is wofth noting that a
number of popular congestion control dwigns were developed using intliition, mostly
resulting in simple nonlinear control schemes. From the congestion control solution
deployed in TCP [60] to the popular congestion control schemes proposed to address
the Available Bit Rate (ABR) problem in Asynchronous Transfer Mode (ATM) [84]
several solutions have been studied [25], [61]. As the link speed increases to satisfy
demand, and as the demand on the network for bettex_‘ quality of service increases,
empirical ana analytical evidence have demonstrated the poor performance and
cyclic behavior of the controlled TCP/IP Internet under certain conditions [104].
Fuﬁ;hermore, ‘the interaction of additional nonlinear feedback loops carr produée'
unexpected and erratic behavior [97], and hence new effective congestion control
schemes are needed. Despite the successful applicatibn of control f.heory to other

complex systems the development of network congestion control based on control
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theoretic concepts is still at the research stage.

Few control theory-based attempts can be found in the Literature such as op-
timal [39], [101], linear [11], [97], predictivé adaptive [92], fuzzy and neural [32],
[37], [80], and nonlinear control [89}, [91}. For instance in optimal-based congestion
control approach, Srikant [39] has described and analyzed a joint scheduling, routing
and congestion contrdl mechanism for Wireless Sensér Networks (WSN). Their main
contribution is to prove the asymptotic optimality of a primal-dual congestion con-
troller that models different versions of TCP. The queue lengths serve as common’
ihformation to different ]ayers of the network protocol stack.

The same author has surveyed in [110] recent research on the topic of Intefnet
congestion control. He has emphasized »the role of optimization, control theory and
stochastic models in developing algorithms that perform well even in the presence
of delays and stOCflastic disturbances such as zﬁriva.ls and departures of flows. Note
that no application and no results have been provided in these two studies.

On the other hand, using linear control approach Rohrs et al [97] have proposed
and simulated a congestion control algorithm that can eliminate the large steady-
.stat‘e oscillations from the results of noﬁlinea.r algoﬁthms.' Linear control techniques vv
employed here apply to the case where multivalued feedback is provided directly.
Note that in [97] the proposed congestion control algorithm has been simulated and
evaluated on one hode, whereas it is well-known that performance of such linearized -
control systems are valid only when the system 6perét&s around a linear région.
In [74], Rhors et al have proposed an effective control sfrategy‘for the explicit
rate congestion controller. The main contﬁbutions of this paper are: congestion
éontrol algorithm enbancements including conyergenée rai:e“ improvements, queue
depth management, and a method to reduce coefficient bias without compromising
convergence or significantly iincr'ea.‘si‘ng computational compléxity. Similar to [74],

the authors in [97] consider also a single node.
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Using predictive adaptive (feedback and feedforward) control techniques, the
authors-of [92] propose a congestion control strategy which integrafes -Connection
Admission Control (CAC) and flow control. It provides robust, effective and efficient
congestion control with guaranteed QoS and high utilization of link capacity. It also
tolerates (fairly) long propagation delays because it uses traffic prediction that, due
to the (high-level) correlation present in some Variable Bit Rafe (VBR) traffic, can
forecast beyond the propagation delay. The sensitivity to traffic modeling is also
addressed by using adaptive predictive control. This study has been conducted on
one ﬁbde in which the authors assume no interaction between any of the outgoing
 links. |

Using fuzzy logic techniques, in [32], [33] the authors have proposed a new Ac-
tive Qﬁeue Management (AQM) scileme implemented in TCP/IP networks within
the differentiated-services framework to provide effective congestion control by achiev-
ing high utilization, low losses and delays. The désign of the fuzzy .knovirledge base
is kébt simple, ﬁsing the linguistic interpretation of the system behavior. This pro-
posed controller constitutes an alternative to the existing Random Early Detection
(RED) approach. Robustness and fast response as well as fewer queue fluctuations
have been obtained with the proposed fuzzy system when compafed to the classi-
cal RED in a differentiated-services framework. Even though the authors consider
a netwérk topology with multiple bottleneck links, no analytical results have been
provided and no consideration regarding the interaction between outgoing links is

'rhehtibned; |

In the same context in the domain of intelligent contrdl approé.chés, a cong@-
tion controlr method for ATM networks is studied in .[37] using neural networks. In
~ the proposed method, the coding rate for mﬁlﬁmedia stream and the corresponding
user percentage are taken as the oontroiler output to adjust the cells arrival rate to

the multiplexer buffer. This control method not onlyAminimizes. the cell loss rate,
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but also guarantees the quality of information such as voice sources, which utilizes
the ‘ATM networks as high as possible.

In [91], the authors have introduced a combined control of connection admis-
sion, flow rate and bandwidth for ATM based networks. A fluid flow model in state
variable form describes the time-varying mean behavior of the queueing system. The

_ intégrated control strategy is derived using nonlinear control theory.

For a differentiated-services framework [13], Pitsillides et al [89] have also de-
rived an adaptive nonlinear congestion'controlle: using information on the status of
each queue in the network. Known as the Iﬁtegrated Dynamic Congestion Control
(IDCC), this congestion control scheme that is general and independent of technol-
ogy, (such’ as TCP/IP or ATM) is designed also on the basis of the same concepts
of nonlinear control theory and fluid flow model [1,26,35,65]. | |

Validated in [9), [43], [47], [48], [98], [103], [107], and [113], the utilized fluid
flow model (FFM) is of first-order and simpler than a detailed Markovian queueing
probabiliétic models. In fact, modeling queueing systems is a crucial issue and many
work might be found in the literature. Using the conservation principle the FFM
proposed by Agnew [1] might be used for modeling either queueing and contention
systems as well as loss sysfems [12]. |

However, the FFM which is relevant to our research is also studied in [113]
in c'ndef to 'model the time-varying behavior of ad-hoc mobile networks. Indeed,

- network queues are described using fluid-flow based differential equation models
whicﬁ é.te‘ solved using numerical methods, while node mobility is modeled usmg an
' ad]acency matrix topology representation whose values are determined via discrete
event simulation techniques. Note that even though the network topology utilized is
intérwting in the sense that the closed-loops are considered, the congestion control
f)roblem is not studied. |

To aggregate traffic in packet-switched network management and control,
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bandwidth allocation should be made in an efficient way to provide quantitative
papket—level QoS. But due to the unpredictable, unknown statistical characteristics
of the aggregate traffic this issue is still not fully solved. |

In the literature several efforts have been deployed to address the bandwidth
aﬂocation problem and to propose adaptive algorithms that gﬁa.ra.ntee aggregate
traffic packet-level QoS metrics, such as the average queue length, packet loss, and
packet delay [31], [41], [66], [90], and [106]. Based on online measurement of the
system state and measured traffic information and possibly traffic prediction, the
bandwidth controller adjusts fhe allocated bandwidth on a time scale between a
packet level and a connection level such that the QoS requirement is achieved while
maintaining a high bandwidth utilization.

According to the underlying control techniques usved,r or the QoS metrics guar-
anteed, the existing algorithms can be classified as being either open-loop or closed-
blbop. The opén—loop control approaches involve predicting the input traffic rate usihg
the past history whereas the cldsed—loop control approaches ca.n be further catego-
rized based on thé guaranteed QoS metrics, including the averége queue length [90],
loss [106], and delay [31], [66]. '

To summarize the various classes, one starts with the control .category that
uses the queue lengfh. Based on fluid flow model (FFM), lot of work on Adaptive
'Bandwidth Control (ABC) attempt to méiﬁta.in the average queue length at some
. desired target value so that the packet loss and the average queueiﬂg delay are
kept low. In [93], to improve the global network performance and robustness a
mﬁltﬂevel optimal oontrdl approach is developed to coordinate the decentralized
nodal bandwidth control. | |

"To handle a finite buffet and a finite éapacity situation, the authors of [91]
have proposed a proportional control in the context of the ATM Availa'ble Bit Ré.te

(ABR) service. In order to maintain a low average queue length the authors of [90}
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have derived a bandwidth control using feedback linearization and robust adaptive
concepts. ' 7 |

The second class of non-zero loss guarantee is divided into direct and indirect
approaches. First, a non-zero loss might be guaranteed when ABC is designed to
ensure that the cumulative loss converges to the desired (non-zero) target packet loss
rate and stays at that level. Using integral control in [53], the allocated bandwidth
is adjusted in proportion to the difference betwe_:en the measured loss and the target
loss. ,

On the other hand, the packet loss might be guaranteed indirectly after trans-
lating the loss réquirement into some other performance measure [106]. In [106},
using fuzzy control the average queue lengﬂh ]S maintained between a queue thresh-
»old pair that depends on the target loss rate. Note that at low target loss rate, the
target queue length can be so small that the control approach becomes ineffective.

The third class guarantees a zero loSs by allocating the bandwidth that matches
fhe arrival rates which is best implemented in open-loop control. Indeed, zero loss
can be expected whenever the service rate is sufficiently greater than the arrival
rate [41]. Guaranteeing a delay requirement, the fourth class is studied in [66], in
which bandwidth adjustment is used to guarantee a probabilistic delay bound. For
a single server the probabilistic delay bound requirement is that the probability that
the packet queueing delay will be greater than some value is less than some other
small value. ' o
| The last classguarantees a multiple QoS metrics. In [31], a class-level ABC
is developed for a quaﬁf:atiﬁe Assured Forwarding (AF) DiffServ class with absolute

-and relativé differentiation of delay and rate guarantees over the duration of a busy
period. |

Mhmore, in NCS [5] the sampling peﬁbds of control systems (thus their
bandwidth consumption) is linked to the congestion level fed back from the network.



In other words, NCSs adapt their bandwidth usage by varying their sa.mpling periods

so as to avoid congestion in the network.

1.5 Thesis Contributions

The research conducted in this thesis attempts to investigate the following issues.-
B Communication metrics for NUS’s
To successfully Aca.rry out NUS missions, communiéétion among assets need
to be conducted efficiently. In contrast with conventional cominuhicatiéﬁ networks,
NUSs have specific features that may render the communication problexﬁ more com-
‘p]ex. In this research, the main NUS characteristics are stated as follows: (a) hetero-
geneity of assets in terms of resources, (b) topology that may be fully-connected [42],
(c) real-time requirements that are imposed by de]iver-yv timelines of messages for
the involved physical assets in uncertain environments, (d) time-delays that may de-
: grade pérfdnna.nce of the closed-loop dynamics, (e) bandWidi:h'éonstra.ints reflecting
differences in assets characteristics, a.nd (f)bpr(')tocol limitations in mainly complying
with wireless features of these networks [27], [59]. In order to model and simulate
the abo-ve NUS chafacteristics,‘ a differentiated-services fully~con‘nected‘ netWork is
clustered. Each NUS cluster is defined as a group of three nodes, namely, a sensor, a
deéisioh—maker, and an actuator. By using the fluid flow model (FFM), the overall
dynamics of our cluster is derived as a time-delay dependent system.
B Bandwidth allocation control for NUS
In this thesis, and corr%pondin'g’ to our deﬁned time-delay depenaent NUS
-cluster, the resource (bé.ndWidth) allocétion broblein is investigated for different
configurations in terms of possible interconnections of various assets. We have
demonstrated the difficulty of allocating the bandwidth to different nodes of a NUS

by implementing a standard PID controller. In effect, through simulations we have
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shown that depending on interconnections between the netWork nodes, the behavior
of the closed-loop system vary considerably such that the network might become
even unstable. This difficulty can be however addressed by using elaborated nonlin-
ear control approaches. ' |
The first nonlinear control approach that is investigated is the input-output
linearization-based congestion controller. By assuming that the input traffic and
the delays are measurable, the controller has demonstrated a good performance and .
can achieve the imposed steady state error and the transient design speciﬁcations.'
The second nonlinear congestion controller is designed using the sliding mode
machinery. By assuming that the input traffic and the delays are measurable, the
time-delay dependent control system dynamics is derived and shown to be asymptot-
ically stable for a fully-connected configuration. For unknown delay and measurable
’input trafic, we have derived the time-delay dependent control system dynamics
which is shown to be asymptotically stable for a cascade configuration. Under the
’ same assumptions on the delay and the input traffic and for conﬁguration having é
feedback traffic (loop), the stability of thé derived éontrol dynamics is guaranteed
~provided that the timé—delay is upper bounded. .
~ For unknown delay and by estimating the input traffic, the error dynamics -
of the overall NUS cluster is derived as a generic time-delay system for different
network configurations. Mbreover, by considering the node mobility, our proposed
robust congestion controller is evaluated for é. wide range of operating points with

'demonstrated good performance and stability.

B Combineq bandwidth allocation and flow rate control
In this research, three robust integrated ba.nciwidth allocation and flow rate
control strategies are proposed. The proposed controllers ma.mta.m the average queue
Iength of each buffer of the network by dynamically allocating the bandwidth to the

server, and control the flow rate.
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The first robust control strategy is an improved version of the strategy pro-
posed in [91]. This strategy is empowered by robustness capabilities and constitutes
‘a benchmark solution to the third sfrat’egy. The first and the second strategies do
not need any knowledge about the incoming traffic in order to compute their com-
" mands while in t_he. third strategy, the input traffic is assumed to be measured or
%timatéd; A comparative study between the ﬁr_st and the third proposed stré,tegies
is conducted and the result_s can be stated as follows: a) for any network configu-
ration, proposed strategies guarantee convergence and stability of the time-delayed
netwdrk, b) the buffer queue lengths répons% obtained by ﬁsing the first strategy
are quite oscillatory while those obtained by using the third strategy are oscillation
free, c) the results obtained by using the third strategy for a measurable input traffic
» -aﬂré much better than those obtained for estimated input traffic, and therefore, an

improved estimator would compensaté for the overshoots (e.g. o —modification ).

. B Robust congestion cdhtrol strategies for differentiated-services '

Our research investigations have led to several congestion control strategies.

In these stfategies, the buffer queue length is used as a feedback information to
contro'l locally the queue length 6f each buffer by acting on the server bandwidth
and simultaneously sending back to the ordinary sources the allowed maximum rate.
Our proposed congestion strategies can be éategbrized into three classes. Using the
sliding mode generalized variable structure techniques (SM-GVSC), the first and
the second c_:lasses of congestion contrbl strategies are called as non degenerate and
degenerate G'VS control approaches, reépectively. Inl fact, the GVS control technique
is recéntly introduced in [44] to alleviate the undesirable chattering phenomenon by
designing a control law that switch% on the derivatives of the control input .(non
- degenerate case) rather than on the control inpﬁt’itself as in the classical variable

structure (CVS). In cases where the GVS design leads to a control law that does

not exhibit the derivatives of the control input, it is then denoted as the degenerate
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case.
In the first class, three different decentralized end-to-end control strategies
are proposéd. The end-to-end control approach refers to the fact that the node
controller notifies all the upstream ordinary sources in order to reduce the traffic in
case of congestion. The first control strategy consists of solving the sliding mode
condition which is inspired from the equivalent control-based sliding mode control
method. The second control strategy consists of adding a discontinuous term to
the classical input-output linearization-based control law for robustness purposes.
Finally, ‘the last control strategy utilizes the hyperplane oonvergénce equation as a
nonlinear feedback 'control. | N

The second class of congestion control strategies (degenerate case) uses the
hyperpiane convergence equation as a ﬁonlinear feedback control. Three strategies
are proposed, namely, the decentralized end-to-end control, the semi-decentralized
end-to-end control, and the distributed 'ho'p—by-hopkcontrol.

For a measured ihput traffic, the decentralized end-to-end control strategy is
first implemented on a Diffserv single node, whose time-delayed dependent conges-
tion control dynamics is derived analytically in order to guarantee stability of the
closed-loop system. The proposed congestion controller has demonstrated good per-
formance and robustness to a burst of input traffic. The decentralized end-to-end
control strategy is then implemented on a Diffserv cascade network and the resulting
time_—delay control dynamlcs is shown to be sta.blé. Siﬁmla.tions results have shown
that for the Premium service, the buffer queuis‘ éonverge to their respective refer- -
ence sets and er the Ordinary service, the convergence of the Buﬁ'er queues can be
reached but with oscillatory responses indﬁcing a steady state error. '

By estimating the .input traffic and adding the bandwidth control of the Ordi-
nary service, a semi-deceﬁtra.lized end—to—end control strategy is proposed and im-

plemented first on a three nodes cascade network and then on a five nodes cascade
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network. For the three nodes (cascaded) configuration, the controller has demon-
strated good performance and convergence. For the five nodes configuration, the

" simulation results have shown that the buffer queué length responses corresponding
to the ordinary service are oscillatory. One can argue that the semi-decentralized
end-to-end control approach is limited due to a lack of scalability.

By estimating the input traffic and adding the bandwidth control of the Or-
dihary service, a distributed hop-by-hop congestion contfoller is investigated first
on a general mesh network and then on a NUS cluster.b Note that ébntrary to the
mesh network, the NUS clustgr is mainly characterized by traffic feedbacks. For
each network, the resulting closed-loop network cluster error dynamics is studied as
a time-delay system and stability conditions are derived that are only dependent |
on the configuration of the network. The analytical results are confirmed through a
number of simulation case studies. For a five nodes network, our control has demon-
strated good performance to dynamic input traffic resulting in a good scalability
property. For our network cluster, a comparative sfudy is conducted to demonstrate
and illustrate the advantages and superiority of our proposed congdstion controller
when compared to a conventional method (which in general results in an unstable
closed-loop system). |

The third class qu congestion control strategies are designed using the classical
input-output linearization-based nonlinear control theory. In fact, this controller is
derived for further comparison with the above GVS Céhg&ction (':ontrdllers, The com-
parison study will be conducted to show the performance and robilstnSs capabilities

of the GVS congestion controllers.

1.6 Thesis Structure

As illustrated by Figure 1.1, this thesis is structured as follows. After reviewing the
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Figure 1.1: Thesis Structure.

necessary tools for designing our proposed control strafegies and the related work
in Chapter 2, an integrated bandwidth allocation and-flow rate control and the
congestioh contr‘ol:pr(r>blems are introduced. A NUS cluster is deﬁnedé.n_d modeled
in Chapter 3. Chapters 4-8 cénstitutg the core of our resea.rcﬁ. Chapter 4 is devoted |
| to the bandwidth allocation control and Chapter 5 treats the integrated bandwidth
allocation and flow rate contrbl. Chapters 6-8 are devoted to the congestion control
for DiffServ networks. The non—degenerate GVS control strategies a.ré investigated

in Chapter 6 and the degenerate GVS control strategies are studied in Chapters 7
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and 8. In Chapter 7, we proposed our first method of the degenerate GVS control
strategies and our second method is proposed in Chapter 8. Final conclusions and

future work are stated in Chapter 9.
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Chapter 2
Backgound

2.1 Introduction

This research addresses bandwidth allocation and congestion control problems. The
“sliding mode machinery is utilized in order to design the proposed robust model-
| based algorithms. In virtue of the robustness capabilities of the sliding mode control,

an inaccurate/uncertain queueing model can be used. The fluid flow model that

is one of the most intuitive and popular techniques that model a wide range of
networked systems ‘[1], [26], [65], [125], [126], [128] is introduced in the first section.

In communication networks, bandwidth allocation, flow control, and connec-
tion admission control can be studied either separately or preferably in a combined
vway; In the second section of this chapter, the integrated cont_rol of bandwidth; flow
rate, and connection admission proposed in [91] is discussed. As far as the conges-
fidn co'ntfol problems are ’concerned-‘, our proposed solutions consfituté alterné,tives

to_the integrated dynamic cong&etibn‘ controller (IDCC) in [89]

The aforementioned sliding mode-variable structure control (éM;VSC) ma-
chinery 1s reviewed in the last section of this chapter. The SM-VSC approach

that we use is also known as sliding mode Generalized Variable Structure Control
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(SM-GVSC) [44]. Contrary to the sliding mode classical variable structure control
(SM-CVSC) that is studied in the context of differential geometry [95], [116], the
SM-GVSC control uses the differential algebra tools.

2.2 Overview of the Fluid Flow Model (FFM)

Among a number of formal models that ﬁlay be used in describing the queueing
systems, the fluid flow model is one of the most intuitive and popular techniques
that could model a wide range of networked systems [1]. The fact that the FFM can
be used both at the edge and inside the neﬁvork as well as for wired and wireless
corhmunication networks indicates its merit as a unifying framework for evaluation of
the performance of fhese networks. Indeed, based on the flow conservation principle,
the following equation of FFM represents the rate of change of information z(t)
queued in the buffer as a difference between the arriving input and the outgoing
output information rates fin(t) and fou(t), respectively, assuming that no losses
exist, that is |
£(t) = fin(t) = four(t)
where f;,(t) = X;(t) is the rate of arriving customers at the buffer queue and fou: )=
C(t)G(z, 1), denotes the function of the state variable z(t) representing the queueing
length, with G(z,t) representing the ensemble average utilization of the queue at
time t, whereas C (¢) denotes the ‘qapaéity of the queue server. In fact, the commoniy
utilized approach to determine G(z(t)), is to mafch the steady state of the éboVe
d_ifférential equation with that of a queueing theory model based on M/M/1. Note
that in the Kandall’s repreSentatibn,' M corresponds to the interarrival and service
time distributions, respectively, while 1 d‘eSignates the number of servers;
Validated by several research work [1], [9], [43], [47], [48], [98], [103], [107],
and [113], the FFM may be represented according to different forms and the variant
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Figure 2.1: Control strategy implemented at each switch output port [17]

of the FFM we are interested in is much simpler than the probabilistic models [114],
and also of a Jow-order complexity.

In the congestion control prbblem, the buffer queue length is maintained close
to some desired value by acting on the buffer server capacity. However, for control
purposes, the fluid flow model can be represented as a system of state and output
equations as given in (2.1). Note that y;(t) is the output variable (this is to follow
the standard structure of dynamical systems in the state space representation form)
that is taken for simplicity to be the same as the state z4(t). One way to control
the information flow is to divide the traffic into three main classes (refer to Figure -
2.1), according to fheir priority and the degree of their importance [89]. The most
important traffic class, i.e. the first class, is the Premium traffic service which
requires strict guarantees of delivery within a given delay and loss bounds. The
éecond class of traffic, the Ordinary traffic service allows the network to regulate
the input flow, while it tolerates the queueing delay but doesn’t tolerate the loss of

information. It mainly uses the left over capacity from the premium traffic service.
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The Best Effort traffic constitutes the third élass which is less important than the
. above two classes, such that it utilizes the left over capacity from the premium and
the otdinary traffics. Since the third class does not intervene with ﬁhe control desfgn,
only the Premjum and Ordinary traffic services are represented by the nonlinear
equation (2.1) where f = (p, r) with p and r indicating the premium and the ordinary

buffer dynamics, respectively,

() = ;Cf(t)?(t)—:i +Xig o 21)

ys(t) = z4(t)
2.3 Integrated Control of Bandwidth, Flow Rate
and Connection Admission |

Traffic control and resourée management are crucial in order to guarantee the desired
grade of service in multihedia and multiservice broadband networks as for example -
in Asynchronous Transfer Mode (ATM) based networks. Bandwidth allocation, flow
control and Connection Admission Control (CAC) might be studied in a separate
way or preferably in an integrated way. In [91], the authors state that the design
of the entire system and the interaction of the various components is often more
important than the optimization of individual components. However, they propose
a nonlinear control solution in the form of a combined dynamic feedback controller
for bandwidth, flow control and connection admission. In ATM architectures, the
‘ABR traffic that can be seen‘as a premium traffic may compe_te the network resources
thh a Guaranteed traffic. To avoid cell losses of the ABR traﬁic; the latter needs
to be controlled. As illustrated in Figure 2.2, the controller ensures an éppropria{:e
CAC policy (bounds guaranteed traffic), exerts influence on ABR traffic flow into
the server (to avoid congestion) aﬁd using feedback information from the netwofk

state (queue length) it dynamically allocates bandwidth (cell-server-rate, capacity)
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Figure 2.2: Integrated control concept [91]

to ABR traffic (to impfove network resource utilization).

Flow control is exercised on the output of the ABR source which is considered
as a local buffer. Any unmet ABR traffic demand can be thought as stored in thé
local‘ buffer and whenever the resources become available it is paced in the network.
In [91], the authors ﬁrsl; consider a single node with ABR traffic and derive their
proposed nonlinear control strategy and then an extension to guaranteed traffic and
multiple nodes are considered. Using the FFM of equation (2.1), the model (2.2)
describes the time varying mean behavior of Available Bit Rate (ABR) traffic, which

competes with Guaranteed traffic

(t) = —o(t)z(‘t‘)‘ﬁ’r =+ MPR() + X (8); o{ta) = 20 (2:2)

where 0 < a:(t) < Tbufsizemez With Ziufsizemaz is the maximum buffer size and 0 <
C(t) < Ciery With Csepy, is the maximum server capacity. For simplicity, we consider
directly the case of non-zero guaranteed traffic. Defining the state error as e(t) =

:z:(t) — Z,ef, where z,¢s is the desired reference queue length, equation (2.2) can be
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_ written as

e(t) + Zres
e(t)+ zrep+1

In this ca$e, by choosing C(t) = ap(1 +e(t) + Zres) = ap(1+z(t)) one obtains

é(t) = —C(2) + MBR(f) 4 A" (1) (2.3)
[91] &(t) = ~ape(t) — apTres + AABR(E) + A" () where a is the design parameter.
Note that the approach considered by the authors is well known as an input/output

linearization-based feedback control. The apprbach'pérmits to choose a. closed-loop
dynamics having a stable behavior with predefined specifications. Two cases can be
considered, namely, measurable or unmeasurable guarémteed traffic.

Case 1: Measurable Guaranteed traffic _
By choosing MBR(t) = a,Z,e; — AL (t), and the above C(t), equation (2.3)
becomes é = —a,e(t), whose solution is given for all £ > to by _
e(t) = E;,“P(‘;‘°)e(t0); and
- B() = e + BT 2 (t0) — Tiey)
since 0 < z(fg) < Zres, then 0 < z(t) < Z,f for all t > t5. Note that E, denotes
the exponential function symbol.

Case 2: Unmeasurable Guaranteed Traffic

By choosing Af?R(t) = 0, T,es ODE obtains
é = —ape(t) + A (t)
whose solution is
| e(t) = B¢ le(to) + /to t E;p"r("—f),\,?"‘“'(r)dr |

- AT is an upper bound for AY“*" that is known (can be provided by an appropriate

CAC policy) then

—ap(t—to) Mo E%a,;(t-to)
e(t) < E_; e(to) + a_,,(l -k, )
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or ‘
guar ‘ yguar

A 7
Z(t) < Trep + 2= + E;;,ap("“to)(z(to) - Azmmc)
p ap

Depending on the values of z,.;, Ana, and according to the dependence of MABR

with respect to o, when

guar
A'ima:z Cma::

K
. Tbufeap = Tref 1+ Tbufeap :
where Cppngz is such that Crae < Ciery, AAER has to exceed a certain minimum value

MEBR for control strategy to be effective in presence of guaranﬁeed traffic [91].
Now in order to extend the application of controlling the bandwidth allocation
and flow ratg to n ATM switches; let us write the allocated VcapaciAty for each switch
as follows
Ci(t) = a";(l + 27)
and the ABR traffic is now limited to

MBR(E) < Gemar

where @ = min(ay, .. .,0}); €maz = MIN(Tp4p, - - - ; Tinge) a0d sﬁbscript j indicates
an ATM switch j. Note that index j designates the j** switch whereas index 7 utilized -
jn A; indicates input traffic. The control strategy is clearly fully decentralized and the
‘independence of the propagation delay between the switches is present. Regarding
“the CAC policy, for the ABR traﬁic its admission is only limited by the local buffer
traffic SOmCe, whereas for the gua.ranteéd traffic rate its admission must remain less

than a portion of C,,.az, as given below [91]

Aguar < Cnm(xbufcqp-xref) ’
maz 1+ Zbufeap

Remark 2.1. The above results are interesting in the sense that the decentralized
controller combines the three strategies to control the bandwidth, the flow and the con-

nection admission. However, in [91], the sensitivity is evaluated through simulations
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and the results are not shown analytically, second the stability and the sensitivity to
the time-delays are not studied in presenée of feedback loops. This is of particu-
lar importance since they use a feedback linearization technique that cannot ensure

robustness. These issues are all addressed and considered in our investigations.

24 Integrated Dynamic Congestion Controller

(IDCC) Strategy

General and independent of the technology, as for example in Transport Control
Protocol /Internet Protocol (TCP/IP) or Asynchronous Transfer Mode (ATM), Pit-
sillides, et al [89] proposed the Integrated Dynamical Congestion Controller (IDCC)
to solve the congestion problem in networks. with multiple classes of traffics. In
their paper, packet term is used for both IP packets and ATM cells whereas switch
is used for both ATM éwitch and iP routers. Byvdiff_erentiating each cléss of traffic,
the control objectiw}e for each class is ”decoupled"’ from the rest, thus simplifying
the overall control design. The control strategy is model-based dynamic feedbabk
Iinéa._rization, with proportional plus integrai action and adaptatidn.

Each Origin-Destination (OD) flow may be classified as Premium service, Qf—
dinary service and Best Effort service, as discussed previously. Assuming their ref-
erence model is a generic output buffered switch with K input and K output ports,
each output pbrt haé one physical or logical queue for each traffic class. Because of
| the limited link cépacity at each output port there is a rate mismatch between the
flow into and out of the queue resulting in cbng&etion problem.

o To .soife this pfoblem,- the IDCC ls impiemeﬁted at each output port. 'i3y
tightly controlling each output bort, the. overall network is tighﬂy contmlled. For
the premium traffic service, by dynamically ailocating the node capacity the queue

length in the node’s buffer is controlled. The desired reference setpoint for the queue
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is chosen by the network operator to indirectly guarantee acceptable bounds for the
maximum delay and loss. Indeed, as mentioned previously the IDCC is based on the
FFM givén by equation (2.1), in which X;,(t) < ic:,d < Clsery, Where l};;d is a constant
indicating the maximum rate that could be allocated toA the incoming premium traffic
(i.e. through the connection admission policy) and Cier, is the physical capa.city
of the server. By substituting for the derivative of the state in equation (2.1),
instead its error derivative é,(t) = () and nothing that e,(t) = =,(t) — =,
where z7¢/ is the desired average state of the bremium traffic buffer, and by using
feedback linearization and adaptive control ideas, the premium control input that

is the capacity Ci%(t) which is bounded by Ci(t) < Ciery is chosen as

Ci4(t) = mas[0, min{Cierv, (1)}] | (2.4)
where .
iy idepn 1T () + 2 (t) d :
% .(t) = P} (t)_ O+ 270 logen(t) + K5 (2)] (2.5)
with .
. 0, if z,(t) <001
i (8) = { 1.01z,(t) —0.01 , if 0.01 <=z, () <1 (2.6)
1, if xp(t) >1
and

K'(t) = Pl5e ), 0<K(0) <k
where P[] is the projééfion operator defined as
(G9e,t) . if OSKAD <R
Sleplt) , if KO =Kle)<0

. @2.7)
Fde(t) , if E3(t)=0,e,t)>0

P[5, ()] = 4

{ 0o, otherwise

where o} > 0, and i > 0, are design constants that affect the convergence rate

and performance. Whenever, the premium service has excess capacity beyond that
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~ is required to maintain its QoS at the prescribed levels (as set by the queue length
reference valué), it offers it to the ordinary traffic service.

On the other hand, for the ordinary traffic service, using the leftover capacity
+ after serving the premium class, and dynamically acting on the flow of the ordinary
traffic into the network,‘ the queue length of the .ordinary traffic buffer is controlled.
The ordihary traffic buffer queue length reference is‘a.lso chosen by the network
operator whereas the ordinary rate that is the control variable is calculated by the
IDCC scheme. This rate is subsequently sent tb the implicated sources to inforrh
'them about the maximum allowed rate they can transmit o‘ver the next control
interval. In effect, attempting that the average buffer size z,.(t) remains close to the
desired value z7¢/ | the FFM-based ordinary traffic control strategy consists of first

- choosing C(t) such that
» C:d(t) = maz|0, Coerv — C;d(t)] | (28)

and then by using the feedback linearization the ordinary controlled traffic rate

Ai(t) is chosen as

MH(t) = maz[0, min{C(¢), ()}] (2.9)
where |
id(sY _ (vid (1) id :
) =C (t)(m) — og'e(t) (2.10)

with o4 > 0 is a design constant.

Accordihg to the best effort traffic, the corresponding’ éontrol strategy utilizes
any instantaneous leftover capacity to tl;a.nsmit a packef. from the best effort buffer.
This increases the network utilization during peribds of insufficient supply of packets

from both the prerfﬁum and the ordinary traffic services.

Remark 2.2. Reference [89] has introduced a significant contribution fo the conirol

of networks area specifically to the differentiated-services architecture. The proposed
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congestion control approach uses nonlinear control tools and adaptive éoncepts. Nev-
ertheless, we believe that the fact that [89] does not consider the coupling effects may
constitute a serious limitation of the proposed decentralz’éed IDCC. In addition, whilst
the control system may reach insensitivity to time-delays in the premium channels,
we believe that the ordinary channels would be sensitive to time-delays especially
given that the considered feedback linearization apj;roach is not known to be robust.
Finally, [89] does not consider feedback loops in a network environment, a situation
that will change the dynamic interactions of such control systems. In this thesis, all

these aspects will be investigated and addressed formally.

2.5 Sliding Mode Variable Structure Control (SM-
VSC)

'2.5.1 Principles of SM-VSC

The existence of the sliding mode in a manifold is due to ﬂie discontinuous nature
of the variable structure coﬁtrol which is a switching'between two distinctively dif-
ferent system structures; Such a syst;,em' is characterized by a potentially excellent
performance that includes insensitivity to parameter variations and a complete dis-
turbance rejection. It should be noted that the SM-VSC control design does not -
require an accurate model of the plant. Furthermore, as ‘fa.r. as the MIMO (multi
input/multi output) systems are concerned, a decomposition into a SISO (single
input/single output) switching system permits one to simplify the design prdcedu_re.‘
However, since the switching could not practically bé implemented with an infinite
frequency (as required theorétically for.the idea.l sliding mode case), the 'discontin_u-
ity generates a chattering in the control, which may excite high-frequency dynamics

that are neglected in the model, and therefore can cause damage to the system.
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Consider the nonlinear dynamic system in which the time variable is not ex-

plicitly shown, that is

= fs(x) + gs(x)U +0 (2'11)

- where z € X is an open set of R", F:(@) = [frsr Fosr-- -5 FaslTs 9s(2) = [g15) Goss

. ,9ns)T are vector fields defined on R™ with g5(z) # 0, Vz € X, § is the external

disturbance, and the control is deﬁned- such that U : R* — R. '
Assume a hypersurface S = {z € ®" : S(z) = 0} denoted as the ”sliding

surface” on which discontinuous control functions of the type

+ . :
U Ut(z) if S(z)>0 ‘ (2.12)
U (z) if S(z)<0
makes the surface attractive to the representative point of the system such that
it slides until the equilibrium point is reached. This behavio; occurs whenever
- the well-known sliding condition SS < 0 [116] is satisfied. Using the directional
'derivative Ly, S, this condition may be represented as sli)xtl)l+ (Lg,4g,u+S) < 0 and
sl_'»ugx_(LfergsU— S) > 0, or by using the gradient Vof S and the scalar product< .,. >
as s%k VS, fs+9Ut >) <0 and sl;llgl_(( VS, fs+ g U >)>0.
A geometric illustration of this behavior is shown in Figure 2.3, in which the
- switching 6f' the vector fields occurs on Fthe hypersurface S. In effect, depending on
the system state with respect to the surface, the control is selected such that the
vector fields converge to the surface. One of the most popular SM-VSC approaches
is the well-known equivdent ‘control method, which corresponds to the ideal sliding
mode. To this equivalent control U,,, one may add a discbntinuéus control compo-
nent AU as follows, ‘
U=Ug,+AU (2.13)
where the equivalent control component U, is derived suéh that the previously

defined hypersurface is a local invariant manifold. In effect, when S(z) = 0,
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$>0
S{xj=0

Figure 2.3: The geometric ﬂIustratlon of the sliding surface and the sw1tch1ng of the
' vector fields on the hypersurface S.

Lfs+ysveqs =< VS’ fs + gsUeq >= 07 then

<VS, [, > Ls,S .
U, =— v =—— .
« < VS, g > L,S (2.14)

where the second component corresponds to the discontinuous control so that AU =
—bsgn(S), ﬁ(ith the gain b chosen to be greater than the amplitude of the perturba-

tion signal 4.

2.5.2 Sliding Mode Generalized Variable Structure Control
(SM-GVSC) [44]

Recently, using powerful techniques based on linear algebra outstanding contribu-
tions to the control theory of dynamical systems have been made by M. Fliess [44].
“Contrary to ‘a classical variable structure (CVS) in which the equivalent control
method may be utilized to any form of the model (2.1), the generalized variable
structure (GVS) considers any system that is represented by both linear and nonlin-
ear canonical forms known as G’enefalized Canonical Forms (GCF), which may ex-
plicitly exhibit time derivatives of the control input. The case in which the canonical

form does not contain these derivatives is called the degenerate case. The presence
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of derivatives in the canonical forms is suitable for chattering alleviation purpbse.
These canonical forms might be obtained subject to the existence conditions of the
differential primitive element for nonlinear systéms, or cyclic element for linear Sys-
tems in the context of differential algebra, by eliminating the state in the original
Kalman state' space repr_esentation. The elimination of the state in the model can
be considered by using fhe Conte’s theorem [34], [95]. |

Consider the nonlinear dynamical system
& = fi(2) + gs(z)u

y = h(z)

Assume that a strictly positive integer o; exists such that o; = d — r4, where 74

(2.15)

is the relative degree of the system with respect to the output y and d is such an
integer that satisfies the following rank condition

Ohes oy WD) _ 8k, ey D, BEP)

oz or (2.16)

rank

The elimination of the state z in both state and output equations (2.15) will lead

to the differential equation below
(@5 y@ D, 9D g, ul) = 0 (2.17)

By defining a new variable z; = y*~! where i = 1,...,d, and under the condition that
the Jacobian %y()(();; should be Ipca]ly nonsingular, the transition from the implicit
" input-output representation to the locally explicit generalized observable canonical
form (GOCF) given by (2.18) may be accomplished as follows | :
iz i=12.m—1 |
(GOCF){ 2, =((z,u,4,...,u™) - (218)
y=2z |
Considér the reference tracking trajectory Wgr(t) = [yr(2), 9r(t), .- -, yg'_l)(t)]T_, and
define the tfacking error vector e(t) = [e1, ez,...,e,]T = z(t) — WR(t) such that
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eg=y—yrand g = egi;l) =z — yg—l) withi=2,...,n. The systém (2.18) is now
rewritten in the error state space as follows ’

é; =€y, (1= 1,...,ﬁ— 1)

én = ((Wr(t) + e(t), w8, .., u™)) — g (e) (2.19)

@Q1=Y—UYr
Finally, in the same error state space, assume a hypersurface S(t) = e,.+2::11 8;€; =
0 on which the representative operating point of the control system slides until the |
origin whenever the sliding condition SS < 0 holds [116]. The GVS control Jaw may
be derived either by solving this sliding condition or by applying some feedback

linearization to the system (2.19). One type of feedback linearization may be stated

as [44] !
Uzt u®) = a7+ ) by; (2.:20)
=1 i=1 |
where z = [z1,...,2,)7, v = [vy,...,q,]" is the new input, and the coefficients a;, b;

"~ are chosen according to the stability conditions of the resulting linearized system.
In our application we use another kind of feedback control that is based on the -

convergence of the hypersurface (ref to Chapter 6, Section 6.2.4).

2.6 Conclusion

‘The necessary tools fér dwigning the proposed robust congestion control strategiesb'
‘are reviewed in this chapter. One sfa.rts by choosing an uncertain fluid flow model to
design the model-based robuét c'Oﬁgestion control stra,tegi‘&s.b The combined control
of bandwidth, flow rate, and connection admission concepts are discussed as stud-
ied in [91]. The co_néépt of an ihtegrated dynamic congestion controller (IDCC) as
'proposed in [89)] is also reviewed and presented. Finally, the sliding mode variable
structure control is debated in the context of the differential geometry for the clas-

sical variable structure and in the context of differential algebra for the generalized
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variable structure systems.
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Chapter 3

Proposed Networked Un‘ma'nned

Systems

3.1 Introductidn

The aim‘ of this rgsea.rch is to address the‘ bandwidth allocation and congestion
control problems for differentiated-services (DiffServ) networked unmanned systems
(NUS). In NUS syStems, asset tasks may be classified into three main classes, namely
sensing, decision-making and actuating. Depending on the sfrateg that is édopted,
NUS nodes are often organized in clusters {72] and in cooperation with other clusters
they would autonomously or semi;autonomously_ achieve and contribute to accom-
| plishing desired performance specifications and behaviors. By-analogf to netWork
control systems (NCS), we define in this chapter our NUS éluster as Being a group
of three nodes, namely, a sensor, a decision-maker, a.nda.n actuator.

To successfully carry out NUS missions, communication among assets need "
to be accomplished efficiently. In contrast with conventional communication net-
works, NUSs have speciﬁc features that may render the communication problems

more complex. NUS are mainly characterized by (a) heterogeneity of their assets



Omst Our2 : Custrn

(a) Generic setup of a NCS [122], [127] {b) Generic setup of a NUS [18] -

Figure 3.1: Generic setups of NCS and NUS, respectively.

in terms of size and resources, (b) topology that may be fully-connected [42], (c)
real-time requirements that are imposed by delivery timelines of messages for the
involved physical assets in uncertain environments, (d) time delays that may de-
grade performance of the closéd-]oop dynamics, (e) bandwidth constraints reflecting
differences in speed of assets dynamics, and (f) protocol limitations with mainly
compliance to wireless features of these networks [27], [59]. In this >chapter, thé clus-
tering of a general NUS is considered and a generic setup. is proposed as tﬁe NCS
counterpart. Using the fluid flow model (FFM) discussed in Chapter 2, the overall

differentiated-services (DiffServ) cluster model is derived.

3.2 Clustering of Networked Unmanned Systems

As mentioned in Chapter 1, tﬁe tésks dedicated to unmanned systems in order to
perform Command, Control, Cbmmunication, intel]igence, Surveillance, and Re-
connaissance (C3ISR) operations, can be classified as sensing; processing or decision
making and actuating. |

By a.naiogy to networked control sj;s_tems (NCS) [5] that are defined as control
systems where sensors and‘ actuéfOrs exchange data over a communication network
(refer to Figure 3.1(a)), assets or nodes in NUS ﬁlay: a) also receive information

from other nodes, proc&es them and send the decisions made to other nodes, b)
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" interact with the physical environment, and ¢) be represented as a set of n clusters "
(see Figure 3.1(b)). Nevertheless, their difference lies in the fact that NUS is an
interconneéted network with bidirectional data and traffic flows. Indeed, data may
be fed back to the upstream nodes (i.e. the senders) after certain processing by
nodes and assets. This inherent positive feedback characteristic also known in the
NCS literature as ” clbsing the loop over the network” constitutes thus as one of the
main challenges of NUS since it may lead, in the worst-case scenario, to instability
of the network. Moreover, the nodes and the graphs are also not fixed, in the sense

that they may be exchanged and grouped with other cluster nodes.

Figure 3.2: A single cluster module for a NUS obtained after clustering a large scale
NUS that is shown in 3.1(b) [18]. :

3.3 General Networked Unmanned Systems with
a Fully-Connected Topology

From the discussion in the above section, and after representing a NUS as an ensem-
ble of clusters consisting of a sensor,v a decision maker and an actuator, it is worth
| meﬁtioning that these clusters can be interconnected differently leading to various
topologies.

In communication networks, several topologies can be found such as star, ring,
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Figure 3.3: Proposed nxn nodes network.

mesh, and fully—conﬁected. In the communication community, it is well—knonn that
the mesh and the fully-connected topologies are the most complicated. In addition,
when compared to the star and the ring topologies, the mesh topology is appropriate
for distributed hop-by-hop control strategies. For example, a wireless mesh network
topology that is called an ad hoc multihop network was successfully developed for
industrial control and sensing at Massachusetts Institute of Technology (MIT) Media
Lab. Even in harsh industrial environments, the mesh topology is able to ensure
the reliability of the entire network [3], [4].

In agreement with the general network that is depicted by Figure 3.3, two
topologies are considered in this thesis. The first topology as utilized in Chapter 8
to simulate an Internet network is basically a well-known mesh topology in which the
traffic flow directions are set as follows: (a) the nodes are assumed to communicate
in diagonal directions, and (b) the nodes located at the core of the network are
assumed to be differently fed along the vertical directions, the nodes of the even rows
are assumed to receive information flows while those of the odd rows are sending
information flows. For example, by considering that n is an odd number, the nodes

of the last row are hence sending vertically information to the nodes of the top
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row n — 1. To each node of our network, one connects a source/user (denoted as
Uy, h = jll,jlz,---,jin,---,jnl,jnz,---,jgn Wﬁ)h j = [s,d,a] where s, d, and a
denote the sensor, the decision-maker, and the actuator, respectively.).

The second topology simulating a NUS network in Chapter 8 contains the
interconnections characterizing the first topology as well as the interconnections
(feedback traffic) between the cluster nodes, namely, the sensor (s;;), the decision-
maker (d;;), and the actuator (a;;). Note that in the network illustrated as a general
NUS of nxn clusters by Figure 3.3, the connections characterizing the feedback traffic

are not represented.

3.4 Differentiated-Services Cluster Definition

“In the same spirit as the NUS shown in Figure 3.1(b), our network as represented
in Figure 3.2 may be defined as one cluster with three interconnected nodes [14],
namely a sensor, a decision-maker, and an actuator. The_ three nodes in a given
cluster are primarily commﬁnicating with one another and ultimately communicate
with other clusters. Iﬁ Figure 3.2, the dashed lines represent the other .connections
that are not considered in this study. -

The information types communicated among the cluster nodes could be con-
sidered as singlé traffic (Best Effort service) [18] or as multi services, namely a
differgntiéted—services traffic [17,19]. As illustrated in Figure 2.1 and according
to the DiffServ Code Point (DSCP) [13], [85] and [89], our information traffic is
generated at the edge of the netﬁork as three aggregates and then. buffered in the
node output port of the network core. In fact,l each node Oﬁtput port consists of
bthree phys.ica.l .or logical queues and consequently, the tra{ﬁé is divided into three

‘services, namely: the Premium service, the Ordinary service, and the Best Effort

service [13], [85], [89]. The first two services are denoted in this thesis by p and
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7, respectively. Between each source-buffer, a delay block is introduced to simulate
and reflect any system inducing time-delay due to either propagation, tra.l.flsmission,
procéésing delays, etc. Note that due to the round trip path of the flow control,
the time-delay corresponding to the ordinary channel is two times the single trip

time-delay of the Premium and the Best Effort channels as shown in Figure 2.1.

3.5 Cluster Model in the Open-Loop Control Con-
figuration

It should be noted that since our goal is to propose and develop robust congestion
control strategies, an uncertain model of the node, cluster, or network is sufficient
for the purpose of our design. Our traffic and network are modeled using the Fluid
Flow Model (FFM) approach [89], [98], [103] as discussed in Section 2. The model
is much simpler than pr(;babilistic models [115] and suitable for both decentralized
and distributed control approaches (defined formally subsequently). It is well-known
that among a number of formal models that may be-used for describing the queueing
systems, the FFM is one of the most intuitive and simple techniques that accurately
models a wide range of networked systems [1]. The considered FFM has already
been validated by severa;l previous work [98], [103] and is of a low-order.

As illustrat;ed in Figure 3.4 below, the fluid flow model of the I** output port
of the h** node having-dimeﬁsion kxl can be described byv the following state space
representation o

(1) = —C'thf(t);f!%t%If Aa, g ' 1)
1 s () = 20,5 (2)

‘where zy, 7(t) denotes the length of the information queued in the buffer f of output

port U, Cy, 5(t) is the éapacity of the queue server-lh f, and Mg, 5(t) is the rate of

arriving customers at the buffer [, f. The index f = p, r indicates the Premium and -
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the Ordina.ry services, respectively. _

S_ixice the FFM of equation (3.1) has Ci,; as the input (capacity), z;,5 as.
the state (queue length), y; as the output, aﬁd Ai, s as the stimuli (input traffic),
then we méy analyze its dynamics from the point of view of stability analysis after
| linearization. Ihdeed, around an equilibrium point z;, 5,, we proposed to linearize

the FFM>model (3.1) as given below
Ty g+ Aitns (3.2)

By now analyzing the ratio A""C’,%(’;"", one may conclude that this system is stable
. N L1 h

" whenever the condition Ay, ; < Cj,5 is satisfied, which is in fact obvious since the
capacity should be la.fger than the input traffic to ensure the stabilization of the
queue length. In fact, this systexﬁ behaves as a tank with two valves for the incomihg
and the outgoing traffics. Simulation results have shown that if the capacity is not
sufﬁcientiy large, the FFM model dynamics behaves as an integrator.

With reference to Figﬁre 3.4, the installed switches on node channels permit
'any input to be channeled to any buffer. In other words, switches allow one to enable
or disable any loop in the network. The switches Sg, S& and S& are introduced
in the semsor, the decision maker and the actuator, respectively, to simulate any
possible network topology and combination. It is assumed that the same switches
are used for all services, namely the Premium, the Ordinary and the Best Effort
traffics. Also, the indices s, d and a refer to the sensor, the decision maker, and the

-actuator, respecti{rely. Three users/sources designated as U?, U a, U*® are connected
to the respective cluster nodes. ‘ 7 |

The overall model for the cluster is described by introdilcing in each link

a delay block T{,:J ; to simulate the time»delays' due to propa.g#tion, transmission,
~ processing delays, and other factors. Moreover, to represent the actual procéssing
of the traffic (data) that is >taking place at each node (channel) a process function

block F,'E  is added in series with the block delay T,’,"’ ;- The process function F,',:’ f
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Figure 3.4: Detailed time delay dependent network cluster [14]

should be considered as modelihg all various types of operations (such as image and
voice compressions, dropping of packets, etc.). _ |

Note that the traffic flow that is entering node j -a.t the input %, f corresponds
to the delayed traffic flow that is leaving node h from the 6utput L, f with delay

'r,’,'c’,}, so that the relationship between these variables is written as
j hj yh hj ’
M s () = FlpAa st — 18) - (33)

where the indices 7 and o designate the node input and output, respectively, 7 €
Ny with N, = {s,d,a}, h € N with N = {Np,v*,u%,u°}, k = 1,2,...,mJ, | =
1, 2, ...,n"® with m/ denoting the number of inputs of node j and n* denoting the V
number of outputs of node/user h, and f = p,r indicates the Ptemium“and'the
Ordinary services, respectively. Spéciﬁca.lly, in the cluster considered in Figure 3-.4,
m5=m"=n°=3,ns=n"’=n""‘=n""=1,a.ndm"=nd=2. ‘

Using the FFM model (3.1), the cluster that is shown by Figure 3.4 can be

deséribed as an open-loop sixth order nonlinear system governed by
:L‘j-(t) = %diag[csf Cdf Caf]X}: + ¢; ﬁ,;(t) (3.4)
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where X§ = [z} (z3)7 (2§)7]” is the cluster state vector with indices ¢, s, d and
a designating cluster, Sensor, decision maker, and actuator, respectively, 1:} =

=3 2507, 2} = oty 23,4 z3f] Cis a scalar, Cy = diag[Cy, 5 Cau1], Cos =

diag[C,.r Ca, 5 Cs,4l, and F§ = [F§ (F§)T (F$)T]” is the cluster occupancy vector
. zy(t) d _ [ = J(t) E J(t) 0 =3 () z3 () 7
with F; O Y ]F [?;(t)+l zgf,(t)ﬂ} and ]Fa - [z‘;l,(t)+1 :c;:f(t)+1 Is‘;(t)+1] ’

¢5 = diag|S, Fy, ; Sldkdp;dkd,f Stk Pk, 5) = diag[S}, Siy, St *diaglFg, F,,
F?, ] is the switching and the process matrices corresponding to the sensor, the

decision-maker, and the actuator, respectively. Speciﬁcally, S, =[S S5 S3),

Stxe = [(SHT (SHTI7, with SF = [S% S% S| (G =1,2), S, = [(SHT (S5)T (ST

with §2 =[S S%] ( =1,...3), F} ; = diag[F35; Fi5 F23J], Flakd,f = diag[Fl"l‘fjr
Fg; F J 413 f] lokaf = diag|Fi}: ' Fiogl Aoy = [('\o,f)T ( f)T (3 )T]T is the out-
put traffic vector with A2 = [/\ﬁz,j(t — 755 5) Moy (6 — 785%) A st — 755 )T, Ao =
Xor, (8 — 7i8f) Ao s (8 — 75 ) ’\g:,f(t - 7'1 )]T and A% = [AJ, ,(t — i) Nt —
5. |
To model and simulate the network given' by Figure 3.4 as realistic as pos-
sible, the following set of conditions and assumptions are taken into account and

incorporated in our representations.

Assumption 3.1. FEach buffer of the network has a finite storage capacity. The
queue length is bounded by 0 < Tpussizef < Toufsizemar,s With f = p,7. In compliance
with the priority of tﬁe stored aggregates and by denoting the Best Effort service by
indez b, the three bnﬁers obey the following law, Toufsizep < Toufsizer << Tbufsized- .
Assumptit;n 3.2;- In the network, all the nodes and users (sources) are assumed to
be equidistant fmm one another so that the delay which is considered to be ﬁain@
dominated by-the p;'opagatz‘on factors can be taken as identical but time-varying and

upper bounded by 'r,’,',J = T(t) < Tonaz for f=p,r.

Assumption 3.3. The server capacity Cy for each output port is assumed to be

bounded so that 0 < Cf < Ciery
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3.6 Conclusion

In this chapter, a general networked unmanned system that can be seen as a mesh
or fully-connected differentiated-services (DiffServ) network is introduced and char-
acterized. Each NUS cluster is defined as a group of three nodes, namely, a sensor;
a decisio'n—maker, and an actuator. Using the fluid flow mbdel, the overall dynamics
of our cluster is derived as a time-delay dependent system. To simulate any possible
network topology and configuration, a series of switches are introduced in each node.
To model our hétwork as realistic as possible, a'set of coﬁditions é.nd assumptions

are also enunciated.
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Chapter» 4
Bandwidth Allocation Control

Strategies

4.1 Introduction

ABandwidth allocation constitutes one of the most crucial research issues in NUS -
systems. In fact, the dynamics of heterogeneous assets are mostly different in speed.
Consequently, frequencies of message exchanges vary, and their bandwidths are to
be allocated accordingly. On the other hand, the entire NUS dynamics is subject to
continuous changes due to asset mobility and adding/deleting of assets. Therefore,
for maximal utilization bandwidth allocation should be dynamic in order to adapt
to the above changes. Furthermore, due to unpredictable and unknown statistical
features of aggregate traffic, bandwidth allocation problems need to be addressed
more reliably in ordér to provide quantitative packet-level QoS. Specifically, m N US,
by taking into account features such as closihg loops over the network, dmaﬁic
| changes in topologies, real time requirements, etc., the Bandwidth allocation problem
becomes more complex. In addition, NUS systems that will incorporate potentially _*

adaptable and evolving structures, will make the closed-loop analysis extremely



difficult.

In the Iitérature several efforts have been deployed to address the bandwidth
allocation problem and to propose adaptive algorithms that guarantee aggregate
traffic packet-level QoS metrics, such as average queue length [90], loss [106], and
delay [31,66]. _

As far as our NUS system that is depicted in Figure 3.4 is concerned, each
- network node buffer constituté a potential bottleneck. To address the bandwidth
allocation problem, the buffer queue length of each ﬂode output port can be con- -
trolled using the following methodologies, namely: a) a fully centralized control
scheme in the sense of Definition 4.1 (given below) that is however not suitable for
evolvable networks and cannot be scaled for large networks, b) a fully decentral-
ized control scheme in the sense of Definition 4.2 that does not take into account
the effects of other input traffics, and c) a semi-decentralized control scheme in the
sense of Definition 4.3 which is more suitable for adaptive approaches since the es-
timé.ted incoming tra.ﬁié corresponds to the sum of all input traffics. Note that for
the purpose of analysis and development of design methodologies the three nodes
are represented on the basis of FFM which could represent a network cluster that
consists of a sensor (e.g. a UAV), a decision maker (e.g. a C3) and an actuator (e.g.
a UGV). . _

In this chapter and as illustrated in Figure 4.1, we investigate the bandwidth
allocation problem by (a) showing that the dynamics of our time-delayed controlled
NUS systelﬁ could easily become unstable wﬁen a PID controller is implemented for
controlling the buffer queue iength of each output port vbuﬁer [14]; (b) implementing
a nonlinear input-output linearization controller that has a complete knowledge
about the input traffic and the delay, a scenario in which the buffer queue length
control of the entire network is satisfactorily addressed [18]; (c) proposihg a robust

nonlinear feedback control approach that attempts to guarantee an average queue
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Figure 4.1: Chapter structure.

length in each bottleneck of our proposed three nodes cluster [18]; and (d) studying
analytically and by simulation studies the effects of interaction of additional delayed
feedback loops on performance and stability of the controiled system.

We now state our definitions needed in our subsequent discusssions.

-Definition 4.1. The control approach is called centralized if the overall cluster
is controlled by the same controller that is designed on the basis of the entire cluster

model.

- Definition 4.2. The control approach is called decentralized if (a) each output
port buffer of the cluster is controlled independently of other buffers controls, (b)
each buﬁér controller is desig}ned on the basis of the standard FFM given by equation
" (3.1), and (c) any auziliary input traffic is considered as a disturbance.

Definition 4.3. The control approach is celled semi-centralized if (a) each node
of the cluster is controlled indépendent of other nodes controls, and (b) each node

controller is designed on the basis of the entire node model.
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Our proposed ba.ndvﬁdth allocation control approéches are model-based which
implies that we will use buffer queue length and input traffic information. As far
as the inéoming traffic is concerned, it can be either measured or estimated
according to the three cases considered below.

Case 1: The input traffic is assumed to be measured at the input port of the
node and the channel between the input iJort and the controlled output port buffer
is free of délay and attenuation. ’ '

Case 2: The input traffic is assumed to be measured at the input port of ‘the
node and an unknown time-delay and attenuation exist between the input port and
the controlled output port buffer. |

. Case 3: The input traffic is estimated on the basis of the state of the controlled

output port buffer.

4.2 Bandwidth Allocation Using PID Control

To demonstrate the difficulty of allocating the bandwidth to different assets of a
NUS system, we start with the implementation of a standard PID controller. Our
main objective is to tightly control the buffer queue length by implementing sep-
arately for each output port of a node an appropriate controller to satisfy design
requirements. However, for sake of estabﬁshing a benchmark for comparative eval-
uation and analysis we start with the standard PID controller whose parameters
are obtained for one buffer and then duplicated for all t'he. other buffers. In or-
der to échieve the desired control speciﬁcations for one buffer, that is, zero steady
state error and no overshoot, the controller structure selected is a proportional and
- derivative control. Effectively, the above specifications are achievable only when no
- feedback is present in the network, that is the architecture considered is a cascade of -

three nodes in series. However, as shown through simulations the control objectives
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are not achievable as soon as feed_back_s are introduced into the network.

In fact, the feedback can be seen as a positive reaction that can eifectively
change the system dynamics. Consequently, the PID parameters have to be re-
adjusted in order to obtain the PIDrcontroller results that are presented below.
Introducing the integral action leads in our case to an overshoot. The formal defi-

nition of the PID control structure may be expressed as

deft)

dt 1)

Ct) = Fe(t) + / e(t)dt + k¢

where e(t) = z(t) — Z,¢s(t) refers to the tracking error and k7, k', and k? denote tﬁe
proportional, the integral and the derivative design parameters. Our main aim in
the next section is to evaluate the closed-loop control system performance and its .
sensitivity with respect to the time-delay in the unmanned network architecture as

- shown in Figure 3.4.

4.2.1 Simulation results of bandwidth allocation using PID
control

In this-section, simulation results for the abéve’ PID controller for each output port
of the three-node unmanned system network constituting a cluster that is shown
in Figure 3.4, are presented. In these résults, we consider constraints on the buffer
input flow as represented by 0 < )\’ 2t < 4000 pax:ket/s, buffer queue length 0 <
() < 128 packet and ca.pamty of the queue server is limited to 0 < CJ(t) < 40000
packet/s. In fact, these constramts follow,assumptlons that are stated in Chapter
3. Furfhermofe,- as represented in each node of Figure 3.4, switches are installed oi;
node chanhels to enable or disable any input to be forwarded to any other buffer By
considéring binary values. In other words, by properly selecting switches, Qne would
be able to enable or disable any loop in the NUS. | S
Sensor switch is designated by the vector Sg = [S? Sz S3], SL = [S%, S 513,
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Sg, Sd S is a 2x3 matrix that represents the decision maker switch, and the
actuator switch is a 3x2 matrix denoted by S§. = [ST, Siy; S5 Sg; St S%l- In this
section, we have chosen to present simulation results corresponding to three scenarios
or configurations. We start with the first configuration as represented by S; =
[O 1,0}, 5% = [0,1,0;0,0,0}], and n: = [0,0;0,0;1,0] which corresponds to a three
nodes cascade (with no feedback traffic in the network). The second configuration
introduces one feedback that connects the output port 1 of the actuator to the input
1 of the decision maker, which corresponds to S§ = [0, 1, 0},S& =11, 1, 0; 0, 0, 0],
and Sj = {1, 0; 0, 0; 1, 0]. The third configuration is denoted by Sj; =1, 1, 1],

Sg =[1,10 1,1, 0, and S& = [1, 0; 1, 0; 1, 0] which corresponds to the
fully-connected configuration in which all the feedback loops are considered. As far
as the time-delay 7, is concerned, simulations are conducted with T{,:j =0.01 s and
750 = 0.1 5. Furthermore, note that in the network illustrated in Figure 3.4, the
process function F}k’ is set equal to 1. The discussion regarding the performa.nce of
the proposed PID controlleré are provided below.

Let us start with the first configuration corresponding to the switching com-
binations S = [0, 1 0] Sg =10,1,0;0,0,0],S% = [0,0;0,0; 1,0]. The graphs shown
in Figure 4.2 correspond to the case of the time-delay of 0.01 s. The graphs on the
first row represent the actual buffer queue sizes for (a) the sensor, (b) the decision
maker (port 1), and (c) the actuator (port 3), respectively, while the second row
illustrates the graphs for their respective capacities. It can readily be séen that the
three node states converge to their desired set point references with a good steady
state but with excessive overshoots. N 6te that all the othér ports are not of concern
as they are not selected fof th1s scenario. When the time-delay is inérea.sed for this
» configuration to 0.1 s, there .is no major change other than thé' introduction of a
very small delay in the response of the system.

The simulation results for the second configuration of switches, namely S§ =
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Figure 4.2: The PID-based bandwidth allocation control for configuration S§ =
[0,1,0],S% = [0,1,0;0,0,0], and S% = [0,0;0,0;1,0] and the time-delay of 0.01s
(buffer states: packet, capacity: packet/s).

[0,1,0], S = [1,1,0; 6, 0,0], and S& = [1,0; 0, 0; 1, 0] introduces a single loop so that
the port 1 of the actuator feeds back to the pori; 1 of the decision maker. Seft_ing
the time-delay initially to 0.01 s, the plots in F igure 4.3 illustrate fhe actual 'queue
states of (a) the sensor, (b) the decision maker port 1, and (c) the actuator port 1,
respectively. Since the sensor is not associated with the network 'Ioop, the dynamics
of the sensor node is the same as that of the previous configuration, whepeas the
other two nodes producé an unacceptable transient performance (excessively large
overshoots), although result in zero state errors. The second row of plots in Figure
4.3 depicts the respective control variables (capacities) of the nodes opnsidéred' in
the first row. Similar results. are shown for the output port 3 of the actué,tor as
illustrated in the third row. |

In this scenario by increasing the. d(_elé.y to 0.1 s, we may observe according
to the simulation results that are shown in Figure 4.4, that all the queues are relé—
tively controlled up to the simulation time of 28 s where the control of the decision

maker (Figure 4.4-b) and the actuator (Figure 4.4-c-d) fails. This phenomena can
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Figure 4.3: The PID-based bandwidth allocation control for configuration S§ =
[0,1,0}, 8% = [1,1,0;0,0,0], and S3 = [1,0;0,0;1,0] and the time-delay of 0.01s
(buffer states: packet, capacity: packet/s).

be explained by noting that the positive feedback introduced by the loop integrates
indefinitely the input flows and that implies that the capacities (graphs e, f, h) in-
crease until ,'a bifurcation occurs in the control system for which the system dﬁmic
becomes unstable. |

_ The third configuration that is considered for the PID controller is e =
[1,1,1], 8% =[1,1,0;1,1,0}, and S& = [1,0;1,0; 1,0] which corresponds to invoking
all the loops (fully-connected network). .Sefting the delay to 0.01 s, one may observe
‘that for all the queue states illustrated in Figure 4.5, and the rows 1 and 3, the
resulting overshoots in the transient behavior is excessively large, although gbbd
steady state errors are achieved. On the other hand, rows 2 and 4 show each capacﬂ:y
of the respeétive’ queueing state as presented in the previous rows. Furthermore, for
the this configuration, increasing the time=(felay to 0.1 s does not have a substa.ntié.l
effect on the control behavior. Nevertheless, a small delay occurs (the delay is of

the order of 0.22 s magnitude for the port 3 of the actuator). The corresponding

results are not included here.
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Figure 4.4: The PID-based bandwidth allocation control for configuration Si =
[0,1,0], S5 = [1,1,0;0,0,0], and S = [1,0;0,0;1,0] and the time-delay of 0.1s
(buffer states: packet, capacity: packet/s). :

4.3 Bandwidth Allocation Control using Input-
Output Linearization Approach

In the previous section we have show;l fhat the bandwidth allocation problem could
not be satisfactorily addféssed by a standard PID controller. It would be inter-
esting to investigate instead a nonlinear control approach such as the input—output
linearization control even though it is well-known that this method does not enjoy
very good robustness properties.

At the output port of each node, an input-output feedback linearization based
chtroHer is now designed and implemented. The controller is derived on the basis
of the first-order nonlinear model of equation (3.1). Consider that the capacity
C(t) is the control variable, and z(t) is the output to be controlled. Iilput—output
linearization of the simple first-order ﬁonlinear model implies that the corresponding
relative degree is one and there is no internal dynamics. To stabilize the resulting

integrator, a simple output feedback may be used. As the controller design procedure
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(buffer states: packet, capacity: packet/s).
is the same for all buffers (no coupling is taken into account in the control d&sign),
let us without loss of any generality, determine the controller corresponding to the

sensor buffer. Namely,

#(0) = ~C°(1) (Z)‘ﬁlwzsz ;) e

where A5, = [A52525]7 so that the input-output feedback linearization controller is

given by v
C*0) = IS0 + Kol — O (43)

where K;, s the oontroller ga.m to be specified. - In the next section, simulation

results that utilize the above non]mea.r controller are provided.

4.3.1 Simulation results of bandwidth allocation control.us-
ing input-output linearization approach

In order to compare the PID-based simulation results with those that are obtained

based on the input-output feedback linearization, we need to maintain the same
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simulation conditions, mainly l;n terms of the noted constraints, switching combi-
nations, propagation delays, and the random input flow charactéﬁstics. However,
the gain of the input-output feedback linearization controller is set to 80 and the
process function (attenuation) is set equal to F,',‘cJ = 1. Following the same proce-
dure as in the PID case, we start with the first configuration S§ = [0,1,0},5% =
[0,1,0;0,0,0], S5 = [0,0; 0; 0;1,0]. Setting the time-delay to 0.01 s, the plots in
Figure 4.6-a, b, and ¢ (same graph order as in the PID case) show clearly that
the desired épeciﬁcations in terms of the steady state errors and the overshoots are
satisfied. Indeed, as illustrated by graphs (a, b, and c), the buffer queue lengths
converge to their corresponding set points. This conclusion is also valid even when

the time-delay is set to 0.1 s (not shown here).
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Figure 4.6: Thel/O linearization-based bandwidth allocation control for the configu-
ration S§ =[0, 1,0}, Sg =[0,1,0;0,0,0], and S? = [0,0;0,0;1,0] and the time-delay
of 0.01s (buffer states: packet, capacity: packet/s). .

Consider now the second switching configurations 53 = [0, 1, 0}, Si=[1,1,0;
0,0, 0, Sf =11 0,0, 6 1, 0]. Contrary to the PID scenario, according to
simulation results shown in Figure 4.7-a, b, ¢, and g, we may observe that the

nonlinear controller satisfies and maintains the imposed design specifications for
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both the ste_ady state error and the overshoot. Note also that even for a time-delay

of 0.1 s, the effects on the control behavior is less significant (Figure 484a,b,c, g)

in comparison to the effects that they have on the PID control approach that‘clvearly‘

fails. Hence, we may conclude that the nonlinear controller is capable of coping

with the network dynamics for Which a PID controller cannot when the propagation
delay is increased. »

(@) (b) . ;o (e

sensor slate
- N
o ©
Dec Mak1 state
o
‘\‘:;*‘
actuator! state
o 0 o

(=]

-
[

= a
S 9B 4
2 10 bl
o =
S 5 =2
o
£ -
(24 [+] o
o
(9)
@ T
5 60 £ ao00|-
» L1
340 ..... L . . -3
=2 H [&] .
8 o). ... %2000
B L/ 2
o 10 20 ()

time sec.

Figure 4.7: The I/O linearization-based bandwidth allocation control for configura-
tion S§ = [0,1,0], Sg = [1,1,0;0,0,0], and S? = [1,0;0,0;1,0] and the time-delay
of 0.01s (buffer states: packet, capacity: packet/s).

The last configuration to be considered and utilized for comparison with the
PID strategy is Sj = [1,1, 1,88 = [1,1,0;1,1,0], S& = [1,0;1,0;1,0]. According
' tothe simulation résults’ shown in Figure 49 (same order of the graphs as in the PID
case) we may conclude that when thé feedback linearization controller is utilized one
is capable of achieving the desired performance specifications in both the transient
as well as fhe steady state values. Eventhought the results for the time-delay of 0.1
s are not shown here, we may also state thaf the feedback linearization technique is

still less sensitive to the time-delay when compared to the PID control strategy.
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Figure 4.8: The I/O linearization-based bandwidth allocation control for configura-
tion S§ = [0, 1,0}, S§ = [1,1,0;0,0,0}, and S? = [1,0;0,0;1,0] and the time-delay
of 0.1s (buffer states: packet, capacity: packet/s). : :

4.4 Proposéd Robust Bandwidth Allocation Con-

trol Strategy

In this section, we pfopose a robust bandwidth allocation control strategy by using ‘
sliding mode machinery. As shown in Figure 4.10, our proposed control strategy is
investigated according to the three cases stated in Section 1. The investigations are
also subject to the switching conﬁg‘uratioﬁs of the network as well as to the node

mobilty.

4.4.1 Proposed controller design

In each node of our network, the.output ports -(buffers) constitute potential bottle-
necks. However, as shown in Figure 3.4, .'for each node a controller is assigned to
regulate the qﬁeue length of each buffer by allocating abpropriate bandwidth to the
oﬁtput port server. To design our proposed robust controllér, let us rewrite the fluid

flow model (3.1) corresponding to the I** buffer in the error state space after defining
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Figure 4.9: The 1/O linearization-based bandwidth allocation control for configura-
tion S§ =[1,1,1}, S& =[1,1,0;1,1,0}, and Sf = [1,0;1,0;1,0] and the time-delay
of 0.01s (buffer states: packet, capacity: packet/s).

" the state error variables ei(t) = zi(t) — z1,., (), &(t) = #u(t) — &u,,,(t) where zy_,
" denotes the desired reference Queue length. By substituting these in model (3.1),

the following error dynamics given by equation (4.4) is obtained

et) + =, (¢) o
e(t) + =z, (t) +1 +Aalt) — 2, (¢) »

yt(t) = el(t) + xlref (t)
Considering that the resulting FFM in the error state space representation is given

&ty = —Git)

by equation (4.4), the objective of our proposed bandviiidth allocation control is to
ensure performance and robuStheSé of the clo'sed—looﬁ system to uncertainties and
unmodeled dynamics '[16, 116]. This will be accomplished provided that for the above
syétem a sliding mode exists in some neighborhood of the linear switching surface
that is defined as S(f) = e:(t). Using the sliding mode feedback control (refer to

Chapter 2), the bandwidth allocation control law is now derived and expressed as

Ci(t) = By (&)|men(t) + nsgnle(t)) + Xa(t) — 4., (t)] (4.5)
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Figure 4.10: The recapitulative investigations on the proposed sliding mode band-
width allocation control.

al)ta, ()

a0 O is the [** buffer occupancy, p, 7 are the design param-
ref

where E;(t) =
eters assigned to buffer I and
1if >0 v
sgn(er) = 0if =0 . - (4.6)
-1 if <0
The resulting error dynamics of the I** closed-loop controlled buffer is now
given by
é(t) = —me(t) — nsgn(e(t)) | (4.7)
Theorem 4.1. G'z'ven the I** buffer of the cluster as shown in Figure 3.4 and de-
scribed by the FFM model (4.4), the feedback control law governed by equatioﬁ (4.5)
guaraniees the a‘symptc;tic stability of the error dynamics (4.7) provided that p and
1 are selected as positive design pamﬁeters. | |
Proof: Choose a candidate Lyapunov function as V(e t) = e%(t—) such that for all

el(t) # 0 = V(e) > 0. The time derivative of V along the trajectori@ of (4.7) can
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be obtained as follows
Vient) = ~mel(t) — ne(t)sgn(et)) (4.8)

It is clear that since sgn(el(t)) = I:;:g%T’ V(e is strictly negative definite whenever
the design parameters p; and -y are selected to be positive, and hence eft) — 0 as

t — 0o. This completes the proof. A

Remark 4.1. The éontrol law giveﬁ in Theorem 4.1 holds as (a) a deceﬁtmlized
control approach in the sense of Deﬁnition 4.2 when applied to our nétwork in which
no input coupling is considered , and (b) e semi-d_ecentmliéed control approach in
the sense of Deﬁnitz’on 4.3 when applied to our network with input coupling consid-

erations.

4.5 Time-Delay Dependent Control System Dy-
namics

It is widely known that in closed-loop control systems, time-delay and latency may
degrade dyﬁamic performance and in the worst case may lead to instability of the
system. In communication networks, time-delays are usually considered as a combi-
nation of different delays that can be caused by propagation of messages (cell/packet)
through communication medium, transmission time, processing iime, and so on.
Therefore, time-delays effects can be crucial for NUS systems since their assets may
be far from each other (links to base étationv or satellite) while their topology that
is characterized by several loops, interactions, and coupling effects may be mesh 01"
even. fu]ly—connected. | | |

In the first section of this chapter as well as in [14], we have evaluated by
simulations the effects of constant time-delay on the control dynamics of the network

(see Figure 3.4) when buffer queue lengths are controlled with a standard PID
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and Input-Output ]ineé.rization nonlinear control approaches and have found that
the nonlinear approach- can handle the buffer queue length control of the entire
cluster. First, the incoming traffic to the buffer and subsequently the t;,ime-delays are
considered as measurable as defined in Case 1 of Section 4.1, and second time-delay
dependent control dynamics is not derived analytically and the stébility conditions
are not presented. >In this section; we implement our proposed .robust bandwidth
a.llbcation control strategy given by equation (4.5) on the delay dependent NUS
syétem of Figure 3.4 fof different types of input traffic and topologies. The input
traffic is considered in compliance with Cases 1, 2 and ‘3 that are defined at the

beginning of this chapter.

4.5.1 ' Measurable input traffic according to Case 1
4.5.1.1 Fully-connected switching configuration

_ »Assume that the attenuation F,',"j in the network is fixed and is known a priori by
the controller and the input traffic A;(t) is measurable as defined in Case 1 so that

the dynamics of the overall fully-connected cluster may be described as,

)= [F(0) el(t) ellt) e5(t) e3(t) S

é(t) = —Ae(t)— Bsgn(e(t)), where A= diagly® p§ ps B} v p)

B= diagly® 1% 75 75 75 5]

(4.9)

Lemma 4.1. Given that the injmt traffic ié measurable as defined in Case 1, using
the‘ control law given by Theorem 4.1 as a semi-decentralized control approach in
the sense of Deﬁnition 4.3, th;zn the closed-loop dynamics described by (4.9) for our
time-delayed ﬁzlly-conneéted cluster is asymptotically stablé provided that the design

parameters p] and ] are selected to be positive.

Proof: Since matrices A and B in the error dynamics of equation (4.9) are diagonal
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and whose elements are the positive deﬁgn parameters p,’ and 'y{ , then according to
Theorem 4.1, the dynamics of the fully-connected cluster is asymptotically stable.

A

4.5.1.2 Simulation results for a fully-connected configuration using our

proposed bandwidth allocation controller

To confirm the above analytical results, simulations are conducted on our network
and the results are depicted in Figure 4.11. For all the simulation results presented
below the sampling time is set to T; = 1 ms and the proposed robust controller pa-
rameters are set to = 100 and 7] = 0.1. The external input traffic to the overall
cluster corresponds to AL (f) which is a random signal of mean 1000 packet/s (this
mean is sef to 10 packet/s in one simulation corresponding to two nodes switching
conﬁguration)b‘a.nd variance of 5 packet/s, and the cluster output is A% (¢). Any node
input traffic is assumed to be measurable according to Case 1 and is bounded such
that 0 < M,(£) < 4000 packet/s. The buffer capacities are finite and their queues
are bounded such that 0 < z{ (t) < 128. Finally, the constraint on the maximum
available service capacity is 0 < C7(t) 5 40000 packet/s, whereas the process func-
tion (é,ttenuation) is considered to be equal to 1. Furthermore, as represented in
each node of Figure 3.4, switches are installed on node channels to enable or disable
any input to be forwarded to any buffer by considering binary values.

In _the‘ﬁrst simulation, we consider a fully-connected cluster that corresponds
' to the switching configuration S5, = [1, 1, 1],va= [1,1,0;1,1,0],S% =[1,0;1,0;1,0].
By setting buffer queue lengths references to z7,; = 20 packet, :c‘l‘rc , =10 packet,
z3 ., =25 packet, 7§ = 15 packet, 73 = 30 packet and g , = 60 packet, Figure
4.11 shows buffer queues step‘r&sponées and their respective capaﬁties for the time-
delay 717 -equal to both 1 ms and 60 ms.. The graphs in the first and the third rows

of Figure 4.11 represent the actual buffer queue sizes and the desired references for
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(a) sensor, (b), (c) decision maker (ports 1, 2), and (g), (h), (i) actuator (ports 1, 2,
3), respectively. In the second and fourth rows, the graphs illustrate capacities for
(d) sensor, (e), (f) decision-maker (ports 1, 2), and (j), (k), (1) actuator (ports 1, 2,
3), respectively. It can readily be seen that for the time-delay of 1 ms the three node
states converge to their desired set point references with a good settling time and
steady state error performance. This convergence takes place even if we increase the
time-delay to 60 ms but results in the settling time as expected to be greater. One
may thus conclude that the time-delay dependent cluster control dynamics remains

stable for a measurable delay and latency.
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Figure 4.11: The queue length (packet) and control (capacity: packet/s) behavior
for a fully-connected network in presence of measurable delay (solid line: 1 ms,
dashed line: 60 ms) . : '

4.5.2 Measurable input traffic according to Case 2

For a more realistic situation, we now assume that the buffer input traffic is mea-
surable according to Case 2 which also means that the controller has no a priori
knowledge about the time-delay except its upperbound and the attenuation in the

network. Let us consider different switching configurations.
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4.5.2.1 Three nodes cascade switching conﬁguraﬁon

The simplest configuration set for the cluster is a three nodes cascade (without any

loop).

Assumption 4.1. Given that the delay 7} and the attenuation F)J corresponding
to any link between two nodes of our proposed cluster as shown in Figure 3.4 are
time-invariant, the time-delayed signals within the cluster may be approzimated by

their first-order linear functions as shown below
Ni(t) = Rkt — 7)) = 2 No(t) — B ryi Wy(t)

4.5.2.2 Derivation of the three nodes cascade error dynamics based on

Assumption 4.1

To derive the error dynamics of our network, let us consider that the delayed éigna]
can be approximated by their first-order linear function as stated in Assumption 4.1
and the signum function sgn(e) is replaced by the well-known saturation function

sat(e) given by equation 4.10 in order to avoid derivatives of sgn(e).

1 e>0
sat(e) = —Z —e<e<e (4.10)
-1 e<0

Therefore, the time-delay depéndent control network dyna.nﬁcs is governed by,

é(t):—Ae(t)—Bsat(e(t))—ci(f%‘t(_CD.+D, where (4.11)
w# 6 0 ¥ 0 0 0 |
A=lan wt of.B=|tw w o|.D=|a| @

az Gz U3 bay bz 5 d3
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.
a2 = 12"'12 (I‘s)z + (F; fg - )’

az = —FFie () uimisrie + e Fien (p° — pd(Fg — 1)) + (F% — )’

agp = Fiirie (#1)2 + (Fye — Dpg

by = —F3ridps + Ff —

with < s
= Ry (Rarispns — 1) — Fgrigus(Fs ~ 1)+ Fif — 1
bsp = —Fyarisps + Fip — 1
dy = (Flszd 1)/\;2 F lef\fz
L d3 = dTlsgﬂzl(Flszd - 1A5 — Flsg”'xsgj‘le + (Fldla 1AL, — Fy 7'11 /\fz

(4.13)

Lemma 4.2. Provided that Assumption 4.1 holds and the input traffic is measurable
according to Case 2, using the control law given by Theorem 4.1 as a decentralized
control approach in the sense of Definition 4.2, then -the closed-loop dynamics that
is described by equation (4.11) for a time-delayed cluster configured as a three nodes

cascade 1s stable if the design parameters u{ and 'y,’ are selected to be positive.

Proof: From the error dynamics governed by equation (4.11), one may 6bserve that
~ (2) matrices A and B given by equation (4.12) are triangular and whose eigenvalues
are the diagonal terms which are the positive design parameters 1z and 7, and (b)

d(sat(e))

the term with given as

1 .
) - —g<e<e e
sat(fe) =¢ ¢ (414)
0 elsewhere ’

is always bounded, therefore the closed loop error dynamlcs (4.11) is stable, prov1ded

that D is bounded. » A
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4.5.2.3 Simulation results for a cascade configuration using our proposed

bandwidth allocation controller

The above stability result may be illustrated through simulation results that are
obtained for the switching configuration S§ = [0,1,0}, St = [0,1,0;0,0,0], 53 =
[0,0;0,0;1,0]. This is a cluster of three nodes cascaded without any feedback loop.
This also corresponds toa configuration in which buffers of the sensor, the decision-
maker (portl), and the actuator (port3) are involved. Keeping the same simulation
conditions as in the previous simulation studies, and assuming that the input traffic
is measurable according to Case 2, the first row of Figure 4.12 shows the graphs
of the buffer queue length step responses for the sensor (a), the decision maker
(b), and the actuator (c), respectively, and their respective capacities are depicted
in the second row for the sensor (d), the decision-maker (e), and the actuator (f),
| respectively. One can conclude that according to graphs of Figure 4.12 when the
time-delay is set to 1 ms:(solid line), the buffer queue lengths converge to their
respective references with a good transient and steady state error performance and
even for the time-delay of 60 ms (dashed line) except a delay in the transmission,
other properties such ‘asbconvérgence and stability a;fe maintained which confirms

our analytical synthesis results.
4.5.2.4 Derivation of the three nodes cascade error dynamics by relaxing
Assumption 4.1

‘When relaxing ASsumption 4.1 and by considering the delays is identical so that
7’,’,’; = 7 and the process function F,',;‘ = F, the time-delay dependent network dy-

namics is now governed by,

€ = —Aje+ Ase(t — 7) — Azsgn(e) + Aysgn(e(t — 7)) — BirL + Ba AL (t—7) (4.15)
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Figure 4.12: The queue length (packet) and control (capacity: packet/s) behavior
for a three nodes cascade network in presence of non-measurable delay (solid line:

1 ms and dashed line: 60 ms).

where e = [e® ef €2]T, XS, is the external input traffic generated by the source/user,

woo\:'o 0 0 ¥ 0 0
A= popt 0, A=|Fr 0 0], As=]y of 0 ~ (4.16)
vop ps) Fp* Fuf 0 r B g
(0 o0 o 0 o)
Ai={Fy 0 0}.Bi=|1]|.B:=]|F (4.17)
\nys Fy 0 1 F

Lemma 4.3. Provided that the input traffic is measurable according to Case 2, using
the control law given by Theorem 4lasa semi-decentralized control approach in the

sense of Deﬁnition 4.3, ihen'th'e,closed‘loo;) dynamics described by eéua.tio’h- (4.15)

Jor a time-delayed cluster c?nﬁgumd as a three nodes cascade is asymptotically stable

independent of the delay 'z'f the design paramelers ps, pa and py, are selected to be

pbsitive and X5 =0, that s.

Proof: Using the frequency domain approach analysis for systems with commen-

surate delays, the stability of our error dynamics (4.15) can be determined by its
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characteristic function if A}, = 0, that is
P(s;e ™) =det(s] — Ay — Ae™™)

S+ ps _ 0 0
=det | p(1-Fe™)  s+pa 0 | =(s+np)(s+pa)(s+pa) (418)
p(l—Fe™) pa(l—Fe ™) s+p,
Since, the characteristic function (4.18) has no zero or root in the right-half
piane, the‘error. dyﬁa.mics (415) is stable independent of the delay if the design

parameters i, ptg and p, are selected to be positive. This completes the proof. A

4.5.2.5 Two nodes switching configuration in closed-loop

Although we have shown that the cascade system with unknown time-delay is stable, -
it is well-known that the closed-loop system with unknown time-delays may become
unstable. In fact, this is the case for ﬁme—dela,y dependent networked control sys-
tems known also as networked sense-and-respond systerns [6]. To study this inherent
feature, let us consider in our network a switching combination that configures a
simple closed-loop time—delayed control sy’stem.j Specifically, let us set the switch-
ing éonﬁg‘mation as §§ =[0,1,1], S& = [0,0,0; 0,1,0], S¢ = [0,0;0,0;0,0], which
corresponds to nodes sensor and decision-maker with a lower loop. Combination of

ﬁhese switches intrqduces a single loop so tﬁat output port 2 of the décision-ma.ker »
feeds bé(:k to the third input of the sensdr.nbde. By using the FFM mbdel (4.4) and
provided that Assumption 4.1 holds and the procés function is set equal to 1, one

obtains the error dynamics having the form (4.11), where now

2u° " 2y° 0 N 0
a|=E ) p_|F=eE O) oo TEem (4.19)
_ g pud o\ _rhey A2 gty | Y g
2—[4’?;23 2—;4’1‘2333 2 4-2p°153 2

and D = [dy ;|7 where dy = 5T ), and &y = —(£1E + )i,

—2pcr5%
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Lemma 4.4. Provided that A_ssumption 4.1 holds and the input traffic is medsur—
able according to Case 2, using the control law given by Theorem 4:1 as & semi-
decentralized control approach in the sense of Definition 4.3; then there exists an
upper bound 738 < ;% such that our time-delayed cluster configured as a two nodes
(sensor and decision-maker) with a lower loop is stable if ihe design paramelers p

and y are selected to be positive and D is a bounded signal.

" Proof: From the error dynamics that IS described by (4.11) with matrices A, B,
C and D given by equation (4.19), one may observe that (a) matrices A and B
are tria.nguiax and whose eigenvalues are vthé diagonal elements which are positive
if p‘; 7, 13 and 2 are positive and 755 < f,—, (b) the term with W is always
bounded according to équation (4.14), therefore the closed-loop error dynamics is

stable. This completes the proof. A

4.5.2.6 Simulation results for a two nodes configuration using our pro-

posed bandwidth allbcation controller

Using the two noc_i% cdnﬁguration, two external input traffics are considered in the
simulation studies below. First, we consider the traffic with a mean of 1000 packet/s
and second, we consider the traffic with a mean of 10 packet/s. Note also that the
traffic is assumed i:b be measurable according to Cése 2 and the process function
F,’,;j = 1. As shown in Figure 4..13, the two buffer queue states to be controlled and
their respeétivé (;apacities are represented in the first column for a time-delay of 1
ms and the extefxia.l ini)ut traffic mean of 1000 packet/s, and in the second colﬁm‘n
when the tifne delay is increased to 60 ms keeping the input traffic mean to 1000,
and finally in the third column when the iﬁput traffic mean is sét to 10 packet/s and
keeping the time-delay to 60 ms. One can observe that for both traffic means the
control dynamics is sensitive to the time-delay. Indeed, by comparing for example

the graphs (a) and (b) for the sensor and (g) and (h) for the decision-maker it is
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clear that the performance is degraded corresponding to the delay of 60 ms. This
sensitivity may also be seen for input traffic mean of 10 packet/s through oscillatory

graphs (c) and (i) corresponding to the sensor and the decision maker, respectively.
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Figure 4.13: The queue length (packet) and control (capacity: packet/s) behavior for
a two nodes switching configuration; columns 1 & 2: (random traffic mean of 1000
packet/s, solid line: 1 ms delay and dashed line: 60 ms delay); column3: (random
traffic mean of 10 packet/s, 60 ms delay).

4.5.2.7 Fully-connected switching conﬁghration

The last switching configuration that we consider here for measurable input traffic
(as defined in Case 2) oomponds to S5-= [1,1,1},5% = [1,1,06;1,1,0}, S5 =
[1,0;1,0;1,0], which reprments a fu]ly—connected network. Assuming that both 7'11:
and F}}? are unknown by the controller but time-invariant and bounded, the overall

closed-loop error dynamicé of the fully-connected cluster has now the same form as
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in equation (4.11) with B = A = —A;!A,, where

( m, H, H, H, H, 0)
H  H Hs  H  Hy 0

H 11 H 12 H 13 H 14 ’ H 15 0
Dty Dsorifpd Daprieps (1+ Dsstifng)  Daorigps 0
0

2
I

Dagritp® Dastifp§ Dastitps — Daaritps (14 Dastivns) (

\ Dsriew®  Datitpd Dsyrieps  Dsoritps Dsy7i 13 1
) : (4.20)

with Hy = 1+ (D12t + Disr)p®, He = (Dyrgf + Dstii)pd, Hs = (Dro7ss +

Duri)ud, Hy = (Dyfs + Darf)ut, H = (Dot + Dyri)ug, Ho = (Daarid +

Dastif)u?, Hy = 14 (Dierif+ Durrif)ps, Hs = (Dyorif+ Daarig)ug, Ho = (Drariii+

Dis7i5)u, Hio = (Distii + Dro7i5)p3, Hu = (Dss7{f + Dyrris)p®, Hiz = (Destiy +

Dagrif)us, Hys = 1+ (Daurf{ + Dasris)eg, Hu = (Dosriy + Dnmif)psf, His =
(Dsorfe + D3lrf§)pg, A, is a (6x6) matrix that is delay independent énd which is a

function of the attenuation F} and switch S}, and D is a vector that depehds oﬁ

the time-delay 7, input traffic \;, Fy? and S)Y.

Given that the vector D is assumed to bé bounded, stability of the fully
connected error dynamic may be considered by using the same approach as that
used in the p.rev'iousv cases. Matrix A given by equation (4.20) should be Hurwitz
to ensuremsta,bﬂity of the fully-connected dynamics. The proposed approach for
deriving stability conditions through the upper bound of the delay q’;j may result _

in conservative conditions.

4.5.2.8 Simulation results for a fully—connected con_ﬁguration using oui'

proposed bandwidth allocation controller _

For a fully-connected switching configuration and assuming that the input traffic is

measurable according to Case 2, we have conducted two simulation studies. First, we
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start with the same initialization as in the above simulations to show through tran-
sient r%ponsés (refer to Figures 4.14, and 4.15) the behaviof of our fully-connected
_control dynamics and then we follow with another situation in which initializations
are changed dynamically in order to show that our proposed control strategy can
handle a wide range of operating conditions with different initial conditions (refer
to Figures 4.16, and 4.17). Note also that Figures 4.14, and 4.17 illustrate in the
same order the graphs of the buffer queue states and capacities as in Figure 4.11.
By setting the same reference points as in the simulations corresponding to -
Figure 4.11, F igurc;, 4.14 shows the results for delays of 1 ms (solid line) and 8 ms
(dasﬁed line). One can clearly observe that for 8 ms delay even if the performance is
degraded (specially graph (g)) the convergence and tracking is still achieved. Note
that beyond delay of 8 ms, the stability of the closed-loop system fails at least for
one buffer queue as shown in Figure 4.15. Indeed, setting delay to 60 ms, as shown
| in Figure 4.15 the queue Iéngths corfesponding to decision maker port 1 (plots b and
e) fail and other transient responses are oscillatory with ﬁlﬁts a, ¢, and g showing
overshoots. | V
The last simulations are conducted for different operating points with queue
references set to z7,, = {20,40} packet, z§ _ , = 110,25} packet, xgr; , = {25,10}
packet, z7 = {15,30} packet, x5 ., = {30, 20} packet, and z3 = {60, 30} packet.
‘Corresponding to the delay of 1 ms, Figure 4.16 shows that the proposed robust
~ bandwidth allocation confrolle’r converges with good performance for a wide range
of opefating points.” By increasmg the delay to 60 ms, one may observe in Figure
* 4.17 that except for the buffer control of the decision-maker (portl) which fails
other buffer control dynamics converge to their desired réferences with 'degradéd
step responses. In addition, pefforma.nce of all their second step r@ponses are as
good as the case With‘ 1 ms delay. This behavior is due to the initial conditions that

are non-zero for the second step inputs.
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Figure 4.14: The queue length (packet) and centrol (capacity: packet/s) behavior
for a fully connected configuration in presence of a non-measurable time-delay (solid
line: 1 ms and dashed line: 8 ms).

4.5.3 Input traffic estimated according to Case 3

After considering Cases 1 and 2 corresponding to measurable input traffic, let us
now cons_ider Casé 3 in which the input traffic is estimated. Note also that in
‘the derivations below (a) Assumption 4.1 is now not required, (b) time-delays are
considered to be identical so that 75k = 7, and (c) the process function F}X = F.
4.5.3.1 Three nodes cascade switching configuration

The time-delay dependent network dynamics by incorporating the dynamics of the
input traffic estimations now is governed by ‘

1= ~Ayn+ Aan(t — 7) — Agsgn(e) + Assgn(e(t — 7)) + BU(t—7)  (4.21)
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Figure 4.15: The queue leﬂgth (packet) and control (capacity: packet/s) behavior
for a fully-connected configuration in presence of a non-measurable time-delay of 60

ms.

wherenp=1[ef M|, e=[e* e eg]T, A=} 3 XJT,B,=[1 000 0 >0]T,

/—,ﬁ 0 0 -1 0 o\' (0 0 00 O 0'\
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6 T, 0 0 0 0 0 0 0000
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Figure 4.16: The queue length (packet) and control (capacity:packet/s) behavior for
a fully-connected configuration with a wide range of operating points in presence of
a non-measurable time-delay of 1 ms. '

4.5.3.2 Fully-connected switching configuration
The time-delay dependent network dynamics is now governed by
1= —Am+ Aot — 1) — Azsgn(e) + Agsgn(e(t — 7)) + B1A5(E) (4.24)

where = [e7 ATJT, e = [¢* ef ef €f 2 eg]T, A = [* 3¢ 3¢ A¢ 3g Agl”,

——Al —I Ay, By A3 A4 . B,
AI: 7A2= 7A3= 7A4= - ,5B1= ’
r o 0o 0] 0 0/ 0

' (425)

}T7

with A = diaglps ptar P2 Pai Pa2 Pasl’> As = —diaglys Yo Y2 Va1 Yaz Yas
B, =[S500000[, A, = B1A;, Ay = B A3, and
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Figure 4.17: The queue length (packet) and control (capacity:packet/s) behavior for
a fully-connected configuration with a wide range of operating points in presence of
a non-measurable time-delay of 60 ms.
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Remark 4.2. The stability analysis of tﬁe obtained error dynamics (4.21) and (4.24)
corresponding to the cascaded and fully—conﬁected configurations, respectively can be
studied by using a less conservative approach as it 'uﬁll be studied in Chapt.ef 8 In
effect, it can be observed that the error dynamics (4.24) is similar to that given by

equation (8.46), therefore the stability analysis is omitted here.
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4.6 Bandwidth Allocation Control with Dynamic
Switching Configurations

Given that assets in a NUS systemé -are mobile, it is important to verify that our
pfoposed control strategi&s do hold in such situations. As shown in Figure 3.4, block
delays and switches are considered in the cluster nodes to model the changes and
the addition/removal of assets. It is worth noting that during these changes assets
may be at certain locations in which their communication range could be reduced
or even lost. The effects of node mobility on our proposed time delayed network
control are evaluated through the following simulations by cha.hgihg dynamically
the switching configurations. These configurations change every control interval
according to a lookup table containing all possible combinatiéns. First, by setting
the same reference points as in the simulations corresponding to Figure 4.14, Figure
4.18 shows that for a measurable input traffic according to Case 2 and in presence

of unknown delay of 3 ms the convergence is achieved.
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Figure 4.18: The queue length (packet) and control (capacity: packet/s) behavior
in presence of dynamic changes of switching configurations and a non-measurable
time-delay of 3 ms. -
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Note that beyond a delay of 4 ms, the convergence of the buffer queue lengths
of the closed—ioop system to their respective references can not be achieved. This

is shown at least for one buffer queue as depicted in Figure 4.19 corresponding to a

time-delay of 60 ms.
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Figure 4.19: The queue length (packet) and control (capacity:packet/s) behavior
in presence of dynamic changes of switching configurations and a non-measurable

time-delay of 60 ms.

Next, simulations corresponding to different operating points with the queue
references set to z%,; = {20,40} packet, z§ = {10,25} packet, 25 = {25,10}
packet, o5, = {15,30} packet, 25 = {30,20} packet, and 25, = {60,30} packet
are conducted. In presence of an unknown time-delay of 3 ms and when the switch-
ing ‘configuration dynamically changes, Figure 4.20 shows that the convergence is
achieved for a wide range of operating points. Beyond an unknown time-delay of
5 ms, the buffer queue lengths of the closed-loop system do not con_verge to their
r%péctive réferences as shown in Figure 4.21 corresponding to a time-delay of 60 ms.
In compliance with the good performance obtained in the presence of a time-delay
of 3 ms and a dynamic change of the switching configurations, one may-conclude

that the r&ulﬁng loss of performance for a time-delay of 60 ms is primarily due to
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time-delays rather than dynamic changes in the switching configurations.
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Figure 4.20: The queue length (packet) and control (capacity: packet/s) behavior
with a wide range of operating points in presence of dynamic changes of switching
configurations and a non-measurable time-delay of 3 ms.

4.7 Conclusion

In this chapter, a networked unmanned system (NUS) where each cluster has a
common characteristic (real—itime requirements, feedback loops, etc.) that consists
of three nodes namely,- a sensor, a decision-maker, and an actuator is considered.
We have investigated the problem of resource (bandwidth) allocation within our
proposed network for different configurations in terms of possible interconnections
“of various assets. We ‘h_a;vé considered both measﬁraible and estimated input traffics.
We have demonstrated the'challeng% in allocating fﬁe bandwidth to differ-

ent nodes of a NUS system by implementing a standard PID controller. Through
simulations it is obseﬁred that by introducing feedback lobps"in our time-delayed. |
NUS cluster configuration, A-oontrol of the overall network can fail. In other words,

depending on the interconnections between the network nodes, the behavior of the
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Figure 4.21: The queue length (packet) and control (capacity: packet/s) behavior
- with a wide range of operating points in presence of dynamic changes of switching

configurations and a non-measurable time-delay of 60 ms.

PID-based closed-loop system vary considerably such that the network might be-

come even unétable. This problem can be however addressed by using more elaborate
" nonlinear control approaches. -

The first nonlinear control approach that is investigated is the input-output
linearization controller. By assuming that the input traffic and time-delay are mea-
surable, the controller has demonstrated good performance and achieves the imposed
desired design speciﬁcations for both the steady state error and the transient (over-
shoot behaviors). - _

The second nonlinear controller is designed by using the sliding mode ‘mac'hin-
ery. Assuming that the input traffic is measurable and time-delay is unknbwn, the
time-delay dependent control system dynamics is derived and is shown to be asymp-

. tOtica._lly stable for a fully-connected configuration. The delayed control dynamics
is also shown to be stable when a loop is added to our configuration, provided that
the time-delay is upper bounded. Finally, by oﬁ:iniating the input traffic and corre-

sponding to different network configurations, the overall NUS cluster error dynamics
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is derived as a generic time-delay system. In addition, our proposed robust controller
is evaluated when node mOBﬂity is considered. We have demonstrated that for a
wide range of operating points good performance and stability can be accomplished

provided that the time-delay is upper bounded.
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Chapter 5

'Inte’grated Bandwidth Allocation

and Flow Rate Control

5.1 Introduction

Iﬂ communication netwbrks, several mecha.msms are studied to control traffic and
avoid congestion, such as call admission control, input rate regulation, bandwidth
allocation, routing, queue scheduling, and buffer management. It is widely accepted
that in certain circumsta;nces dynamic integrated control solutions may turn out to
be more efficient than individual solutions.

In this chapter and i]iustrated in Figure 5.1, by using nonlinear feedback con- .
trol theory, we propose tﬁreé robust control strategies that dynamically integrate
bandwidth allocation and flow :é.te control techniques. The first and th]rd proposed
| strategies are évaluated on a network clusf;er that is defined in Chapter 3 under non-
stationary conditions. These conditions occur when -the statistics of the incoming

traffic to the network queues are time-variant as well as topological changes take
place in the network. Indeed, simulations are performed for dynamic traffics, under

various network configurations and in presence of time-delayé. -
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Figure 5.1: A recapitulative diagram of the investigations on the proposed sliding
mode bandwidth allocation control.

5.2 First Proposed Robust Control Strategy

The first robust control strategy thét we propose is an improved version of the strat-
egy proposed in [91] (refer to Chapter 2). The improvement objective is to robustify
the approach in [91] that uses a simple input—outj)ut linearization feedback control
by adding a discontinuous control component to the control law. The design pro-
cedure fér our proposed robust control strategy relies on nonlinear feedback control
that uses sliding mode techniques. As illustrated in Figure 5.2, the proposed robust
control strategy attempts on one hand to ma.inta.in the average queue length of each
" network buffer by dynamica.liy allocating the bandwidth to the server while on the
- other hand to control the flow rate. '

For the I** output port of node h, our controller is designed in the eﬁor state
space representation by first defining the sate error va.n'abl_&s as ey, = Iy, — T, ref a0d
€y, = &1, — T, ey Where Ty, ;.5 denotes the reference trajectory of the buffer queue

length. By substituting the state error in thé model governed by equation (3.1), the
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Buffer th

Figure 5.2: Integrated bandwidth allocation and flow rate control principle.

state space representation can be rewritten in the error space as follows

e, (t) + Ty, res ()

é[h (t) = —C[h (t) + _Xilh (t) - i’l;.ref(t)

e,h(t) + -'L'l,,ref(t) +1 (51)
Y1 (£) = e (8). + Ttyres (t)
The robust control law is now derived and expressed according to
Cu(t) = m, (et + Tures +1) + By () m, s9n(es, (£)) (52)

X, (1) = pTryres + Tires(t)

€l ®)+= nref (t)
o1y, O Ttyref (DF1

parameters assigned to buffer [ that ensures closed-loop asymptotic convergence of

where E (t) = is the I** buffer occupancy with y;, and v, are design
h h h

the error dynamics (5.1). Note that index ¢ in Af (f) denotes control. The control
law (5.2) is derived first by selecting the flow rate to be proportional (according to
the design gain) to the desired queue length and then by applying a feedback control
to obtain the bandwidth allocation control law. The resulting error dynamics of the

Ith c]oséd—loop buffer is now given by
én (£) = —p, 1, (£) — 7 597{en, (1)) (5.3)
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Remark 5.1. As mentioned earlier, the proposed control given by equation (5.2) is
an improvement of the controller proposed in [91]. Furthermore, note that in case
of congestion the buffer input traffic Aun corresponds to the mazimum allowed traffic

AG, computed by the controller.

Theorem 5.1. For the I"* buffer of node h described by the FFM model (5.1), by
adopting the end-to-end semi-decentralized control approach, the nonlinear feedback
flow rate and bandwidth control laws (5.2) guarantee asymptotic stability of the error v

dynamics (5.3) if u, end v, are selected as ‘positive parameters.

Proof: Since the error dynamics of equation (5.3) is the same as the one given by
equation (4.7), therefore the proof of Theorem 5.1 follows along the same lines as

as that for Theorem 4.1. A

Remark 5.2. It is worth noting that the main advantage of the above strategy is
that there is no need to measure or estimate the input traffic since the control law

does not depend on it.

5.2.1 Case study: The ABR traffic competing with the guar-

anteed traffic

Assume that we are given two types of traffics, namely guaranteed traffic /\flh and
the ABR traffic )«,-lh ABr(t) are competing for network resources. Note that the FFM

model given by equation (3.1) is now written in the error state space as follows

€1, (t) + Tiyref (t)
e, (t) + Thref(t) +1

. (t) = e,,; (t) + Tures (t)

élh (t) = —Clh (t) + )\zlhABR(t) + Ai,l,, (t) - il;.ref (t)

(5.4)

' Let us start with our first strategy so that Theorem 5.1 is applied to model
(5.4). Two cases are considered depending on 2}, that may be measurable or un-

measurable while A;, _apr(t) is considered to be unknown as in the above case.
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A}, measurable

By assuming that the guaranteed traffic is measurable while the ABR traffic is

unknown, the flow rate and bandwidth control laws are obtained and given as follows

Clh (t) = My, (elh + Ziyres + 1) + EI:I (t)’nh syn(elh (t))

| | (5.5)
A%, 48R(E) = U, Tiyres(t) — A3, (1) + Tty res(t)
_ e}h(t)'f'zlhre](t) : th 1 .
where Ej, (t) = T s thel buffer occupancy with p;, and -y, are the
h hft .

design parameters assigned to the buffer ! that ensures asymptotic convergence of

the error dynamics (5.4) that is governed by
é,(t) = —pyen, (£) — mus9n(en, (1)) (5.6)

Lemma 5.1. For the I'** buffer of node h described by the FFM model (5.4), by
adopting the end-to-end semi-decentralized control approach, the nonlinear feedback
flow rate and bandwidth control laws (5.5) guarantee asymptotic stabilitgj of the error

dynamics (5.6) if pu, and v, are selected as positive parameters.

Proof: Since the error dynamics of equation (5.6) is the same as the one given by

equation (4.7), therefore the proof of Lemma 5.1 is the same as that for Theorem

4.1. A

)], unmeasurable

Considering that both traffics are un_knowh, let us now set the flow rate and band-

width control laws as described below

Ci,.(t) = p, (en, + Tprer +1) + E;‘(t)f)’b.syn(ez; (®) 57)

A ABR(E) = pu, Tr,res (1) + Tapres (t)
ey, (£)+x1, res (1)

where Ey,(t) = -ty e IS the I* buffer occupancy with py, and v, are
. R h re
the design parameters assigned to buffer I that ensures boundedness of the error
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dynamics (5.4) in the closed-loop that is governed
elh (t) = — 6y, (t) 7lhsgn(elh (t)) + ’\zl,, (t) (58)

. Lemma 5.2. For the I** buffer of node h described by the FFM model (5.4), by
adopting the end-to-end semi-decentralized control approach, the nonlinear feedback’
flow rate and bandwidth control laws (5.7) guarantee stability of the error dynamics

(5.8) if pu, and 7y, are selected as positive parameters provided that X}, is bounded.

Proof: Since the error dynamics of equation (5:8) corresponds to the error dynamics
given by (4.7) with an additional term )} that may be considered as an external
input, then the error dynamics (5.8) is stable whenever Aj_is bounded and the
design paraineters py, and 7, are selected as positive. ' A

The convergence bof these error dymimi_cs can be also seen through their cor-
- responding solutions. The general solution for the error dynamics (5.8) is described

by equation (5.9), namely

. Y
E mh(t. io)[ (tO) llhm _ 'Yi] + Zilymaz + -’ﬂ zf e < 0
Plh Hiy, p'lh M,

~p,, (t—to) Afl maz /\;gmax
en(®) < 4 g, (1) — “tamar) , Mumez 3¢ o g (5.9)
Hy, Hiy,
- = pL pLs )
E 1y, (£-t0) er (t) — ilymaez +7i + il,maez _ﬁ 'Lf e > 0
\ * [ h( 0) I‘l’lp, Hl;,] ”lh “"lh »

where E,, denotes the exponential function.

5.2.2 Simulation results using the first proposed robust con-
trol strategy |

The first robust control strategy proposed above is now implemented as an end-
to-end semi-decentralized control approach on the delay dependent network that is

depicted by Figure 3.4. In the end-to-end control approach, the controller maintains
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locally the averaged Ith buﬁer queue size of node h close to the desired value and
regulates the incoming traffic rate i:o node k by informing all upstream sources that
are using node h regardiﬁg the maximum allowed rate. ’

Two sets of simulations are given in this section. In the first set, our network
ciuster is configured as a three nqd&e cascade by disabling all the loops. In the
second set our network cluster is configured as fully-coﬁnected by incorporating all
- the loops (with feedback traffics). Given that delays is a crucial problexh [76], the
proposed control strategy is evaluated subject to the presence of time-delays of 1
ms and 60 ms. |

For all the simulations pr&ented below the sampling time is set to 7, = 1
ms and the proposed control parameters are set to w, = 15 and vy, = 7500. As
| fér as the traffic is concerned, dynamic sources are considered in order to excite a

broad range of the frequency modes of the system. Indeed, the mean of the random
input traffic varies sinusbida.lly from 0 to 6 * 10° packets/s with a frequency of 0.5
rad/s and va.ria.ncé of 10% packets/s. Note that the input traffic is bounded such
that 0 < Xy, < 4000 packet/s.

In compliance with Assumption 3.1, the buffer quéue sizes are constrained
according to the bounds 0 < z;, SV 128 packets while the maximum available service
capacity is constrained according to Assumption 3.3 so that 0 < Cj, < 4 * 10
packets. Furthermore, the process function gains F,’,’f are set equal to unity in all
the links. »

The first set of simulations is shown in Figure 5.3 for the timeudelays‘ of lms
(solid line) and 70 ms (dashed line). Note that with this cascade configuration, one
is concerned with only the sensor port, the-ﬁrst output port of the decision-maker
labeled DM21 corresponding to 2, in Figu're 3.4, and the third output port of the
'actuator node labeled Act33 corresponding to A5,.

From Figure 5.3, we may observe that (a) the sensor, the decision—maker DM21,
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and the actuator Act33 buffer queue lengths all converge to their respective refer-
" ences which are set to [50, 60,100] packets even in presence of time delay of 60 ms
but with a steady state error; (b) the speed of transient responses is good, and (c)

the behavior of the queue state responses are quiet oscillatory.
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Figure 5.3: Simulation results for the cascade configuration in presence of time-
delays (solid line: 1 ms, dashed line: 60 ms) and dynamic source traffics by using
the first proposed strategy.

The second set of simulations are shown in Figure 5.4 fdf thé tiﬁle delaysof 1 ms

(solid line) and 70 ms (dashe’d hne) and the operating points é.fe set to 50 paéket for
the sensor, f:O‘ [60 70] packet for the first and second outports of the decision-maker,

- respectively, and to [25 30 100] pécket for the first, second, and third output ports
of the actuator, fespectively.. Ti]e first row graphs of Figure 5.4 depict the queue
state responses corresponding to (a) the sensor, (b) the decision-maker DM?21, and
(c) the second output port of the decision-maker labeled DM22. The second row

graphs of Figure 5.4 are devoted to the three output ports of the actuator, namely
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(d) Act3l, (e) Act32, and (f) Act33, respectively. Note that the same remarks can
be stated as for the results that are obtained for a cascade configuration. We may
therefore conclude that the first strategy has an advantage that is the input traffic

does not need to be measured and estimated but has a drawback that the responses

of the queues are oscillatory.
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Figure 5.4: Simulation results obtained for the fully-connected configuration in pres-
ence of time-delays (solid line: 1 ms, dashed line: 60 ms) and dynamic source traffics

by using the first proposed strategy.

5.3 Second Proposed Robust Control Strategy |

The second control strategy that we'propose is also robust since it is designed based
on the sliding mode control tools. For the I** output port of node h, our controller

is designed in the error state space representation by using the same state error
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variables as in the first strategy. The robust controller is expressed as follows

Ci,(t) = w,(ey, + Zirer +1) (5.10)
i, (1) = i, Tiprer — M 59n(€1, (8)) + Tty res (t)
~ where py, and -, are the design parameters that are assigned to the buffer ! that
ensures asymptotlc convergence of the closed-loop error dynamics (5.1).

The control law (5.10) is obtained first by selecting the bandwidth allocatxon
control law as Cy, (t) = u, (e, + Zi,res + 1) and then applymg a feedback control to

obtain the flow rate. The resulting error dynamics of the I** closed-loop controlled

buffer is now given by
élh (t) = — 6, (t) - T59 n(ell. (t)) : (5' 1 1)

Theorem 5.2. For the I buffer of node h described by theAvFFM model (5.1), by
| adopting the end-to-end semi-deceniralized control approach, the‘nonlinear feedback
- flow rate aﬁd bandwidth control laws given by equation (5.10) guarantee asy}npt;)tic
stabﬂity of the error dyhamz'cs (5.11) if py, and y, are éélected as positive parame-

ters.

Proof: Since the error dynamics of equation (5.11) is the same as the one given by

(4.7), therefore the proof of Theorem 5.2 is the same as that for Theorem 4.1. . A

Remark 5.3. As for the strategy proposed above, note that there is no need to

measure or estimate the input traffic for this control strategy too.

5.4 Third Proposed Robust Control Strategy

Designed in the error state space representation as in the previous two strategies,

the third robust control law is given by

{ Cie(6) = maz {0, minlCr=(s), Gi, ()]} " (5.12a)
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{ ""'“c(t) maz{0, mzn[ (), /\,,h (t)]} (5.12b)

1'}.
where index ac designates the actual value. By applying the SM-VSC nia,chinery to

equation (5.12a), the buffer capacity is set to

Clh (t) = Elzl(#lhelh + 71;;39”(611;) + iiln - j:lhre]) (5'13)

Ty, o eptEy .

Tt = e oy 1 is the buffer occupancy, Ay, is the estimate of the

where E;, =

input traffic that is obtained by using the following update law
{ Xi = T, () (5.14) .

where Iy, , pu,, and -, are the design parameters. Note that the buffer capacity Gyt
is bounded by its maximum value Cj™** which is equal t0 Csery.

In equation (5.12b), the term |

d). )

=G "'”Et,.r Hinr€lr — ViurSIN(€1,r) + Ttyres (5.15)

is the maximum ordiné,ry traffic flow rate that is allowed by the controller and whose
actual value A\ 77°(¢) is bounded by C7?**. The resultmg error dynamics of the i

ilpr

closed-loop controlled output port of node h is now given by
éiy = —p,en, — My 597(er,) + A, (5.16)»

where j\i,h = A, — :\il;.- The behavior of the closed- loop system (5 16) is now

* described by the followmg theorem.

Theorem 5.3. For the It butput port of node h deécribed by the Fluid Flow Model
(5.1), by edopting the end- to—end semz-decentmlzzed control approach, the nonlin-
ear feedback bandwidth alloca,tzon and flow mte contml law governed by equatwns _
(5-12a), (5.12b), and (5.14) guarantees asymptotic stability of the error dynamzcs
(5-16) of p, 5, Wuss Ty (F = p,7) are selected as posifive design paramete}s that are

assigned to the output port l,.
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~ 2 7152
Proof: Let us choose a candidate Lyapunov function Ve, Ay, ) = 8'7" L S8

where Ag, = A, — A, such that V(er,, Aa, ) is positive definite in B = {(ey,, A, ) €
R2}. The time derivative of the Lyapunov function along the trajectories of (5.16)

and (5.14) is given by
V(elhz j\ﬂh) = _”lhfelz,, - 7lhelh39n(elh) + Alh (t) : (5-17)

where Ay, (t) = ey, (t)Aa, () + I‘,;l Ait, (t)j\a,_ (t). Given that e, (t)sgn(e;, (t)) is always

positive since
1if e,(t)>0

sgn(en(t)) = 0if e,(t)=0 (5.18)
-1 Zf e,,.(t) <0

and if one now defines

iil,. = —Ty,e,(t) (5.19)

or equivalently for a slowly-time varying case,

Ay, =T, i €0 (t) , (5.20) |

which defines the dynamics of the parameter estimate A, lﬁhen equation (8.7)
becomes’ |

V(en, da) = —Hsel, — mensgnles,) - (B2)
which is negative semi-definite. Using the La Salle’s invariance principle [68], let
 us define S = {(e, A1,) € D|V(er,; Aa,) = 0}. For Viey,Aa,) =0, &, = 0 =
'S= {(el,.;:\;zh) € Dle;, = 0}. Assuming that (elh,i;zh) € SVi=e,(t)=0V ¢t V
and é,(t) =0 = 0= —Aye, — By sgn(e,) + A, which implies that ey, (t) = 0
and Ay, (t) = 0. Therefore, the only invariant solution in S is the trivial solution
.e,,_'(t) - 0 and Ay, (t) = 0. Hence, the equilibrium point €, = 0 and Ay, = 0 is

asymptotically stable. : A
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5.4.1° Simulation results using the third ‘proposed robust
control strategy

The simulations given in this section are intended to demonstrate the effectiveness
of the third proposed robust control solution as an end-to-end semi-decentralized
approach for the delay dependent cluster that is depicted in Figure 3.4. As ex-
plained above, in the end-to-end contrql approach the controller maintains locally
the averaged buffer queue size of node h close to the desiréd value and regulates the
incoming ordinary traffic rate to node h by informing all upstream sources that are
using node h regarding the maximum allowed rate. |

Note that in order to compare the first and third proposed robust control
strategies, thé simulations presented are conducted under the same conditions. In -
this section, two sets of éimulations are presented using the third proposed robustb B
control strategy. In the first sét we implement a non-adaptive controller that has a
complete knowledge about the input traffic while in the second set of simulations we
consider an adaptive controller in which the input traffic is eétimated according to
the update law (5.14). For both sets of simulations, two topologies are considered,
namely the three nodes cascade as well as the fully-connected topologies.

In the simulations presented below (a) the sensitivities to the time delays of
1 ms and 60 ms are evaluated, (b) the sampling time is set to T, = 1 ms, (c) the
control parameters are selected to be g, = 500 and v, = 5 * 1073, (d) the mean
of the random ‘inputr traffic vari%'sinusoida.lly from 0 to 6 x 10° packets/s with a
frequency of 0.5 rad/s and variance of 103 packets/s, it should be noted that this
input traffic cofre'sponds to a ”slowly time-varying” signal, a,ndb (e) the inpuf traffic
is not considered as a slowly time-varying according to the following Speciﬁcatibns
that is a frequency 6f 5 rad/s. Note also that the traffic is generated in the Simulink
environment as a random signal with a Gaussian distribution.

Moreover, the input traffic is bounded such that 0 < )\, < 4000 packets/s. In
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compliance with Assumption 3.1, the buffer queue sizes are constrained according
to the bounds 0 < z;, < 128 packets while the maximum a.va.ilable service capacity
is constrained according to Assumption 3.3 so that 0 < Cy, <4x 10* packet/s.
Furthermore, the process function gains F,’,:j are set equal to unity in all the links.

The first set of simulations is devoted to the implementation of the non adap-
tive version of thé third robust control strategy on our network cluster that is con-
figured first as a three nodes cascade and then as a fully-connected. For time-delays .
of 1 ms (solid line) and 60 ms (dashed line), the results are shown in Figures 5.5
and 5.6, respectively.

Froin graphs of Figure 5.5, we may observe that (a) the sensor, the decision
maker DM21, and the actuator Act33 buffer queue lengths all converge to their
respective references which are set to [50, 60, 100] packets even in the presence of time
delay of 60 ms, (b) the speed of the transient responses is good, and (c) the behavior
of the queue state responses are very smooth in comparison with the oscillatory
Vresponses that are obtained with the first strategy.

The simulation results presented in Figure 5.6 éorrespond to the fully-connectéd
network where the first row graphs of Figure 5.6 shows the queue state responses
corresponding to (a) the sensor, (b) the decision-maker DM21, and (c) the second
output port of the decision-maker called DM22. The second row graphs of Figure
5.6 are devoted to the three output ports of the actuator, namely (d) Act3l, (e)
Act32, and (f) Act33. As for the results corresponding to the cascade configuration,
- we can readily dﬁsewe through the buffer queue lengths Tesponses that convergence
and good performance are achieved if the traffic is assumed to be measurable.

The second set of simulations are carried out for our network cluster that is
configured first as a three nodes cascade and then as a fully-connected network using
the adaptive version of the third proposed robust control strategy; The results are

shown in Figures 5.7 and 5.8 for the time-del;'«).ys of 1 ms (solid line) and 60 ms
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Figure 5.5: Simulation results for the cascade configuration in presence of time
delays (solid line: 1 ms, dashed line: 60 ms) and dynamic source traffics by using
the third proposed non-adaptive strategy (measured traffic).

(dashed line).

From the graphs of Figure 5.7 corresponding to the cascade configuration,

we may assert that (a) the sensor, the decision maker DM21, and the actuator
Act33 buffer queué lengths all converge to their respective references Which are set
to [50,60,100] packets even in presence of time delay of 60 ms, (b) the transient
responses show overshoots due to the unceltaintiés in the'estim.ation of the input
-trafﬁé, (c) the steady state is free of oscillations, and (d) the settling time is longer
compared to the first strategy asv expected |

For the simulation results presented in Figure 5.8 o‘orr%ponding’ to thé fully-
connected network, one may make the same conclusions as for the above cascade
cdnﬁguration, namely that the cbnvergence of all the buffer queue lengths to their

respective references is achieved, and the transients show overshoots and longer
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Figure 5.6: Simulation results for the fully-connected configuration in presénce of
time delays (solid line: 1 ms, dashed line: 60 ms) and dynamic source traffics by
using the third proposed non adaptive strategy (measured traffic).
settling times as compared to the first strategy as expected.

The last simulation are conducted for a non slowly timévé.rying input traffic.
In effect, by setting (a) the frequency of the sinusoidal input tfafﬁc to 5 rad/s, (b)
the time-delay to 60 ms, and (c) the operating points to 50 packet for the sensor, to
[60 70] packet for the first and second outports of the decision-maker, respectively,
and to [25 30 100] packet for the first, second, and third output ports of the actuator,
respectively, the simulation results obtained for tﬁe fully-connected conﬁguration by
using the third proposed adaptive strategy a.fe presented in:Fig'ure 5.9. Tﬁe reéults
show that our third proposed strategy also holds for a non sldwly thnéva.rying input

traffic even though overshoots due to the estimation can be observed.
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Figure 5.7:  Simulation results for the cascade configuration in presence of time
~ delays (solid line: 1 ms, dashed line: 60 ms) and dynamic source traffics by using
the third proposed adaptive strategy (estimated traffic).

5.5 Conclusion

This chapter has focused on prof)osing three robust control strategies for integrating
the bandwidth allocation and the flow rate control objectives. The proposed con-
trollers attempts of on one hand to maintain the average queue léngth of each buffer
of the network by dynamically allocating the bandwidth tob the server while on the

other hand to control the flow rate by notifying all uﬁstream sources regarding the
maximum allowed traffic rate.

The first robust control strategy is an improved version of the strategy that
isAproposed‘in [91]. This strategy is en;powered by robustness capabilities and
constitutes a benchmark solution for the third strategy. Indeed, the first and third
control strategies are compared in simulations and the. conclusions can be stated

as follows, a) the first strategy as well as the second strategy do not need any
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Figure 5.8: Simulation results for the fully-connected configuration in presence of
‘time delays (solid line: 1 ms, dashed line: 60 ms) and dynamic source traffics by
using the third proposed adaptive strategy (estimated traffic).

knowledge about the incoming traffic in order to compute their commands while
the third strategy uses the estimated input traffic in its control law, b) using the
first and third strategies for the network éluster éonﬁgured as a cascade or a fully-
connected network, all buffér queue lengths converge to their respective references
even in presence of time delay of 60 ms, c) the buffer queue lengths responses that
are obtained by using the first strategy are bvery oscillatory while those obtained by
using the third strategy are oscillation-free, and d) by using the third strategy, the
_results that are obtained when the input traffic is assumed to be measurable are
better than those vwhen the input traffic is estimated (resulting in overshoots and
" long settling times). It should be noted that by adding the o-modification [57,64]
to the adaptatién law, the third strategy would constitute a significant step towaid
an efficient robust integrated algorithm as discussed in subsequent chapters.
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Chapter 6

SM-GVS Congesﬁon Control for
DiffServ Netwoi'ks: . | |

Non-Degenerate Case

6.1 Introduction

Despite efforts that have been made by utilizing advanced control strategies such
as optimal control, adaptive control, linear and nonlinear control [15], [80], [39],
[94], [101], to naine a few, to improve the network performance, the most commonly
used congestion control methods in the literature are based on intuition and ad hoc
techniques. Consequently, robustness of the congestion control problem remains un-
addressed adequately. Our investigation in this chapter focuses on an interesfing
congestion control approach that has been studied by Pitsillides et. a.l [89] (see
Chapter 2). Thisfméthodplogy consists of development and analysis of a generic
Integrated Dynamic Congestion Control (IDCC) scheme for controlling traffic using
information on the status of each queue in the buffer. Pitsillides’s control approach

is based on a feedback linearization technique and can be classified as a network
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assisted congestion controller [71].

In contrast, the proposed control law introduced in this chapter is a kind of
feedback linearization that is empowered by strong robustness features. In effect, in
order to ensure the necessary robustness requirements of the congestion control, we
use the sliding mode principle. The latter principle is Basica.lly to drive the nonlinear
plant operating point along or nearby the vicinjty of the specified and user-chosen
hyperplane where it slides until it reaches the origin, by means of certain high-
freqilency switching control law. Once the system reaches the hyperplane, its ordel;
is reduoed since it depends only on the hyperplane dynamic_s..

The existence of the sliding mode in a manifold is due to the discontinuous
nature of the variable structure control which is switching between two distinctively
different system structures. Such a system is characterized by an excellent perfor-
mance, which includes insensitivity to parameter variations and a complete rejection
of disturbances. However, since this switching could not be practically implemented
with an infinite frequency as required for the ideal sliding mode, the discontinuity
generates a chattering in the control, which may unforﬁunately excite high-frequency
dynamics that are neglected in the model and thus might damage the actual physical
system. 7

In view of the above, the sliding mode-variable structure control (SM-VSC)
was restricted in practical applications until progresses in the _eleetronics area and
particﬁ]arly in the switching devices in the nineteen seventies. Since then, the SM-
VSC has reemerged with several advances for alleviating the undesirable chatter
j phenomenon. Among the main ideas is the approach based on the equivalent control
component which is added to the discontinucus component [49], [116]. In fact,
depending on the xhodel parameters, the equivalent control corresponds to the SM
existence condition. Second, the approach studied vin [109] counsists of the allocation

‘of a boundary layer around the switching hyperplane in which the discontinuous
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control is replaced by a continuous one. In [10], [50] the gain of the discontinuous
component is replaced by a linear function of errors. In {46}, the authors propose a.
technique by replacing in the variable structure control the sliding mode by a sliding
sector.

Most recent approaches consider that the discontinuity occurs at the highest
derivatives of the control input rather than the control itself. These techniques can
be classified as a higher-order sliding mode approach% in which the state equation
is differentiated to produce a differential equation with the derivative of the control
input [8] and [77). Among them, a particular approach that is introduced in [44] and
investigated in [16], [24], [95] uses differential algebraic mathematical tools. Indeed,
by using the differential primitive element theofem in case of nonlinear systems
and the differential cyclic element theorem in case of linear systems, this technique
transforms the system dynamics into a new state space representation where the
derivatives of the control inputs are involved in the generaﬁzatioh of the system
representation. By invdking successivé integrations to recover the actﬁal control the
chattering of the so-called Generalized Variable Structure (GVS) control is filtered
out. In the following two sections, the sliding mode variable structure and input-
output linearization nonlinear control concepts are utilized to design a congestion

controller.

6.2 Proposed GVS Congestio’n Control Strategy

In this chapter, we utilize a sliding mode GVS machinei-y to deelgn our proposed
congestion control strategy. Basically, the GVS control approaéh consists of the
transformation of the system dynamics into a new type of state representation ex-

hibiting the derivatives of the control input and to which the output equation is
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associated to give what are called Generalized Observable and Controllable Canon-
jcal Forms (GOCF, GCCF). On the basis of these canonical forms, the control law
might be derived using different approaches. Three control approaches are investi-
gated in this chapter. The first approach consists of solving the well-known sliding
condition inequality (SS < 0). The second approach that is introduced in [82] uses
the feedback control given by (2.20). The last approach considered to design our
GVS congestion control law utilizes the hyperplane convergence equation as a non-
linear feedback control [95] It is worth noting that the latter approach is one that
have yielded the best results in terms of reducing chattering phenomena, robustness

and performance attributes [24].

6.2.1 New fluid flow model in generalized observable canon-

ical form

Tn order to obtain the genéra,lized observable canonical form for the fluid flow model
with de;-ivativw of control variables, let us first rewrite for the h*® node of the

DiffServ network, the FFM model that is given by equation (3.1) as follows

Tpp(t) = —Chf(t)m ; 6)

Yns(t) = zas(2)
Let us first transform the FFM given by equation (6.1) into a new FFM model
(6.2) using the following variable change, Zixs = Ty and Tons = S, with f =p,7
representing the Premium a.nd the Ordiﬁa.ry serﬁces, r@ective]y'. Consequently, we

now have the following new FFM model

Z1ng = —ChyZons + Ang

. —ChiTonf + Ang

. Tops = 6.2
2hf (zlhj ¥ 1)2 ( )
Ynf = Tanf
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To verify that the obtained second-order FFM model (6.2) corresponds to the orig-
inal first-order FFM (2.1), simulations are conducted in which both models are
subjected to the same sine wave input traffic and the results are shown in Figure
6.1. In the first row of F igure 6.1, the left and the right graphs depict the queue
state for both models and their error, respectively. From these two graphs, one
can argue that for a sine wave input traffic, the obtained second-order FFM model
responds simila.rl& to the original ﬁrst-or&er FFM model.
Through the second row graphs, one may observe that both the output traffic
O1 of the original first-order FFM (left graph) and the output traffic O2 of the
| obtained second-order FFM (right graph) models converge to the common input
traffic flow I, verifying the flow conservation principle. This is also confirmed
through the left graph of the third row, in which the output traffics O1 and O2

cbnverge to each other. The last graph in the right depicts the second state zap-
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Figure 6.1: Validation-of the second-order model (6.2) due to a sinusoidal input
traffic. '

The second step required for obtaining the generalized observable canonical
form (GOCF) is to derive a corresponding differential equation for model (6.2). The
elimination of the state from the model (6.2) can be performed first by computing
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the derivative of y,; as §ny = Z1ny to deduce the state zo; = é‘i’—%‘i and then
the derivative of the latter is equated with the second term of (6.2) to obtain the -

following differential equation

6 . g
Unf = Aing — C_:;(/\ihf —9ns) — Cus (nyh_:_f)“z (6:3)

which is in the form of (2.17) since the control input us; corresponds to Cj,, for the

Premium service and to Ch, and Ay, for the Ordinary service, respectively, that is

C(Yns Unss Ung, Ung Ung) =0 » - (6.4)

According to the rank condition (2.16), one may argue that for both the premium
and the ordinary buffer dynamics, the relative degree is rq4ns = 1, the order of the
highest derivative of the output dy; = 2, and theb order of the highest derivative of |
th'e‘control input Aipf = 1. Therefore, the conditior a;ps = dry — rapy is verified
as well as the rank condition (2.16) that is also verified, as shown below

nk é(hsnf, bspr) = rank 5(”8'4’ st hony) =2 (6.5)
(51},_{ ‘thf

Introducing 2 new set of state variables that are given according to

21nf = Ynf
2ohf = Ynf = Z1nf (6.6)
Zons = Yng
and since the Jacobian 534 is non singular and 1t is equal to identity, the transition
from the implicit input-output repr&sentatmn_ to an explicit one can be accomphshed.
. By now substituting the new variables (6.6) into equation': (6.3), the COCF

" representation is obtained as follows

)
Z1nf = Zonf

GOCF){ 2y = Chf s ~ Cop2l (6.7

( )§ Zohs = )\zhf'l‘ (/\:hf Zzhf) hf(zlh!+1)2 (6.7)
L Ynf = Zang
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To validate the transition to the GOCF model, the latter model given by
equation (6.7) is compared with the second-order FFM model (6.2) and the results
are shown in Figure 6.2. It can be observed through the first row graphs that the
buffer queue corresponding to the GOCF model tracks the buffer queue quiet good

corresponding to the model given by (6.2).
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Figure 6.2: Validation of the GOCF model (6.7) due to a sinusoidal input traffic.

Now in order to design the controller in the error state space, let us consider

the following error variables as shown in (6.8): -

€1hf = Z1hf = Zhf,e;
€1hf = €shf = Z1hf — Zhf,ey = Z2hf — Phfrep (6.8)
€2hf = Z2mf — Zhfre;

By substituting the above state error variables into equation (6.7), we obtain
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the GOCF model in the error state space, that is »

"

€1hy = €2nf
. C’;.; : €anf + Zng,
GOCF { éany = Ainy — < (Ainf — €2ng — 2 — Gy - 3
7 = Aing CM( £ = €ons — Znf.;) Iy + 7y FIR M
| Yns = €nf + 2nseg
(6.9)

Considerihg the resulting error state representation of the‘ GOCF model given
by (6.9), the objective of the proposed congestion control is to ensuré robustness of
the élosed—loop system to uncertainties and unmodeled dynamics as well as external
disturbances. This will be the case provided that for the abbve system (6.9), a

sliding mode exists in the neighborhood of the switching surface as given by (6.10a)

and (6.10b)
n—1 ’ »
 Shp =Cnpr+ D Sins€ing = Sthieins + s = Swnseins + ezns; (f =p,7) (6.10a)
Cg=1 T _ - _

Shf = S1nfe1ns + €2n5 = SingC2nf + €2nf (6.10b)

' Where sirf: (f = p,r) designates two positive pa.rametefs corresponding to the slope
of the sliding surfaces of the premium and the ordinary dynamics, respeétively.

It is worth mentioning that the state representation of the system obtained
with the derivatives of the control input constitutes the core of the GVS control
design procedure. Using the common state representation (6.9), several GVS control
approaches can be studied. Three approaphes can be considered for deriving the GVS
congestion control algorithm, namely

a) by solving the well-known sliding condition S;Sks < 0 after substitution

of (6.9),
b) by considering the feedback control (2.20) that is introduced in [82], and

c) by using what is denoted as the hypersurface convergence equation

Shs + rsShs + mssgnlSng) = 0 (6.11)
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where Va5 = ppsSlhy with f = p, 7. Note that th is a gain designating the propor-

tionality between ,y and ppy.

6.2.2 GVS congestion controller design using the sliding
condition [15]

Using this control approach, the control variables are C‘hp and A, that should satisfy
the slidiﬁg condition Sy jS'hf < 0, where S and f = p, 7 is the sliding surface given
by (6.10a), Such that the control law designed according to (6.12) holds. Note that
by taking into account the leftover capacity Ch (t) = Cierp — Chp(t), the second

equation will clearly indicate the control coupling, namely

S Chyp 5 ?2hp+ihp,.ej - - ;
Crr= Oy ezmp—Tr, Pinp=Chp for i yy2 ~ Zhppes to1npe2nptbrpsign(Snp)]
ref P Pref ( 6 1 2)
. o7 R e2hy+2hy "
Aihr= # [Aihf—(ezhf'*'zhrre! )]+Chr (elhr‘!'zhrre;e'{l) +Zhr,.e!- _‘shre2hr‘_‘bhr39n(shr)

In the sliding mode, the error dynamics driven by the canonical form (GOCF)
(6.9) and the control law given by equation (6.12) result in the closed-loop in the
so-called reduced-order and free error dynamics. Indeed, as expressed by equation

(6.13), the resulting dynamics depends only on the stable sliding hyperplane

€1hf = €onf
| (6.13)

éong = —Singezns — brysgn(Shy)
Theorem 6.1. For a differentiated-services network where the h* node is described
bg the Fluid Flow Model (6.1), by adopting the deceritralized control approach, the
.congestion control laﬁ; governed by equation (6.12) guarantees the asymptotic sta-
bility of ihe error dynamics (6.13) pfz;zzided that sy, bhf (f = p,r) are selected as
positive design parameters.

. 2
Proof: Choose a candidate Lyapunov function as V(Sxs,t) = S%(t) such that for

all Sis(t) # 0 = V(Sy;) > 0. The time derivative of V along the trajectories of
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(6.13) can be obtained as follows
V(Shf,t) = S,,fSh; <0 (6.14)

Corresponding to the sliding condition, V(Shf) is strictly negative definite provided
that the design parameters sy, byy (f = p, 7) are selected to be positive, and hence

this completes the proof. A

6.2.3 GVS congestion controller design using the feedback
control introduced in [82]

Let us consider for the nonlinear second-order FFM model (6.7) the feedback control

(2.20) that can be written for a second order system as follows

2 2
Zamg == Y GinrZing — O bipsVing = —GinsZing — GonsZans — basvny  (6.15)

‘where vy = sgn(Sps) = sgn(sinseins + €ins) is the new input, which permits us to

deduce the control law for both the premium and the ordinary traffics given by

. Cy, . e2hptZhp,
Crp= P Ainp—C) vef —z +a1hpeihpFaonpe2hptbnpy
hp m[ ithp hp(elhp"'zhpref'l']) hp,.ef 1hp€ihpTO2hpC2hpTOhp hy]
(6.16)
5. _Chr ) . 22hr+£hrrej - _
A,h,.—-chr (Ainr—€2nr z"'ref)+c"fmz+zhrf‘ef @1hr€lhr—02hr€2hr Dhr Uy

The closed-loop error dynamics driven by the canonical form (GOCF) (6.9)

and the control law given by equation (6.16) is given by
éhf = —Ahfe;,f - Bhf’l)hf ’ (617)

where enf = [elhf ezhf]T, Bhf = [0 bhf]T, Upg = Sgn(Shf)r and.

Apy = - (6.18)
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Theorem 6.2. For a dzﬁemﬁtiated—sewices network where the h** node is described
by the Fluid Flow Model (6.1), by adopting the decentralized control approach, the
congestion control law governed by equation (6.16) guarantees the asymptbtz'c stabil-
ity of the error dynamics (6.17) provided that a;sns and byy (7 =1,2, f = p,T) are

selected as positive design parameters.

Prbof: It is well-known that our resulting closed-loop error dynamics given by
equati.on (6.17) corresponds to a standard linear system whose asymptotic stability
is guaranteed provided that matrix Ay is Hurwitz, and since the external input vy
corresponding to the signum function is always bounded. This completes the proof.

A

- 6.2.4 GVS congestion controller design using the hypersur-
face convergence equation [17]

Among several sliding mode control approaches that we investigated in our previous
research [24], the approach that uses the hypersurface convergence equation have
given the best simulation and experimental results in terms of performance and
disturbance rejection. The control design consists of solving for the hypersurface
convergence equation (6.11) whose solution is the sliding surface Spy.
This equation can be written in an explicit form by substituting in (6.11)

equations (6.10a) and (6.10b), that is
éans = —Singezns — Prr(Qnrsgn(Shs) + Susi (f=p,r) (6.19)

Let us now consider equation (6.19) as a feedback control to model (6.9), that
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is
4 -
€2ns + Zpg,.,

hf + 2ng,,, + 1)?

i : Ci ) .
€ans = Aing — C—h;()‘ihf — eans — 2nf,.,) ~ Chy (el = Zhfs

= —Snseons — Paf(Qhsrsgn(Sns) + Sng)
$ ' S (6.20)

= —(swns + Hrr)eans — pngSingeins — PryShysgn(Sis)
.2

= Z Ajhj€inf + Ung

L =1

where (137Y 4 = —BhfSihf, Q2nf = "‘(slhf + [lhf) and Upy = b;,fsgn(Shf) with bhf =

—#nsSlns and again f =p,7.

One may observe that the above corresponds to the feedback control (2.20) with
convergence tuning parameters. Indeed, Z?d @ hp€;j hp+np and ZLI @ hr€j hr+Vhr
are the resulting linearized systems for the Premium and the Ordinary services,
| respectively. The coefficients a;5s with f = p,r are chosen such that stability of
the closed-loop system will be ensured. Consequently, by taking intd account the
leftover capacity C’h,(t)' = Copy — C;,P(t), kwhere Clerp is the maximum available

capacity of the server, the above feedback control leads to the law as specified below

: Ch, : .
Chp = i - [Aihp — C’;,pah,, ™ Zhp,es + ﬂhpezhp + fhpelhp + 7hpsgn(shp)]
Airp — €2hp — Zhp,os
. G ) _ ,
ik = C_hr'(/\ihr — €ohr — Zhr,e;) + ChrOhr + Zhr,o; — Brreonr — Eareinr — YrrSgn(Shr)
. ..
(6.21)
{eans+2 Ire ) : N ’
where a5 = (Tl,;h—jﬁ:’-fl—)z, Brs = Sinf + Bnfr Taf = Ilthr;f_, and &y = prySing-

‘Theorem 6.3. For a differentiated-services network where the k™ node is described
by the Fluid Flow Model (6.1), by adopiz’ny‘thc decentralized control apﬁroach, the
congestion control law governed by equation (6.21) guarantees the asymptotic stabil-
ity of t}ze error dynamics (6.20) provided that sy, pty, and Qy (f = p,r) are selected
as positive design parameters. ’ V '

Proof: In -equation (6.20), we have shown that the resulting closed-loop error dy-

namics can be expressed by the same linear form as given by equation (6.15) which
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is asymptotically stable provided that sz, piy, and @y (f = p,r) are selected to be
positive. This completes the proof. : ' A

The above control approach that is designed on the basis of the second-order
FFM model (6.9) is shown to be similar to the feedback linearization control ap-
proach with some iniprovement for adjusting the design parameters. However, the
considered approach can be also seen as an alternative to the following classical
input-output linearization control approach that is empowered by robustness cépa—
bilities. In fact, note that several issues can be investigated within the generalized
variable structure context. For example; in comparison with the normal form that is
utilized in nonlinear control [58] in which the internal and the external dynamics are
represented separately, the canonical form of the GOCF does not represent explicitly
the zero dynamics of the plant. In fact, this is expected since the GOCF exhibits-
the derivatives of the control inputs. One issue that would be interesting to investi-
gate is to compare the performance and robustness capabilities of the obtained GVS
congestion‘ controller with the input-output linearization-based congestion controller
when the non-minimal realization model (6.2) is considered. The latter controller is

designed below.

6.2.4.1 Input-output linearization-based congestion control for the second-~

order fluid flow .model

The obtained FFM model (6.2) can be expressed for both the premmm and the

ordinary dyna.nn(s by using the followmg conventional form

Th= fs,h(xh) + 9sn(zn)U (l’h) + ésh
(6.22)
un(on) = hon(z)
" where index s designates system as stated in Chapter 2 (refer to equation (2.15)),

Th = [E1np Tonp Ernr E2ne]Ts Y = [Ynp Ynrl"> Fop(zn) = [0 Gﬁ'ﬁ}—)i ~ T2 Ciery  —
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G 1T, Uy = [Chp inelTs 84 = Pty 0 0 0T,

'_1'2th . 0 - .
(—'-7:2h )(xlh + 1)—2 0 1000
fsnl(zn) = PR s p(zn) = zh
" Topr 1 6010
(x2hr)($1hr + 1)_2 (xlhr + 1)—2 .
. (6.23)
‘Let us now consider the input-output linearization control for model (6.22).
let r45 denotes the relative degree. We have g, = izs-,;,(a:h) =
ghp = i'lhp = —Chpx2hp + /\lhp
ghr = Ty = —CheZonr + Mnr (6’24)

= —CiervTonr + ChpTonr + Ainr
As both the control variables appear in the first derivative, then rgp =2 < n, =4
implying the existence of an internal dynammic.
The general form of the coordinate transformation equation (6.25) in which L

designates the Lie derivative is given by

[ ®y(on) = honlen) )
®o(zn) = Ly, \hsp(zn)
®(zp) = e (6.25)

3 q),d,h(xh) = L}‘:;lhs,h(:vh)
\ q’n(zh) /

which can be expressed for our 4™ order system dynamics as follows

®1(xn) = hop(zn)
D2(2h) = Bryn(@) = Ly, phop ()
B3(zh) = Brp41(zn)
®4(zn) = Pulzn)

B(z) = (6.26)
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Let us now introduce a new set of variables as given below

Q1(zn) = Ynp = 21

Do(zh) = Ynr = 220
(6.27)

4)3(-77.}:) = Z3n

| @a(z1n) = 2an
As far as the two variables z3;, and zy, are considered, we need to find any
function that will be the solution to the équatibns zjp — Lg, ,®; =0, with j = 3,4

which are explicitly given as follows

3<I>,— i ) 6@, » Qj
L o axlhpgu,s,h(l‘h)-" axzhpgzl,s,h(xh)+5£;931,s,h($h)+ azzhrg«u,s,h(zh) =0
"] 225 g n(on) + 22 (i) + 22 g ) + g n(0) =0
axlhpym,s,h h axzhpgzz,s,h h axlhrg32’s’h h 3$2hrg42's’h r) =

(6.28)

Now after replacing all g;; ;5 components in equation (6.28), the resulting equation

(6.29) below
0%; 0P;  Tonp 0%; 0®; ZTohr
- -~ + . =0
L & — B:clhpx%” 8$2,,p (zlhp + 1)2 ailtlh,,th + 8172,,, ($]hr + 1)2
9s =3
9% | 9% (et 1) =0
OTihy = Ozgre s -
(6.29)
" has the following solutions
®3(zn) = Towr + (T +1) 7

_ (6.30)

®4(zh) = Tanp + (Trhp + 1) 71 + Tane + (T1ne + 1)
The transformation ¢(z;) is thus completed by z3, = ¢3(zs) and zs = ¢4(zs), whose

diffeomd_rphism exists since the rank of the Jacobian J is full and the determinant -
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is non zero (det(J) = —1).

1 0 0 0

o® 0 0 1 0
z 0 0 —(zir+1)72 1 _

(T +1)72 1 —(zir+1)72 1
This effectively confirms the existence of the transformation which can be written

as
r .
Zirp = Z1n

Tonp = 2an — 23n — (zan + 1)1 6 3 2

Tihr = 228

| Zotr = 23 — (220 + 1)

Using the new variables (6.32), our overall system can be expressed as follows

#1p = —Chp(zan, — 230 — (z1n + D™+ dinp
J 2on = —Clerylzan — (zon + 1) 7] + Chplzan — (zon + 1) 7] + Aipir
_ _ : (6.33)
23;,, = O
L é4h = 0

where the two last equations obtained on the basis of solutions of (6.30) correspond
to the stable internal dynamic.
In order to derive the feedback linearization control for our system given by

e_quatioh (6.33), let us rearrange the external dynamics in the matrix form, that is

(Z'u.) _ ( Ahp ) + (—(241; —zsn— (2 +1)7Y) 0) (Chp)
Zon “C;er[z3h —(z2n + 1)1 oz — (e + 1) 1 A1hp
| o (6.34)

and considering v,y with f = p,r as the new inputs for the linearized systém, the
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resulting congestion control law is as follows

Chrp [t (zon + 1)1 — 238 Unp — Athp
Alhr 0 —zgp + 230+ (Zlh + 1)—1 Upr T Cserv[zi‘lh - (z2h + 1)_1]
(6.35)
or in the explicit form as
Crp = Unp — Ainp + [(z2h + 1)_1 - z3h]['vhr + Csef[z3h — (2 + 1)—1]] 6 36)

Ainr = [23n — zan + (218 + 1) " [vkr + Coer[2an - (22 +1)7]]

The feedback linearization that is utilized leads to a closed-loop error dynamics
corresponding to an unstable paraﬂel integrators. Therefore, its stabilization can
be performed through the new inputs vyy with f = j),r implying a simple output
feedback. By choosing vk, = @1n(z1n — 2in,.,) and U = aon(zon — 221,.,), the

stabilized error dynamics will be expressed as follows

Z1n= —Qumz+ G121k, s (6.37)

“Zon = —02;;221; + Gonzon,.;
Theorem 6.4. For a differentiated-services netwérk where the h*® node is described
by the Fluid Flow Model (6.1), by adopting the decentralized control approach, the
congestion control law governed by equation (6.36) guarantees the asymptotic sta-
bility of the error dynamics (6.37) provided that a; and dz are selected as positive

design parameters.

Proof: It is well-known that our resulting closed-loop error dynamics given by
‘equation (6.37) corresponds to a standard linear system whose asymptotic si:ability
1s gﬁaranteed provided that a; a:nd a, are selected to be positive. This completes

the proof. : - A
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6.3 Conclusion

Several robust congestion control approaches are proposed in this chapter by using
sliding mode generalized variable structure control (SM-GVSC) techniques. The
GVSC control consists of transformation of the system dynamics into a new type
of state space representation exhibiting the derivatives of the control input and to
which the output equation is associated to yield what are known as Generalized
Observable and Controllable Canonical Forms (GOCF, GCCF). On the basis of
these canonical forms, the control law might be derived using different approaches.
The first approach consists of solving the sliding mode condition which is inspired
from the equivalent sliding mode control method. The second approach consists
of adding a discontinuous term to the classical feedback linearization control law
for robustness purposes. The third approach utilizes the hyperplane convergence
equatibn ‘as a nonlinear feedback control. In effect, the third approach is more
inferesting since it attempts on one hand to keep the advantage of the feedback
linearization and on the other hand to act on the sliding hyperplane convergence
resulting in design parameters other than the hyperplane slope. Furthermore, an

_input-output linearization congestion controller is also investigated in this chapter.
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Chapter 7

'SM-G»VS Congestion Control for
Cascaded DiffServ Networks:

Degenérate Case

7.1 Introduction

Contrary to the non—degenerate sliding mode approach utilized to design the con-
troller considered in Chapter 6, a degenerate sliding mode approach is investigated
in this chapter. The class of DiffServ networks analyzed in this chapter belongs to
the cascaded networks. The extension to a fully-connected and feedbacked networks
is investigated in Chapter 8. .

This chapter is intended to extend our.investigétion's_ conducted in Chapter
6 by (a) simplifying our proposed congestion cdntro'iler design, (b) evaluating the
proposed controller for a single node bottleneck in presence of delays, (c) deriving )
the single node error dynamics in order to guarantee stability of the closed-loop
system, (d) evaluating the proposed controller for a three node cascade network

in presence of time-delay, and (e) deriving the network error dynamics in order to
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guarantee stability of the closed-loop system.

7.2 Proposed Congestion Control Strategy

As in the congestion controller that is proposed for DiffServ network in Chapter
6, [15], and [17], the controller proposed in this chapter uses the buffer queue length
as a feedback information to control locally the queue length of each buffer by acting
on the server bandwidth and simultaneously it sends back to the ordinary source
the allowed maximum raie. Note that the bandwidth of the ordinary server is not
controlled, only a left over capacity from the premium service is allocated to the
ordinary service. The controller proposed here consists of extending the approach
introduced in Chapter 6, and [17] through certain simplifying modifications. In
Chapter 6 and [17], the sliding mode congestion controller is designed on the basis
of a non-minimal FFM realization model to exhibit the derivatives of the control
variables in the generalized observable canonical form (the approach is called non-
degenerate). In this chapter as well as in the subsequent chapter, the controller is
designed on the basis of the FFM .model that is given by equation (6.1). Given that
the derivatives of the cbntrol are n'ot’considered for this controller, the approach is
called degenerate. The controller designed here uses the same nonlinear feedback
control approach as in [17]. The latter approach uses a convergence condition on

the sliding hyperplane dynamics.

7.2.1 Proposed decentralized end-to-end congestion controller
~ design [19,20]

For the ht** node as illustrated in Figure 2.1 for a differentiated-services (DiffServ)
network, the congestion controller is designed in the error state space by déﬁm’ng

the error variables en; = Tny — Thy,.,, €nf = Tnf — Znf,,,- By substituting them in
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model (6.1), the following state error representation is obtained

ens(t) + Thy,., .
~ + Ang — Tng, . (f =p7)
ers(t) + Tng,,, +1 / Fres (7.1)

€ns(t) = —Cny(t)

Yns(t) = eng(t) + Ty,
Let us now define the sliding manifold as a linear hypersurface that is Spy = epy
and choose a positi've'deﬁhite Lyapunov function V,5(Shs) = —S—f;-’; (f =p, r) Note
that the derivative of the Lyapunov function corresponds to the existence condition

of the sliding mode; ensuring thus its deﬁnité negativehess, that is
Vis(Shr) = SusSnr <0, (F=pr7) (7:2)
Let us now ixﬁpose the following condition -
Vi (Shs) = —ﬂh;ng - I»‘hIthShfSQn(Shf); (f=p,7) (7.3)

which makes V;, 5 always negative definite whenever both design parameters fz,¢ and
Qs are strictly positive.

Therefore, from equations (7.2) and (7.3), the following differential equations

Shs = —BngSns — tnfShysgn(Shy); (f=pr) (7.4)
€ns = —Pnsens — PrsShssgniens); (f=p,r)
yield the solution to the sliding hyperplane Sj; which after starting from Sy =
Srs(0), at time ¢ = 0, reaches the condition S);, — 0 in finite time Ty = pyjln[l +
ls;;h(;))l]. It is worth noting that in our approach, equation (7.4) may be seen as
a feedback control of the FFM state error representation (7.1) which leads to the

following closed-loop error dynamics of the controlled system
éns = —Ansens — Brysgn(ens) (7.5)

where A},f = dia,g[m,p [lh,-], Bhp = diag[;lhpﬂhp ﬂhrﬂhr] and sgn(ehf) 2 col[sgn(ehp)
sgn(ens)]-
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Consequently, by taking into account the leftover capacity Chr(t) = Ciery —
Chy(t), where C,,,, is the maximum available capacity of the server, the control law

may be expressed as

Chp = Epp [1tnpenp + ppQhpsgn(enp) + Aty — Tip, ;) 76)
Abr = Chr By — pirrene — ﬂthhrsgn(ehr) + ihrrd

enftZng, .

where Ej; = with f = p,r. It may be observed that no derivative of

e;.;+:c;,f"!+1
the control input appears in (7.6), which as mentioned earlier corresponds to the

so-called degenerate case. Note that A;, is assumed to be measured or estimated.

Theorem 7.1. For the h'™* node of a Differentiated-Services network,, having a
buffer queueing model as described by the Fluid Flow Model (7.1), the nonlinear
feedback control law (7.6) guarantees the asymptotic stability of the closed-loop dy-

namics (7.5) if pn and Qy, are selected as positive parameters.

Proof: Choose a candidate Lyapunov function V (e, t) = 37;5, where e{ =lenp €nr)
‘such that for all e # 0= Ve, t) >0. The time derivative of the Lyapunov func-

 tion along the trajectories of (7.5) is given by

Vient) ==Y msers(®)— ’7hfehf(t)39n(ehf(t)) (7.7)

f=pr f=pr

1t follows that since sgn(ens(t)) = I%E% with (f = p,7), V(eny,t) is strictly nega_tivé
definite whenever the d%lgn parameters ftn; and Qs are selected to be positive, and

hence e5,7(t) — 0 as t — co. This completes the proof. - A

7 .2.2 Single node control dynamics: fime-delayed depen-
dent case [19,20] |

Let us derive the FFM-b'ased congestion control dynamics in presence of unknown
but constant time-delays. As illustrated in Figure 2.1, to study the sensitivity of our
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closed-loop cont;ol system to time-delays, we introduce three block delays, 7,,, 7, and
T; in the Prenﬁum, the Ordinary, and the Best Effort channels, respectively. They
capture and corr%pond to any delay/latency in the network due to propagation,
processing, transmission, etc. factors. In presence of these delays, the FFM model
(7.1) on which our proposed congestion controller is designed will bthen be time

dependent and is given by

ens(t) +Tns,, . - . »
+ Xing(t = Thg) — Zny,,
ehj(t) + Znf,, +1 d d Fres (7.8)

éns(t) = —Cny(t)

Yns(t) = ens(t) + zas,,,

where 75,5 is an unknown but constant delay coefficient.

Assumption 7.1. Given that the delay 7,5, where (f = p,r), corresponding to any
block delay as shown in Figure 2.1 is constant and bounded, the time-delayed signals

may be appmzimated by their first-order representation as
Xing(t = Thg) = Ning (€) — Tghins (t)

Although the controller given i)y Theorem 7.1 does not assume any explicit
information about the time-delay, by substituting the control law (7.6) into the time
delayed error dynamics (7.8), it fo]léws that in the overall closed-loop dynamics
(given by (7.9)), the presence of the time-delay 735 will be different from that given
by ‘equations (7.5) corresponding to the non delayed closed-loop system, namely, we
have ' v

énp = ~pehp — HipipSgn{ens) — Thpdinp 79)

éhr = —Daluhrehr - D(;l”thhrsgn(ehr) - ThrD(TIPhrl

where Do = (1 - pp,7y) and P, = —-p;,,Q;.,d(Lg}"L) + Zpy,., + Eg’j—"f’ﬁl.

Lemma 7.1. Under ASSumptioﬁ 7.1 and uszng the control law giveﬁ by Theorem
7.1, the error dynamics described by (7.9) of the time-delay dependent control system
illustrated by Figure 2.1 is steble provided that the design parameters pyy and 4y in
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the control law (7.6) are positive and the ordinary delay 7, < Thr,..., wWhere T, ..

is the ordinary delay upper bound.

Proof: According to the two dynamics in (7.9), the premzum buffer queue dynamics
corresponds to the time-delayed independent premium dynamics given in (7.5) with
the presence of an additional disturbance &n, = —ThpAinp. It is well-known that such
a system is stable whenever the disturbance 8y, is 'bounded, implying that both 7,
and the derivative of the premium traffic A, will be bounded.

‘With respect to the ordinary buffer queue dynamics in (7.9), it corresponds
to the time-delay independent ordinary dynamics (7.5) that is now divided by Dy,
a function of the delay 73, and p4,, and then augmented with one additional term.
Note that since thls additional term is nonlinear with respect to the state error
ey, the overall ordinary error dynamics is now nonlinear and time-delay dependent.
We may thus conclude that a) the premium error dynamics is stable whenever the
premium input tfaﬂic a.qd -tixe delay in the prelﬁiu'm channel are bounded, and b)
the oi‘dinary error dynamics is nonlinear and time-delay dependent.

In the following derivations, we aim to show that the ordinary error dynamics is
in&eed sensitive to the time-delay, but stability may be ensured if the time-delay does
not exceed a certain upper bound. Stability of the time-delayed dependent ordinary
dynamics may be investigated by studying the stability of the overall linearized
dynamics around a certain operating point epg.

- After computing the derivative of the term i(if—"ﬂ‘ in the error dynamic (7.9),

the ordinary error dynamics can be written as follows

énr = —Dyep, — Dasgnen, — D3sgney, — Dy — DsEyy — Doy, (7.10)
hrS2 iy} Thrhr, _ mheCa

where Dl = g'D.hTr" Dz = IlhDohr’ D3 — . Bn Dl;r'nxr’ ‘D4 _ Dorel , D5 = -5 p,
éhr"‘ihr,.ef )

Dg = 8z, sin(ey,) = Leed) ang P, = . Note that D;, i =

(ehr+zy.,." ; +1)

0,...,6 contains mainly ordinary buffer delay 73,. The sign function terms in the
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error dynamics (7.10) may be approximated by using different approaches. In [19],
sgn(ex,) is approximated by I—Jre—_f;,-@ —1, and subsequently the resulting continuous

error dynamics is linearized. Here, we may show that the same results may be

obtained by substituting sgn(ep,) by 2=

lenrl”

Let us substitute in the ordinary error dynamics (7.10), sgn(es,) = oz and
f(—’*"—"dM = énrlpy— Ij—’"lg], such that the nonlinear time-delayed ordinary dynamics

may be written as follows
i=6
éne = L") Li ' ‘ (7.11)

=2

where Ly = D3K; + DgKa + K3, Ly = —Dy Ky with Ky = ey lens|*(€nr +Ztr, ., +1)2,
Ly = —D;Ks with Ks = Ka/|ens|, Ly = —DyK¢ with K¢ = Kyfenr, Ls = —Ds K7
with K7 = lene | (enr + zhr,,;)(ehr + Zy,,,, + 1), Lg = —DgKsg with Kg = |ep, [*Enr,.,
are néw variables introduced for sake of simplifying the notations.

The linearization of equation (7.11) leads to the following conventional repre-

sentation
(séhr
| €pr = '('Se_hrleh,oehr +® ' (712)
where the Jacobian
Oép, Byi2 4+ Bomyr + B
00 | g = i T P 155 (7.13)
dep, L2(1 — parThr)
with .
B = —ppQnrZn — psZa + 23
Ba = —p2 02, Zs + e Z6 + Z1) + e [0r Z5 + Zs] + Zo (7.14)

Bs = pine[Qr Z10 + Z11] »
ahd where the terms Z; With G= 1, ..., 11) are algébréic combinations of parameters
pitw and Qp, from epro, Thr,.,, Crers and Cpo. It is worth noting that the obtained
linear dynamics (7.12) is of the first-order whose Jacobian oﬁrre_sponds to its pole.
This pole represents the sufficient condition for stability of our ordinary dynamics
which is subject to the time-delay 73,. In other words, to analyze the stability of

the resulting linear system, we need to determine the condition on the time-delay
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Tpr that makes the eigenvalue %%le,. .o lies in the left-half of the complex plane.
The negativeness of this eigenvalue implies also the nega.tivexiess of the numerator
in (7.13), ie. By72. + Bymh, + B3, whose characteristic is parabolic in 7,,. It is
well-known that depending on the coefficients B, B; and Bj, such characteristic
may have two roots 7,1 and 73,2 that are negative and positive, respectively. The
numerator is negativé if e < Thy < Thea, whéreas it is positive elsewhere for B; > 0.
In fact, this stability condition shows that the time-delay 7, shmﬂd be less than an
upper bound 7, = fhrg and positive. Therefore, the previous condition reduces
to 0 < 73, < Thez- A

One may thus conclude that the stability of the error dynainics (7.9) is ensured
if the design pé.ra;meters pny and Qg in the control law given by Theorem 7.1 are
positive, the derivative of the premium traffic ).\h,, is bounded, and 7, < T =
Thromaes WHETE Thy... is the ordinary delay upper bound. Furthermore, since 73,2
is a function of the coefficients Bj, Bz and B3 which depends on the controller
parameters . and €, thén one may conclude that there is a constraint on these

parameters in order to ensure stability. This completes the proof. A

7.2.3 Design of the benchmark solution

In this section the proposed robust congestion controller (7.6) is compared to the

equivalent control Sliding mode approach that is given by
U = U,y — bsgn(S) , (7.15)

The equivaleht control compoﬂent Ueg is derived for a general nonlinear system

ZTh = fon(zn)+ gs,;,(x;,)uh, when the ideal shdmg mode occurs such that if Sp(z,) = O'

__<Vsh).fs > __ L!a hSh
<VSh 1gs, ll> Lg, I.Sh

By usmg the above derivation for the n"' node of a lefServ network, a.nd

~ then Ueq, =

taking into account the leftover capacity Ci, (1) = — Cpp(t), the equivalent
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sliding mode control law is ékpr%sed as follows

_€hp -+ Thr, T 1
Chy = App———————— — b, S
kp hp erp + Tnr,., hpSgR( hp)

ehp + Thyr,, + 1
Mp = =Gy~ bpr-5gn(Shr)
€hp + Thy, 4 .

(7.16)

7.2.4 Simulation results for a single node

A comparative performance evaluation of the proposed robust congestion controls
(controls (7.6) and (7.16)) is now performed subject to (a) studying the time-delay
influence on both controllers, (b) comparing their capabilities and Tobustness to
presence of premium traffic stimuli, and (c) determining the relationship between
the time-delay and the controller parameters. »

For all the simulations presented below the sampling time is set to T, =1
ms and the proposed control parameters are set to upp = 1000, pr, = 500, and
Qp = Qe = 107%. For the equivalent control approach, the parameters are set
to by, = 8000 and by, = 5 x10°. The premium random inimt traffic A;pp has
a mean of 3000 packet/s (step signal) and a variance of 1000 packet/s, and it is
bounded such that 0 < Ap, < 4000 packet/s. The premium and the ordinary
Buffer capacities are finite and their queues are bouﬁded according to the following
constraints 0 < zp, < 128 packet and 0 < x5, < 1024 packet, respectively. Finally,
the constraints on the maximum available service capacity are 0 < Chj. < 40000
packet/s for both services f = p,r. With respect to the time-delay, and as illustrated
in Figure 2.1, two deiay blocks are introduced between each source-buffer to simulate
and reflect any system time-delay due to either prbpagé.tion, transmission, pro’cessing
delays, etc. The corresponding_ simulation results are prasenfed in three steps.

First',’the premium and the ordinary buffer queue references are set to T, =
100 packet and 3, = 1000 packet, respectively. .Figure 7.1 shows a set of buffer
queue step responses that are obtained for both controllers by varying the time-

delay from 0 to 30 ms when the equivalent congestion controller is used (Figure 7.1
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Figure 7.1: Effects of the delay on the system response: (a), (b) equivalent congestion
controller (unstable for 30 ms and 160 ms delays); (c), (d) proposed congestion
controller. .

a and b) and from 0 to 160 ms when the proposed congestion controller is considered
(Figure 7.1 ¢ and d). By compaﬁng the graphs in Figure 7.1 a a.nd ¢, We can argue
that except the delay in the transmission there is no influence on the premium
traffic channel. Furthermore, for the premium buffer queue graphs; we may also
conclude that our proposed congestion controller is quite smooth when compared to
the oscillatory equivalent control approach.

On the other hand, the plots in Figure 7.1 b and d corresponding to the
ordinary buffer queues that are obtained by using the equivalent cox_itrdl ‘and our
b‘proposed cOng%ﬁon control approéches, r@pectively, show the senSitiVity of the
ordinary service dynamics to the time—delay variations. Iﬁdeed, one may observe that
our proposed congestion controller is léss sensitive in comparison to the equivalent
control congestion controller which becorﬁ% unstable for a time-delay of 30 ms
and larger. It is worth noting that these simulations do indeed confirm the stability

analysis presented in the previous section.
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Figure 7.2: Simulation results in the tracking mode with equivalent congestion con-
troller in presence of the premium traffic stimuli (without time-delay). Plots (c) and
(d) are zoomed to show oscillatory nature of the control.

' Ih another set of simulations that are depicted in Figures 7.2-7.5, the conges-
tion control characteristics are showh to evolve for a wide range of operating points
in presence of premium traffic stimuli and time-delays. The simulation results are
given corresponding to time-delays of 0 and 10 ms.

Figures 7.2 and 7.3 correspond to the equivalent control and the proposed con-
gestion control approaches, respectively, when no delays are added, whereas Figures
7.4 and 7.5 correspond to the controllers when a time-delay block of 10ms is added.
In each figure, plots (a) and (b) illustrate the premium a.ﬁd the 0rdihary buffer
quehés, respectively, and (c) and (d) show the premium and the ordinary service
capacities.

By setting the premium and the .ordinary queue reference states to Thy =
{100,50} packet and z; = {800,1000} packet, respectively, and the mean of the
input traffic tb /\,-;.,,' = {3000, 6000} pécket/s, one may observe that either with or

without time-delay and in both control approaches and services the states (a) and (b)
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Figure 7.3: Simulation results in the tracking mode with the proposed congestion
controller in presence of the premium traffic stimuli (without time-delay).

converge to their desired values. In terms of performance and time domain response,
the equivalent control 'a.pproach'is quite oscillatory when compared to the pfoposed
congéstion controller that shows less chatter in the ordinary service dynamics in the
presence of time-delay and does not show any chatter in the time-delay independent
case. In virtue of the sliding mode robustness it is expected that both controllers
address the added stimuli in the premium traffic.

The last simulations consist of determining the effects of the controller pa-
rameter pp, on the overall closed-loop stability for a fixed time-delay. By setting
the time-delay to 30 ms and varying the controller parameter 1, from 28 to 1400,
one may note from F: fg'ure 7.6a (corresponding to the premium buffer queue stép
responses) that no effect is observed and the stability is always guaranteed. This
confirms that both the prémium and the ordinary dynamics are decoupled. On
the other hand by increasing Ihr, We increase the amplitude of the oscillation of

the ordinary buffer queue step responses as shown in Figure 7b. Note that the
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Figure 7.4: Simulation results in the trackihg mode with equivalent congestion con-
troller in presence of the premium traffic stimuli (with time delay of 10 ms). Plots
(c) and (d) are zoomed to show oscillatory nature of the control.

lower value of py, of 28 corresponds to the minimum value that gives enough energy
to ensure the convergence of the ordinary buffer queue state to the desired refer-
ence. From these results we may conclude that u;, belongs to a range of values
in which stability is ensured. These simulation results show that the upper bound
of time-delay for ensuring stability is inversely proportional to ps,. This inverse
proportionality inight actually be seen in the stability condition 0 < 73, < 1/, of
the ordinary buffer queue dynamics (7.9) when this dynamics is approximated by

. its linear represeﬁtation —Dhpprepy.

725 Nodes cascade in differentiated-services network: Time-
“delay independent case [20]

The implementation of our proposed decentralized end-to-end congestion control

strategy as illustrated in Figure 7.7 consists of first controlling locally the bandwidth
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Figure 7.5: Simulation results in the tracking mode with the proposed congestion
controller in presence of the premium traffic stimuli (with time-delay of 10 ms).

of both the premium and the ordinary buffers and then controlling the ordinary flow »
rates by nétifyihg aJl upstream sources sharing this buffer regarding the maﬁmum
. allowed transmission rate.

Let us first extend the state space equation of our FFM (7.1) to the time-delay

independent two nodes cascade as shown below

éns(t) = —Chs(t)Ens + Mns(t) — Zns, .. (f =p,7ih = 5,d) (7.17)
where Ej; = %E}%’;{j, s and d designate the sensor and the decision-maker,

respectively, as shown in Figure 7.7.

Remark 7.1. It should be noted that the results can be generalized to any arbitrary
number of cascaded nodes, however, for sake of notational simplicity we consider

without loss of generality a two nodes cascade.

By using the proposed congestion controller that is given by equation (7.6),
the closed-loop error dynamics of the overall network as depicted by Figure 7.7 can
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Figure 7.6: Influence of the controller parameters on performance of congestion
control system in presence of time-delay of 30 ms using the proposed congestion
controller.

be described as

€rp = —UnpChp — #hthpsgn(ehp); (h =3, d) :

€hr = —[hr€hr — MhrShrSgn(enr) (7.18)

é;‘,,. = €pr + ChrEh; - CﬂrEﬁr + ihrng ~ Thr,es
where h is the complement of h.

Lemma 7.2. For a timeQdelay independent Dz:ﬁ’ereniiaied—Sewices network shown
by Figure 7.7 where the h** node is described by the open-loop dynamics (7.17), the
N - decentralized end-to-end congestion control law governed by equation (7.6) guarantees
thé stability of the error dynamics (7.18) provided that pys and vy aré selected as

positive design parameters.

Proof: It is readily seen that the premium and the ordinary error dynamics that
are given by (7.18) for the buffer h are the same as that for the stable single node

error dynamics given in (7.5). Regarding the ordinary error dynamics by (7.18)
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Figure 7.7: Two nodes cascaded in a differentiated-service network.

Sensor DML

corresponding to the buffer h, let us first rewrite it in a concise form given as

¢ e’—lr(t) + zr;r,ef
™ e (t) + Th,,, + 1

éry = — + A (7.19)

where A, = —phr€hr — Py Sgnieny) + o + Enrey — Thr,,,- Note that Ay is
bouhded, sihce it mainly depends on the error dynamics h which is aiready shown
to be stable and the reference signal Zj, . which is also bounded. The stability of
(7.19) may be verified through its lineariéed dynamics around ey, whose Jacobian
is —Cpy(€fro + Zir,.;) %, and which is always negative. This completes the proof of

the theorem. A

7.2.6 Nodes cascade in differentiated-services network: Time-
delay dependent case

In presence of delays, the open-loop error dynamicé of each node of our network is

expressed as follows

éng = —ChyEng + Ms(t — Thg) — Eng,; (f = p,rsh = 5,d) (7.20)
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where By = e—""(i)—tfi'i—, s and d denote the sensor and the decision-maker,
eh](t)—l—:l:h!"!-l—]
respectively, as shown in Figure 7.7.
By now using the proposed congestion controller that is given by Lemma 7.2
and under Assumption 7.1, the overall controlled network dynamics is governed as

shown below

Enp = —HhpChp = ThpSg{eny) — Thphitp, (h = 3,d)
énr = —Dg; ttheenr — Dt Yarsgn(enr) — Doy The D (7.21)
él_zr == —Ehluhrehr - D(;hl’)lh's-qn(ehr) + DE"IDzh - TT,rDO-thBh

where Dop, = (1 = e Thr)y Don = (1 — ptreThe)y Din = —pne Qe S5gn(€ns) + Znr,, +
%, Day, = CyEne — Cio By + &,y — Ty, Dan = — et 2 sgn(ens) +
Zhr,., + d(C———"(;t&'—) and Yy = prfSny with (f = p, 7). It should be noted that Remark

7.1 also holds for this problem.

Lemma 7.3. For a time-delay dependent Differentiated-Services network shown as
in Figure 7.7 where the h** node is described by the open-loop dynamics (7.20), the
decentralized end-to-end congestion control law governed by equation (7.6) guarantees
the stability of the error dynamics (7.21) provided that Assumption 7.1 holds, the
delay of the ordinary channel h satisfies T, < Thr,,,, Where Ty, .. 5 its upper bound,
the delay of the ordinary channel h satisfies 7, < pi;}, and by and Sy are selected

as positive design parameters.

" Proof: First note that as expected, the premium error dynamics remains stable
whenever the demgn parameters pp,, and ), are positive and the term ThpAhp
is bounded as in the single node case. As far as the ordinary error dynamics is
concerned, the h case remains the same as that of a single node error dynamics
Whése stability is subject to boundedness of "r;,r, that is 7 < Thr,... Now for the

remaining error dynamics h, it readily follows that it may be written in the same
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form as in (7.19), that is

eif (t) + xilr,.ef

A 7.22
eftr(t) + Thrres +1 o ( )

- —- ~—1 .
érr = —Dg;, Gy,
where
Y ) NH—1 L -1 i - o -1
A2h = “‘Doh Bhr€hr — Doh I‘Lthhrsgn(ehr) +D0h ChrEhr + Thrpey — zhr,.e! - 77;1-D0h D3h

Under Assumption 7.1, and provided that the above étability condition 73, <

Thr,.... holds for the error dynamics h, the term Ay, is also bounded. Therefore,
stability of the dynamics (7.22) corresponds to stability of its linearized error dy-
namics whose Jacobian corresponds to the one for (7.19) multiplied by 1_)(',',3. Hence,
stability of the ordinary dynamics h is ensured whenever the condition 7, < ;!

ensures the negativeness of the corresponding Jacobian. A

7.2.7 Simulation results for a three node éascaded network

In Section 7.2.4, our proposed congestion controller was first evaluated for a single
node. The controller has demonstrated good performance for a wide range of oper-
ating points and in the presence of delay and external stimuli. The extension of the
cohtioller evaluatioﬁ for a three nodes cascaded network is performed in this section
below. By adopting the decentralized end-to-end congestion control approach, two
sets of simulations are conducted. Note that in the end-to-end control approach,
each controller notifies the upstream ordinary sources regarding the ma.mmum al-
' lowed traffic rate that they can send over the next control interval. |
: For our proposed controller simulations below, the sampling rate is set to
T, = 1 ms, the design parameters are selected as p3, = 200, pn, = 100 with
- h = (2,3), por = 50 with b= (1 —3), Qy, = 1073, ), = 1 with b = (2,3),
Qr =103 with h = (1 - 3). Tﬁe network premium traffic random input Ay has a

mean of 1000 packet/s and a variance of 100 packet/s, and it is bounded such that
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Figure 7.8: Simulation results for the sensor using the proposed congestion controller
in the presence of delay of 10 ms and for the same ordinary operating points.

0 < Ainp < 3000 packet/s. The premium and ordinary buffer capacities are finite
and their queues are bounded according to the following constraints 0 < z, < 128
packet and 0 < z;, < 1024 packet, r'dspectively. Finally, the constraints on the
maximum avaﬂable service capacity are 0 < Chy < 4x10° packet/s with f = (p, r)
With respect to the time'—delay between two nodes of the network, a delay block
of 10 ms is introduced to simulate and ;eﬂéct any system time-delay due to either
propagation, transmission, or processing delays, etc.

By setting the node operating points to [100, 110, 90] packets for the Premium
service and to [450, 450, 450] packets for the Ordinary service, the first set simu-
lation results show that a) the buffer queues ;depicted by the graphs (a) and (b) of
Figures 7.8, 7.9, and 7.10 corresponding to the Premium and the Ordinary services,
respectively, all converge to their respective reference sets, and b) through graph
(e) of Figures 7.8, 7.9, and 7.10, the premium output traffic flows converge to the

premium input traffic flows according to the fluid flow model conservation principle.
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Figure 7.9: Simulation results for the decision-maker using the proposed congestion
controller in the presence of delay of 10 ms and for the same ordinary operating
points.
In the above three figures, graphé (c) and (d) are devoted to the premium and the
ordinary capaciti%; respectively, while graph (f) corresponds to the ordinary traffic
flow.

By now setting the node operating points to [100,110,90] packets for the
Premium service and to [450., 43@, 420] packets for the Ordinary service, it can be
observed through the second set of simulations illustrated by Figures 7.11, 7.12, and
7.13 that a) for the Premium service, the buffer queues converge to their respective
-reference sets, and b) fof the Ordj'na.ry Serﬁce, although the buffer quéﬁes ‘converge
to their respective reference sets, oééillatory responses inducing a steady state error

can be 6bserved.
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Figure 7.10: Simulation results for the actuator using the proposed congestion con-
troller in the presence of delay of 10 ms and for the same ordinary operating points.

7.3 Conclusion

By using a ﬁﬁ—order fluid flow model; our robust congestion control approach is
first ext_eﬁded to a time-delayed depéndent; Differentiated-Services network. The
proposed controller is desigméd using sliding mode variable structure control (SM-
VSC) concepts with a convergence condition on the hyperplane dynanﬁcs.
Second, the time-delayed dependent congestion control dynamics is derived
and studiéd aﬂalytically for a single node in order to guarantee stability of the
closed-loop system. 1t is observed that the premmm buffer queue dynamics which is
| the most important traffic in the differentiated'servic&e network is insensitive to the
time-delay, and-a condition on the time-delay upper bound should be satisfied for
the ordinary buﬂ'e} quetie dynamics to ensre stability. These results are confirmed
through a number of simulations for different unknown but constant time-delay val-
‘ues. By comparing our proposed oongéstion controllers to the well-known equivalent
control sliding mode approach, the performance of our proposed algorithms and their
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Figure 7.11: Simulation results for the sensor using the proposed congestion con-

troller in the presence of delay of 10 ms and for different ordinary operating points.

robustness are validated for a wide range of operating conditions and time-delays.

Third, the implementation of our proposed congestion controller is performed ‘
for a multi-node (cascaded) network. The time-delayed dependent congestion control
dynamics is derived analytically in order to guarantee stability of the closed-loop
systein eventhough the approach is conservative. Simulations results have shown
vthat for the Premium service, the buffer queues converge to their respective reference

sets and for the Ordinary service, the boundedness of the buffer queues can be

reached but with oscillatory responses inducing a steady state error.
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Figure 7.12: Simulation results for the sensor using the proposed congestion con-
troller in the presence of delay of 10 ms and for different ordinary operating points.
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Figure 7.13: Simulation results for the actuator using the proposed congestion con-
troller in the presence of delay of 10 ms and for different ordinary operating points.
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Chapter 8

SM-GVS Congestion Control for
Feedbacked Diff Serv Networks:

Degenerate Case

8.1 Introduction

The aim of this chapf;er is to extend the results on cascaded DiffServ networks that
was proposed in Chapter 7 as well as in [19] and [20] to feedbacked networks. The
extension consists of (a) developing our congestion control strategy for a network
that consists of multiple feedback loops, (b) improving and reformulating the pro-
posed congestion controller design by adding the traffic estimation and the ordina.ry
ba.n,dvsﬁdth’ allocation control, (c) Mpléménting and evaluating the proposed conges- -
tion control algbn'thm on a realistic DiffServ network using the end-to-end as weﬂ as
the hopfby-hop principles, (d) deriving th‘e. error dynamics of the overé.ll controlled
network-, and (e) aha.lyzing the stability of the time-delay dependent. system using a

"less conservative method.
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The remainder of tlﬁs chapter is structured as follows. After stating the pro-
posed congestion control strategies for a feedbacked network in section 2, two conges-
tion control strategies are designed according to the semi-decentralized end—to;end
as well as the distributed hop-by-hop approaches in Sections 8.3 and 8.4, respec-
tively. In Section 8.5, the distributed hop-by-hop congestion controller is evaluated
on a general loopless DiffServ mesh network (internet) and then on an unmanned
system network (NUS) in Section 8.6. Finally, the conclusions are stated in Section

8.7.

8.2 Proposed Congestion Control Strategies

Our proposed robust congestion control strategies consist of (a)b assigning a controller
to each network node, (b) locally controlling each premium and ordinary buffer
queue length by acting on the server bandwidth, and (c) simultaneously regulating.
the ordinary traffic rate that is flowing through the ordinary buffer by adopting
either the semi-decentralized end-to-end approach in the sense of Definition 8.1 or
the distributed hop-by-hop approach in the sense of Definition 8.2. Furthermore,
note that a deéentralized end-to-end approach is adopted in the congestion control |
strategy (IDCC) proposed in [89] as well as in our previous work [20].

As illustrated in Figure 8.1(b), in the semi-decentralized end-to-end congestion
control approach, the ordinary traffic rate control is accomplished by notifying all
the upstream sourcé/usérs that are using the node regarding the maximum allowed
ordinary rate,‘while only the immediate upstream sources/users and/or nodes are
notified in the distributed hop-by-hop congestion control approach as shown in Fig-
‘ure 8.1(a). Note that in the latter approach, the notification of the sending node

is accomplished via its controller. Following the hop-by-hop choke packets concept, ‘
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(a) Proposed distributed hop-by-hop based conges- (b) Semi-decentralized congestion control approach
tion control approach for our three node cluster  for our three node cluster motivated from [89]

Figure 8.1: Reduction in the traffic flow of feedback signaling by using our pro-
posed hop-by-hop congestion control approach (solid line: traffic flow, dashed line:
feedback signaling).

the explicit information sent through the upstream node controllers is repeated suc-
cessfully all the way up to the involved sources (see Figure 8.1(a)). Thus, by commu-
nicating with only the immediate upstream node and/or the source, the amount of
information exchanged is clearly reduced. In fact, several work have already shown
the benefits of the hop-by-hop congestion control approach when compa.red to the
end-to-end approacﬁ [83], [124].

As far as the notification is concerned, note that depending on the technology
selected, different feedback signaling schemes may be adopted. For instance, to
convey the feedback signaling; a special field in the cell or backet is updated such as
the resource management (RM) cells in the ATM Available Bite Rate (ABR) service

or the receiver window in the TCP header.

Definition 8.1. As illustrated in Figure 8.1(b), the congestion control strategy is
called semi-decentrolized end-to-end if at each node h, without sharing any informa-
tion with other node controllers, the controller maintains locally thé averaged buffer

queue size of node h close to the desired value and regulates the incoming ordinary
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traffic rate to node h by informing all upstream sources that are using node h re-

garding the mazimum allowed rate.

Definition 8.2. As illustrated in Figure 8.1(a), the congestion control strategy is
called distributed hop-by-hop if at each node h, by communicating with only imme-
diate neighboring node controllers assigned to nodes that are exchanging traffic with
node h, the controller maintains locally the averaged buffer queuve size of node h close
to the desired value and regulates the incoming ordinary traffic rate to node h by in-
fohning the immediate upstream sources that use node h as well as the controllers
assigned to immediate nodes that are using node h mgardz'ng‘ the mazimum allowed

rate.

As mentioned above, note that our proposed congestion controller is designed
first for a single node and then implemented on each node of the entire network as

described in the following sections.

8.3 Proposed Semi-Decentralized End-To-End Con-
gestion Control Design

The robu_stn&ss capabilities of the éﬁding mode variable structure control (SM-VSC)
are utilized to design on the basis of an mmcmate/anﬁn queueing model our
new congestion control algorithm. The utilized FFM (2.1) is of a first-order and
simpler tha.ﬁ a detailed (albeit moreaccu'rafe) Markovian queueing models.

For the I** output port of the node h, our controller is designed in the error
state space coordinates by first defining the state error variables (refer to equation
(2.1)) as ey 5 = z1,5 — Z1,5,., and élnf = &y,5 — Z1,f,.,, Where zy, 5, (1) is‘the refer-

ence "trajectory” or the desired requirement of the buffer queue length. In view of
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equation (2.1), the representation can now be rewritten as follows:

ens(t) + oy, () o
ens () + g, (&) + 1 + X, 5 (t) — &1, 5,4 (2) o

Y,7 () = e, s () + 20,1, (8); (F =p,7)

é1,5(£) = —Ch, 5 (1)

The proposed congestion control law that consists of two components is derived

and expressed according to

o< () = maz {0, min[CLe=(2), Coy(O}; (f =p,7) (8.20)
ﬁ’”(t) = maz{0, min|C] 77 (t), N (8)]} (8.2b)

where equations (8.2a) and (8.2b) are dedicated to the bandwidth allocation control
of both services and the flow rate control of the ordinary service, respectively. The
superscript ac designates the actual value. By applying the SM-VSC machinery to

equation (8.2a), the buffer capacity is then set to

Cuins () = B (i sets + Wngsgrlen,s) + Mg — i,5,.) (83)
s ¥ Tnires o the buffer occupancy, (i, 5 and 7, 5 are design

Where Elhf = z;h_f+1 - elhf+zlh-fref+1
parameters, and Ay, s is the estimate of the input traffic. The estimate of the traffic

is obtained by using one of the following update laws
Mitps = Ty zen,5(2) ' (84a)

Mays = Taypen,1(2) - NN (8.4b)
where equation (8.4b) cbnéfponds to a a—mo&iﬁcation aﬁpro#ch in the adaptive
control domain [57,64], and 0,5 > 0 and I, s are the design parameters.

The buffer cabacity Ci% is bounded by its maximum value C'f* which is
equal to Cg., for the premium buffer while for the ordinary buffer it is equal to
Cierv — Ci,- In equation (8.2b), the term |

A\maz

1%

= (Cm_ Cl;,.‘;)Elr.r — Bypr€ir — ’71,,r89n(el;.r) + j:l,.r,.,! (85)
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is the maximum ordinary traffic flow rate that is allowed by the controller and whose

actual value A 2(t) is bounded by Cserv ~ Cp5,
| It is worth noting that our proposed control approach above can be interpreted
as a dynamic feedback control of the FFM (8.1) that is empowered by robustness
capabilities. The resulting error dynamics of the I** closed-loop controlled output

port of node h is now given by
&, = —Aye, — 31539'”'(615) + :\ilh : - (8.6)

where C?; = v{elhp el;.r]: Al;, = diag[ﬂl;.p p'l;,r]a Blh = dia'g[’nhp.'nhT]? sgn(elh) £
COl[sgn(eth) 39n(elnr)]’ and Xilt. = [:\17»? xﬂht]T with xilh.f = Ailpf — :\’ilhf . The
characteristics of the closed-loop system (8.6) and (8.4a) is now described by the

following theorem.

Theorem 8.1. For a differentiated-services network where the I'® output port of
node h is described by the Fluid Flow Model (8.1), by adopting the semi-decentralized
end-to-end control approach, the congestion control law governed by equations (8.2a),
(8.2b), and (8.4a) guarantees the asymptotic stability of the error dynamics (8.6)
provided that p, s, 1.1, Uiy (f = p,7) are selected as positive design parameters.

Proof: Let us choose a candidate Lyapunov function for the closed-loop system

T AT A
e, |, Mg Fda,

(8.6) and (8.4a) as V(ey,,A\a,) = e"'z + >—, where 5\3,1 = ity Aitpr)s

Mg = Miys — Mg,y and Ty, = diag[l;, T;}] such-that V (e, Aa,) is positive
definite in D = {(e1,, Aa,) € R*}. The time derivative of the Lyapunov function

along the trajectories of (8.6) and (8.4a) is given by

V(elm :\ilh) =- Z I‘l};fe?;.f - Z 'nhfelhfsyn(elhf) (8.7)
f=pr ) f=pr :
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Given that ey, s(t)sgn(es, £(t)) is always positive since

1 Zf elh.f(t) >0
sgnlens(t)) = 0 if ey s(t)=0 (88)

-1 Zf e,hf(t) <0 v

It follows that V is negative semi-definite. Using the La Salle’s invariance principle
[68], let us define S = {(ey,, Aa,) € D|V (er,, Aa,) = 0}. For V(ey,, M) =0, e, =0
= S = {(ey,, \1,) € Dles, = 0}. Assuming that (e;,,Ag,) € S V t = ¢,(t) =
0 V ¢ and ¢,(t) = 0= 0 = —Ay,e, — Bysgn(er,) + My, which implies that
e, (t) = 0 and j\il,. (t) = 0. Therefore, the only invariant solution in S is the trivial
solution ey, (t) = 0 and i;,h (t) = 0. Hence, the equilibrium point €;, = 0 and ;\ilh =0
is asymptotically stable. A

It is widely known that in certain circumstances the update law (8.4a) consid-
ered in Theorem 8.1 may suffer from drift errors [57]. Indeed, a small error ih the
output, may cause Xil,. to become unbounded. To overcome this, the update law
(8.4a) can be modified by adding a damping term where the resulting approach is
known as the o-modification [64] thaf. is given by expression (8.4b). We now have

the following theorem corresponding to the resulting update law.

Theorem 8.2. For a differentiated-services network where the I** output port of
- node b is described by the Fluid Flow Model (8.1), by adopting the semi-decentralized
end-to-end control approach, the congestion control law governed by equations (8.2a),
(8.2b) and (8.4b) guamntee.é the ultimate bundedne‘ss-of the error dynamics (8.6)
provided that oy, 5, pu, 5, Mn5, ond Ly, (f = p,7) are selected as positive design
pammeters. '

" Proof: Let- us choose a candidate Lyapunov function for the closed-loop system (8.6)

- ele 3T 1y Ag X
and (8.4b) as V(ey, , Ay ) = —2 2+ ;"/\"" , where I, = diag[[;, T}] such that
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V(ei,, ) is positive definite in D = {(er,, N,) € R} The time- derivative of the

Lyapundv function along the trajectoriés of (8.6) and (8.4b) is given by

Vo= =) gt~ ) Moenssgnle,s) + Oy, (t)
f=pr f=pr )
| 2 —1 12 £y
< =Y mgens— Y TikonsN, 5 — Mitygmaz ity ]
f=pr f=pr
-1 . 3 Ailhf:max 2 A?lhf:maz
= —Ih— ) T hon ey - ) — ]
: 2 4
f=pr
A2 ;
R Z -1 nfmaz
— Hl H2 +'f=prrl"jalhj 4

(8.9)

where Ay, (1) = 3, (M ser s + Ty phasding), Th = X, pnsef, y and
M=), T o g — 5"—"’;23)2 Tt follows that Ve, A, ) is negative semi-
definite for the states ey, and )y, outside the region defined by
< A, v

Z th.fle?hf + Z thfz(Ailhf - '_E;—mﬁ)z <1 (8'10)

fzp,f f=p7r .
where Kj, 5, = "’+‘{P}'1'1th f2: Kipp = 321;— and Ay, f maz 1S the upper bound on the

h iy fymeaz -
input traffic and V > 0 for the states inside that region. This implies the ultimate
boundedness of the solution of the error dynamics (8.6) and this completes the proof

of the theorem. ' : A

8.3.1 Simulation results obtained with the semi-decentralized

end-to-end congestion controller

The proposed semi-decentralized end-to-end congestion controller is evaluated on
the network given by Figure 8.2. This is a five nodes network that communicate
in cascade as a conventional DiffServ network. Indeed, as in internet, the network

of Figure 8.2 does not consider any feedback traffic. To each node of our network,
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Figure 8.2: DiffServ network adopting fhe proposed semi—decentralizéd end-to-end
congestion control approach (solid line: traffic flow, dashed and dotted lines: feed-
back signaling). :

one connects a source/user that generates a random DiffServ traffic with a mean of
3000 packets/s and a varianée’ of 1000 packets/s. The premium tra_fﬁc is assumed
to be bounded such that 0 < X;,, < 4000 packets/s. The premium and ordinary
buffer capacities are finite and their queues are bounded accoiding to the following
constraints: 0 S z,p < 128 packets and 0 < z,, < 1024 packets, reépectively.
According to Assumption 3.3 the constraints on the ma.x:ifnum available service
capacity are 0 < €}, < 40000 packets/s for both services. The premium and ordinary

references of the buffer queues are given in Table 8.1 while the sampling time is

T.=1ms.
Node | z,, . [packets] | z, . [packets]
node 1 50 140
node 2 30 . 90
node 3 70 - 60
node 5 10 40
node4| = 30 70

Table 8.1: Premium and ordinary buffer queue references.

The simulation results corresponding to the buffer queue step responses of all

nodes are shown in Figure 8.3. The left and the right columns are devoted to the
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Premium and the Ordinary services, respectively, whereas each row is dedicated to
one node of the network. v

By inspecting the plots presented in Figure 8.3, one may readily argue that
for the Premium service all the buffer queues converge to their respective references

while for the Ordinary service the queues are bounded but responses are oscillatory.

Remark 8.1. It is worth noting that our proposed semi-decentralized end-to-end
congestion controller is evaluated in simulations on the five nodes cascade configura-
tion and oscillatory responses are obtained. This shows the weak scalability property

of the end-to-end aﬁproach.

8.4 Propdsed Distributed Hop-By-Hop Conges- -
tion Control Design

For the {** output port of ﬁode h, oﬁr distributed hop-by-hop congestion controller
is designed in the error state coordinates using the same state error variables and
representation (8.1) as in the semi-decentralized end-to-end congestion approach
studied in the previous section.

Our proposed distributed hop-by-hop congestion control law that consists of

two components is derived and expressed according to

55 (8) = maz{0, min[CT§(t), Cu (B} (f =po7) (8:11)
Npesee(t) = maz{0, min[Ce(8), ()]} (8.11b)

where equations (8.11a) and (8.11b) are dedicated to the bandwidth allocation control
of both services and the flow rate conirol of the ordinary sel’vice, respectively. The
superscript ac design"ates the actual value. By applying the SM-VSC machinery to

equation (8.11a), the buffer capacity is then set to

Cuns(t) = By f(m,sens + Mogsgnlens) + Mg — En,4,s) (8.12)
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Figure 8.3: Simulation resulis for the five node network by using our proposed
semi-decentralized end-to-end congestion controller.

Tys . Qg
xy, s +1 elhf‘i'llh_fmf‘f']

where Fy, 5 = is the buffer occupancy, g, ; and 7,  are design
parameters, and Aat, 5 is the estimate of the input traffic that is obtained By using
one of the ﬁpdate laws given by either (8.4a) or (8.4b). |

AThe Buﬂ'er capacity Cp¢; is bounded by its maximum value C}* which is equal
to Ciery for the premiﬁm buffer while for the ordinary buffer it is equal to C'7* as
given by (8.13) |

e maz(t — COARE(t—-T
Inr =ma${0,min[038'w_ ac )‘:lr (t T) il; ( )

lh?’ M] A | Mj ]} (8'13)

The term AZS" is the maximum traffic flow rate that is allowed by the control law
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corresponding. to the I** output port of the j** immediate downstream node, and
M,; is the number of immediate upstream senders (nodes and/or sources) that use

the oiltput pbrt l;. In equation (8.11b), the term
i =Chr Eiyr — Biyr€lur — Mur SgnA€n,r) + Tiyr, (8.14)

is the maximum ordina.fy traffic flow rate that is allowed by the controller and whose '
actual value N777*(t) is bounded by C777<.

As in the semi-decentralized end-t@end congéstion controller, our distributed
hop-by-hop congestion controller can also be seen as a dynamic feedback control of

the FFM (8.1) enjoying robustness capabilities. The resulting error dynamics of the

I** closed-loop controlled output port of node h has the same form as (8.6) that is
é, = —A, e, — By, sgnle,) + 5(,-1,. (8.15)

Where eg;. = [elhp el;.r]: Al}, = dia'g[,u'lhp I‘l;.r}y Blh = diag[’ﬁ),p 71;.1']7 sgn(elh) =

col[sgn(ey,,) sgn(e,,)] and i, = Pinp Me]T with Ma s = das — Aa, - Thel'

behavior of the closed-loop system (8.15) is described by the following theorem.

Theorem 8.3. For e differentiated-services network where the I'* output port of
node h is described by the Fluid Flow Model (8.1), by adopting the distributed hop-
by-hop control approach, the congestion control law governed by egquations (8.11a),
(8.11b), and (8.4a) guarantees the asymptotic stability of the error dynamics (8.15)

prbm'ded that py, 5, M5, Li.5 (f = p,7) are selected as positive design parameters.-

Proof: Since the error dynamics of equation (8.15) is similar to the one gifzen by
(8.6), therefore the details of the proof of Theorem 8.3 that uses the update law -
(8.4a) is similar to that of Theorem 8.1, and hence the detaﬂs are omitzted. A
| As mentioned in the semi-decentralized end-to-end congestion controller, the
update law (8.4a) considered in Theorem 8.3 can be inefficient in some circum-

stances, therefore, the o-modification should lead to better results. For example, our

162



preliminary results have demonstrated a poor convergence of the update law (8.4a)
when the proposed distributed hop-by-hop congestion controller is implemented on
the entire network. Therefore, the update law (8.4a) is modified by adding a damp-
ing term —oy, s A, s as given by (8.4b). By now considering the update (8.4b), our
proposed distributed hop-by-hop congestion control strategy is modified and is now
described by the following theorem. Note that the modified controller is from now

utilized in this chapter in stability analysis and simulations.

Theorem 8.4. For a differentiated-services neiwork where the I'* output port of
node h is described by the Fluid ‘Flmb Model (8.1), by adopting the distributed hop-
by-hop control approach, the congestion control law governed by equations (8.11a), 7
(8.11b), and (8.4b) guarantees the ultimate boundedness of the error dynamics (8.15).

provided that o1, 5 and m, 5, 1,5, and Uy, ¢, (f = p, 1) are positive design parameters.

Proof: Since the error dynamics of equation (8.15) is the same as the one given by
(8.6), therefore the proof of Theorem 8.4 is the same as that of Theorem 8.2, and

hence the details are omitted. : ' A

Remark 8.2. In compliance with the bandwidth (capacity) allocation control that is
used in the above proposed congestion‘ controllers, it is worth noting that the server
can allocate a certain _capacitgj to forward packets from the Best Effort buffer such
that Couro = CF5 + C2 + CEZ, where CS is the actual capacity allocated to the Best
Eﬁ'ort service [105].
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8.5 Proposed Distributed Hop-By-Hop Conges-
tion Controller for a DiffServ Loopless Net-

work (Internet) [23]

The proposed distributed hop-by-hop congestion controller that is designed for a
single node h is now implemented on each node of the network enjoying thus the
scalability property. .
Our proposed robust congestion controller is developed for a DiffServ archi-
tecture [13], [40], [51], and is evaluated analytically on an nxn nodes network as

illustrated in Figure 8.4. First, note that to demonstrate the capabilities of our pro-

Figure 8.4: Proposed nxn nod&é mesh network.

posed congestion control strategy, the network is assumed to have a mesh topology.
As discussed in Chapter 3, compared to the ring or the star topologies, the mesh

topology is on one hand well-known to be one of the most complex and on the other
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hand is appropriate for distributed hop-by-hop control strategies.

It is worth noting that the mesh network depicted in Figure 8.4 corresponds
to the network given by Figure 3.3 in Chapter 3 in which the feedback traffics are
disabled. Note also that since the network of Figure 8.4 is not studied as a NUS
but as an Internet network, the notation given in Figure 3.3 are simplified, e.g.
indices s, d, and a corresponding to the sensor, the decision-maker and the a.ctuatof,
respectively are not ¢onsidered in this case.

“As shown in Figure 8.4, we have assumed that nodes communicate in diégonal
directions. In order to make the nodes that are located at the core of the network
differently fedAalongv the vertical direction, the nodes of the even rows are assumed
to receive information flows while those of the odd rows are sending information
flows. For example, by considering that n is an odd number; the nodes of the
last row are hence sending vertically information to the nodes of the above row
n — 1. To each node of our network, one connects a source/user traffic (denoted as

Un, h=11,12,...,1n,...,n1,n2,...,nn).

8.5.1 Error dynamics of the overall network

Independent of the topology, the overall network can be seen as a compartmental
system [62] in which each node can be considered as a conceptual buffer while the
overall system is governed by conservatibn of flow law and whose state variables
(buffer queue leﬁgths) are constrained to remain non-negative.

Furthermore, éﬁ)()hg the three services thét oohsﬁtﬁté our differentiated-services
network, the opportunistic Best Effort se‘r\'ricébdt')&s not intervene with the proce-
dure and constraint of the control design strategy eventhougl-x a small capacity can
be allocated to it. Therefore, the network error dynamics will be obtained for the -
premium and the ordinaiy services. rI"he overall network dynamics can be derived

by interconnecting the nodes dynamics through their traffic inputs. Note that, the
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premium and the ordinary dynamics are both similar in the open-loop since they
are modeled using the FFM (8.1) and in the closed-loop since they follow the same
bandwidth allocation law given by Theorem 8.4. Using this bandwidth allocation

scheme, any h** node of our network can be described in closed-loop by the following

error dynamics,

kn

éng = —Phsens — Tnssgn(ens) — Ning + D ks (8-16)
k=1

where )y s is the k** input traffic to node h with ¢ denoting the input, % is the
number of inputs at node h, h = 11,12,...,1n,...,n1,;n2,...,nn and f = p,r.
Any k™ input traffic at node j that is the immediate downstream node to node
h corresponds to the delayed output traffic of node h (its sender). As mentioned
earlier the sender can be a source (user) or the immediate upstream node h. As
far as the latter node is concerned, its output traffic may be expressed by (8.17)
according to the conservation prihciple of the FFM on which 1ts buffer is modeled,
namely .
Mgt (£) = Doy (6 = 7(8)) = i s(t = 7(6)) B g ¢ — 7(2) (8.17)
where h designates the immediate upstream node to node j and o denotes the output.

After interconnecting all the nodes and by substituting their inputs according
to (8.17), one obtains the ni-order error dynamics of the entire network represented

in the matrix form in (8.18) with n; = n?, and f = p, r as shown below,
ér = —Ayse5 + Ao es(t— 7) — As rsgnles) + As psgnles(t — 7)) + Wy + 27, (8.18).

where Wy = —\is '+ By syt — 1) - iy, (t =71, and'fbr' m=1,...,n, e =
[611,1 e{f 6;1,f -e{; <-- €nLf ef,f]T with ey = [em2,f em3,f --- emn,f]T, /\Z} =
s OG0T A1r Q20T - Moy O8I with XL = [N s Mina g - M T
dig =Dy ;\,I;f hin g :\3},; cee Nimf f\if]T with Xin s = [Mima s :\z‘ms,f ve s Nimag)Ts

I . . =T : T T with + — I
zfr:f - [xllyfref x{f,e; zzlr.fre! x?,f,.el M x"lrfre[ xn,f,-,!} W]'th xmfre] - [z""z,fre,f'

166



T freg -+ Tmnfregl’s Avg = diaglitiny g porg pag -- Bavg Bng] With pp g =
diaglpma,y Mmas -+ Mmngls Asg = diaglnis Mg Yons Va5 --- Yars Yag] With

Ym.s = diag[Ym2,s Ym3.s -~ Ymn.sls

(A%f * *
A2)f = * A%f . * (819)
ey

with the matrix blocks A;f and Agf that are given in (8.20), respectively, corre-
sponding to the nodes of the first and the last rows of the network as illustrated in
Figure 8.4, respectively |
. -0 0 0 0\ 0 0 0 0
A2f =1 ;A2f = ,
My Mug oy Moy Po1as Mnoias #oay Mooy
. : _ (8.20)
In the matrix A, the block Agf is expressed by (8.21), where the first and the last:

two rows correspond to the nodes of the m* and the (m + 1)* rows of the network,

respectively (m=1,...,n)
Hm-1,1F 0 0 0ty 0 0 0
A'2 . :u:n—l,lf M, ~1,1f “:n,lf Mo, 5 p’;n+l,1f M:n+1,'1f 0 0
of =
0 0 0 0. 0 0 0 0
| 0 0 ll':n,lf Mp,15 l‘:nﬂ,lf My1,05 l‘l:n+2,l f Mipny2,5 ]
| (8:21)
with .“:nz 5= [I‘mlf Oz;—l)zl}Tr
0 0 0 o0)- Pmzr O 0 0
Mm2y O 0 0 Bm2s O 0 0
My s = : ; and M, , =
0 Bm3f 0 0 ' 0 Bm3f 0 0
0 0 ey O 0 0 fugs O
(8.22)
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Corresponding to the error dynamics (8.18), the matrix A, ; is given by

PA}”; s x
Agg=1| x - - Al oo % (8.23)

where the matrix blocks A}f and Ai‘f given in (8.24), respectively, correspond to
the nodes of the first and the last rows of the network as illustrated in Figure 8.4,

respectively

1(0 0003(00 0 0)

A4f= ;Azf-:

’Yh,f Gu! 72,21,{ G21f ’7:;—1,1,1 Gn—l,l,f 'Y:;,l,f Gn.l,f
(8.24)

In the matrix Ay, the block A%, is expressed by (8.25), where the first and
the last two rows correspond to the nodes of the m** and the (m + 1)** rows of the

network, respectively (m=1,...,n),

Ag _ ’)’;n*l,l i G:n—l,l f "/m,l 7 Gy 7;n+l,l f G:n+l,l f 0 0
0 0 0 0 0 O 0 0
| 0 0 ’)/m,l f Gm,l i 'Y’m.;.],l f Gm+l,lf ’Y'm+2,1 f Gm+2,1f ]
| (8.25)

- with g, = [’)’mlf (17 L

0 -0 0 o0 Ymzg O 0 O
m 0 0 0 , m 0 0 0
Gy = | ™  and Gy = | (8:26)
0 Ymsr 0 O 0 Ymzy O O
0 0 Tmas 0 0 0 Tmaf 0
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The matrix B, ; in equation (8.18) is expressed as

-B%f * * ]
Bis=| % --- By - & (8.27)
[ r o e By

where matrix blocks B}, and B, given in (8.28), respectively, correspond to the

nodes of the first and the last rows of the network as illustrated in Figure 8.4,

respectively

| 0 0 0 O 6 0 0 o0
By = ; By = (8.28)
o \I" Uuy I' Uy I' Upya5 I' Unpy

In the matrix B, 4, the block Bff is expressed by (8.29), where the first and
th_evlést two rows correspond to the nodes of the m'* and the (m + 1) rows of the

- network, respectively (m=1,...,n)

1 06 ©6 6 1 0 0 0
. I' U135 I Upys I' U, 0 0
B} = Ll o e (8:29)
o o 0 0 0 0 0 0
i 0 0 I Um,lf r Um+1,]f r Um+2,lf ]
with I' =01 0&-1)11]T7
0000 1000
1000 1000
Uml,f = N and Uml,f - ' (8'30)
0 1 ' 0 -0 01 O 0
0010

0010
The traffic in our netwqu is estimated according to the updated law (8.4a). .

Consequently, the error dynamics given by (8.18) may be extended to incorporate
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the estimator dynamics as shown below

f]f = Al,fnf+A2J77;(t—T)+A3,;sgn(ef)+A4Jsgn(e, (t—T))+B1,fif’ref(t—T)+B2,f>\gf

(8.31)
where 7; = [e] :\Z}]T,
: ~Ay -1 Ay B _
Agy=| M cand Agp=| 0 M (8.32)
. Pf —-O'f 0 0 _. » .

with Ty = diag[Tuis Tis ... Taig Tugly Ty = diagllmos Trmas -.. Tonng] 05 =
diaglonys o1y ... ‘Tlnlf“’nfL Oms = diaglOmas Omas - Tmns] Ass = [-AZ; O,
Ayy= [A{f 07, By = [—B{, 0}7, and B, ; = [T 0.

It is worth noting that the dyﬁamics (8-18) with index f = p,r corresponds
to the Premium and the Ordinary services, respectively. In other words, one may
argue that both services are described by the same error dynamics. In fact, this is
expected since the resulting dynamics is derived on the basis of the same bandwidth
allocation procedure for both services. The ordinary traffic flow control as mentioned
earlier is accomplished by regulating the ordinary traffic rate at the sender (node
and/or the source). One may readily observe that the derived error dynamics (8.18)
still contains the input vector /\g +(t) which implies that the ordinary flow control
corresponding to the sources is not considered yet. In order to separate the premium
and the ordinary error dynamics it is judicious to subétitute the input vector AY,(t)

by A (t —7(t)) and AT (¢ — 7(t)), rwpectively, as shown below.

8.5.1.1 Premium error dynamics of the overall network

The Premium service is concerned solely with the bandwidth allocation. This implies
that the preminm sources are not controlled, therefore, in their error dynamics (8.18)
or (8.31) we have AZ(t) = AU, (¢t — 7). The premium source output vector is defined

as W, = [AUn (\U)T ... AUm (AU)TIT where AUp = [AUn2 AUms ... AUse]T with
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m=1,...,n

8.5.1.2 Ordinary error dynamics of the overall network

The ordinary state error dynamics is obtained by invoking both the bandwidth
allocation Cf5, and the flow control A% schemes as given by equation (8.11b). The
flow rate control acts as a constraint on the source traffic in which a time-varying
upper bound is imposed by the controller. In fact, the ordinary source traffic reduces
its rate only when a congestion is detected within the network and the constraint
on the ordinary traffic flow rate can be seen as its maximum limiting case.

In order to take into account the effects of the source flow control on the state
error dynamics (8.18) or (8.31), one needs to substitute the ordinary traffic flow vec- -
tor A7, (t) by the delayed ordinary source output vector Alee(t—7). Note that D2 =
[anee (Aoe)T . zUniae (\Unae)T|T where AU = [AUpzioe \Umasoc . \Ummac]T
withm=1,...,n. |

Following our proposed hop-by-hop congestion control strategy given by the
‘Theorem 8.4, one may observe that whenever the congestion occurs in the network,
the source output ordinary traffic AU (t) at node h is limited by the maximum
allowed rate AR that is computed by the controller, which should clearly be less
or equal to the maximum capacity Cj#* of the server.

Note that C7?* is imposed by the allowed ordinary rate calculated by the
downstream node controller 7, which in turn is boﬁnded by its downstreaimn nbde-
controller and that which is also Bounded by its corresponding downstream node all
the way to {:he last node at the edge of the network. By applying to the network

- nodes proper series of constraints, a switching control law can be obtained as a
coupling between the premium and the ordinary error dynamics. The resulting
- coupling depends_mainiy on the bandwidth contfol law C},p of the Premium service

given by Theorem 8.4 which in turn depends on the premium queueing state error

171



aﬁd from now on doesv not depend on the ordinary queueing state error. Note
that the derivation of this switching coupling law becomes more complex -as the
dimension of the nétwork increases. This complexity is ultimately due to the fact
that the number of paths spanning any Ii”' node at the core of the network with
the last node at the edge of the network is large for a large value of n;. For a fixed
ny = 5, the sWitéhi_h’g control lé,w is subsequently given by equation (8.41) in the

simulation subsection 8.5.3 [21].

8.5.2 Stability Analysis of the Delayed Network Dynamics

The premium and the ordinary dynamics of the overall controlled network are shown
to be governed by similar and delay dependent models as described by equations
(8.18) and (8.31). By demonstrating the stability properties of system (8.31) it wﬂl
be sufficient to ensure the same property for both the premium and the ordinary
dynamics, and conséquently the stability of the entire nefwork dynamics. However,
stability of system’ (8.31) is subject to boundedness of its external inputs )\fj(t).
As far as the>premiu_m service is.concerned its external inputs are assumed to be
bounded, whereas as far as the ordinary service is concerned its source traffic is
controlled. For the ordinary service dynamics, it turns out the assumption on the

external input can be relaxed and the following lemma can be stated.

Lemma 8.1. The eztemal'input to the ordinary traffic error dynamics described by
equations (8.18) or (8.31) remains bounded if the premium error dynamics-bf the
entire network is guaranteed to be stable. | '

Proof: As discussed earlier, the external input to the ordinary error dynamics is
the result of the coupling eflects between the prémium and the ordinary queueing

dynamics. However, the boundedness of this external input AU:°(t—7) is guaranteed

if the premium error dynamics is stable. The stability of the premium dynamics
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ensures the boundedness of the premium control Cj, , which is preSent in AU In
other words, the boundedness of A" depends on: |

(a) the commands Chy with b = 11,12,...,1n,...,nl1,n2,...,nn remaining
bounded whenever the premium error dynamics is stable and the estimator traffic
convérgé_s to the bounded premium source traffic, and

A (b) the server capacity Cser, Which is finite according to Assumption 33
The above shows that p;ovided the premiurri error dynamics is stable, the external
input to the ordinary error dynamics §vi]1 also remain bounded. : A

Note that our network dynamics belongs to a switching system. In fact two
switching processes can be identified that occur in the premium and the ordinary
error dynamics. The first process is due to signum function which is used in our
sliding mode control strategy. The. second switching process is due to the nature
of the rule that is used in the switching control law. This switching is present only
in the ordinary error dynamics and is induced by the ordinary traffic flow: control
through the ordinary traffic inputs. According to> the error dynamics (8.31), only
the first switching process influences the network stability as long as the ordinary
traffic input remains bounded accérding to Lemma 8.1.

The conventional procedure for verifying stability of switched time-delay sys-
tems consists of showing that all the subsystems are stable under the same con-
straints by using a common Lyapunov function candidate [70]. We may show that
the switching dﬁe to the signum function can be treated as an external input stim-
uli. However, in (8.31) the signum function defined by (8.8) may take three possible |
~ values depending on ey, ;(t). Hence, by taking into account the delayed signum func-
tion, our system switch%"among 3% = 9 possible sub-dynamics. Since the output
of the signum function does not contain e f(t), the corresponding terms can be

added to the external input term, and therefore the resulting error dynamics can be
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expressed as follows
77[ = Al,fnf + A2,f’l7!(t - T) + :\gf (833)

where AV, = B,, A, (t) + Hy with

e

‘ ]B]J(i’,‘f,,-ef(t—-T(t)) :f: A3,f :f: A‘;J

| Bysigres(t—7(t) + As -
Hy = | 1,75 ref (t — T(t)) 3.f (8.34)
Bisifres(E—7(t)) + Auy ‘

| BisZsres(t — 7(t))

The following observations related to the network error dynamics (8.33) can
be stated:

(a) The information matrix A, corresponding to the non-delayed term is
Hurwitz whenever the design parameters y's and 7's are selected as positive values,
and

(b) the information matrix A, s corresponding to the delayed term depends on
the design parameter y’s and the network configuration. Note that in the ‘absence
of deiay this matrix will be added to A, , and therefore for both delayed and non-
delayed systems stability will be subject to not only the positiveness of the design
parameters but also to the network configuration (the location of the matrices terms
change according the network configurations), and

(¢) according to Lemma 3.1 in [102], in the presence of the time-varying delay
the system (833) is globally uniformly asymptotically stable for all Xf”f € £,[0, 00).

It is worth noting that the network traffic AY; is practically non-vanishing,
therefore to conclude the stability analysis for the time-delayed system (8.33), let

us assume that the time derivative of the delay function 7(t) satisfies
) <p<1 VEe[0,00) (8.35)

Furthermore, assume that the input signal :\gf(t) is an a.rbitrary signal in

L[0,00) with zero initial conditions and A;(f) =0, Vt < 0. Let us consider the
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performance index .7 that is given by
T = llngll = vIAT 3 | (8.36)

where v is a positive scalar. The objective is to find conditions that will ensure
J < 0,YAY s € Lo[0,00), and hence ultimate boundedness of éystem (8.33). These

results are formalized in the following theorem.

" Theorem 8.5. Let o represent the upper- bound of ihe rate of change the time- |
delay 7(t) that satisfies (8.35). The network error dynamics governed by equation
(8.33) is Lo stable and the performance index J of (8.36) is non-positive for all
:\g ;€ L]0, 00) provided that there exist symmetric positive definite matrices P and

Q that satisfy the following linear matriz inequality

R PAyy PByy

L1 £ | AT P (;p—l)Q_ 0o |<o (8.37)
BY P 0 —2I

where RE AT ; P+ PA s+ Q+1.

Proof: Given P and Q as symmetric positive definite matrices, let us choose the

Lyapunov-Krasovskii functional candidate [102] as
i .
Ve =oP©+ [ RO (8.38)
t—dft

The corresponding Hamiltonian can now be expressed as follows:

Fio= Vraf @) - AT,
T AT P+PA +Q+ Ds)) -
27 (8)PAg gy (t — 7) — (1 — 7)F (8 — 7)Qny(t — 7)

2nf PBL; — ‘(ng)T’-\gf

+ 4+

=T, =<0 (8.39)
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Figure 8.5: A DiffServ network adopting our proposed distributed hop-by-hop con-
gestion control approach (solid line: traffic flow, dashed and dotted lines: feedback
signaling, Uy, and N, h =1,...,5 denote the user/source and node, respectively).

where E = [n] () n7 (¢t — 7) (\;)7]" and L, is given by (8.37). The above shows
that J; is non-positive, and hence J is also non-positive according to the results

in [117]. This completes the proof of the theorem. : A

8.5.3 Simulation results for a five node loopless network us-
ing the proposed distributed hop-by-hop congestion
controller '

In order to evaluate in simulatioﬁ our proposed distributed hop-by-hop congéstion

com;roller, we simplifsr our network that is- given in Figure 8.4 so that n is set to
- 3, implying a 3x3i network. Assuming further that sources corresponding to the
_ nodes located at the network corners do not genérate any traffic, we make these
nodes inactive so that simplifies our network into a 5 nodes network as illustrated
in Figure 8.5. It is worth noting that the DiffServ network of Figure 8.5 is the
same as that given by Figure 8.2. The latter network that is used for evaluating the
semi-decentralized end-to-end congestion controller is thus chosen on purpose to fit

with the network of Figure 8.4.
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The error dynamics of the resulting five node network can be expressed ac-
cording to the same st;ate representations as gi&en by (8.18) and (8.31) where
Avy =diaglpny pag tas pas psgl Asg = diaghg va5 Vs s Vsl
(0 0 0 0 o)
10000
By={1101 0|, (8.40)
10000
\0 1110

Az g = BygAy 5y and Ag 5 = By sAs 5. As far as the associated switching control law
AU, (t — 7(t)) is concerned, it is given by (8.41) as follows

Uyae . iU, Coerv—Cop{t—47) Cserv~Caplt—31) Csery—Cap(t—27)
( Ao,}' -l'1171{&,3-,Caerv—clp(t—7), = 32’ y 2 sp » s 2’ b

Cserv—C3p(t—27) Cserv—Cypl(t—27) Cserv—Cpplt—37)
4 I 2 16 }

Uy

< «\o,r‘b°°=min{z\f,’,%,C,m,—Czp(t—-r), Csew—fzp("‘:"") . C,g",—-C3,,(l~2f),Cse,-.,—’c;sp(t—Tr)} (8_41) .

? 4

Us, PR .\ Cserv—Csplt—27)
)\o,goc—"“"{’\%ar'Csefv_c3p(t""")' = 45p

}

Uy 5.ac . U, Cserv—Coyp(t—37) Cserv—~C3p(t—27) Cserv—Cgp(t—37)
. Ao,r =1nm{lo,1-, ;eru_c4p(t—7')y 1? » 4p H r £ }

Our proposed distributed hop-by-hop congestion controller is now evaluated in
.presen'ce of an unknown time-delay va.fying sinusoidally with maximum amplitudes
of 1 ms and 70 ms according to Assumption 3.2. Note that the values of delays are
twice these values for the ordiﬁa.ry flow control channel because of the round trip time
of the feedback signaling (see Figure 2.1). Furthermore, in view of the distributed
control principle that is investigated, it is interesting to verify the ”plug and play”
notibn here as our coﬁtroller is dwxgned for one nbde and then implemented for the
other network nodes without changing the design parameters.

In the simulations presented below (a) the sampling time is set to 75 = 1 ms,
(b) the control parameters are designed to be pnp = 103, pp, = 500, v, = 0.1,
Yhy =5%1072, and (c) the estimation parameters are set to I'np, = 10%, T, = 10°,

Ohp = 0 and o3, = 10 with indices f = p,r and 2 = 1,...,5. The premium and
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the ordinary traffics are generated by the sources/users that are dynamic. Each
soﬁr(:e/user generates a premium random traffic with a mean varying sinusoidally
from 0 to 2000 packets/s, a variance of 100 packets/s and a fréquency of 0.5 rad/s.
The premium traffic is assﬁmed to be bounded such that 0 < Ay, , < 4000 pack-
ets/s. The sources also generate an ordinary random traffic with a mean that varies
siliusoida.]ly from 0 to 200 packet/s, a variance of 50 i)ackéts/s and é frequency of
0.5 rad/s. ’

The premium and ordinary buffer capa.cities are finite and their queues are
bounded according to the following constraints: 0 < z;,, < 128 packets‘ and 0 <
x1,» < 1024 packets, respectively. According to Assumption 3.3 the constraints on
the maximum availé.ble service capacity are 0 S Ci, < 40000 packets/s for both

 services. ' |

The reference buffer queues are set as follows: For node 1, the premium and
ordinary references are set to [100, 140] packets/s respectively, for nodes 2 and 3 the
premium and ordinary queues references are [70, 60] packets/s, respectively, and for
the last two nodes 4 and 5, their premium and ordinary queues referehces are set to
[30,90] packets/s. The results are presented in two ﬁgul;es.

Figure 8.6 illustrates the buffer queue step responses of nodes 1-5 obtained by
using our proposed distributed hop-by-hop congestion controller. In Figure 8.6, the
left and the right columns are devoted to the Premium and the Ordinary services,
respectively, whereas each row is dedicated to one node of the network.

By inspecting the blbts pfesenﬁed in Figure 8.6, one may readily argue that for
bbth services our propo_éed distributed hop-by-hop controller stabilizes the network

“despite the presence of time-delay of 70 ms amplitude (dashed line) and a dynamic
traffic source. Indeed, it can be seen that not only all the buffer queue lengths
converge to their respéct_ive references, but also the transient responses are also

fast especially for the premium service. Note that the percentage overshoots can

178



= 150 (a) Premium queue = (®) Ordinafy queue
.
— 100} /S TTT——— = = " -
3 R § ="
= % 0.5 = ) 0.5 1 1.5 2
(©) @
= 150 = —
~ 100 ~ 50 -~
-3 50 7 % . =
= Yo 05 = 0 05 1 1.5
o () — (43
= 150 & 100
- 100 ~ . o -
= 0 0.5 = 0 0.5 1
—_— ® —_ ()
= [=% N
= 50 re ~ lgg —
@ [+ -
o 0.5 o 05 1 1.5
= @) — (6)
= =
v 50 ro w100 .1
3 g sl ="
0 0
= o 0.5 Z o 0.5 1 1.5
Time (sec.) Time (sec.)

Figure 8.6: Simulation results obtained by using our pfoposed robust congestion
control strategy (solid line: 1 ms delay, dashed line:70 ms delay).
be reduced further by adjusting the design parameters. This can be achieved by
decreasing the control gains p,;,f and the sliding surface slope [19}, or the estimation
gain T ;. To avoid the counter effects of stretching the settling time, a trade off
between the speed and the overshoot of the step response has to be carefully chosen.
In addition and according to [54], the;a—modiﬁcation scheme can be improved by
using the well-known normalized gains, therefore, we believe that this improvement
would reduce the overshoots due to the estimation.
Flgure 8.7 illustrates the behavmr of the buffer characteristics of node 5 (other
| than the buffer queue). The left and the right columns of Figure 8.7 are devoted to
the Premium and the 6rdinaw services, r&pectively. The first row plots (a) and
(b) depict the server capacities, whereas the second row plots (c) and (d) show the
actual buffer input and the output traffics as well as the estimate of the input traffic.

Finally, the third row plots (e) and (f) correspond to the zoomed in transients of
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plots (c) and (d), respectively.

From the last two rows of Figure 8.7, one can readily observe that the buffer

operates properly since the actual output traffic converges to the actual input traffic

according to the conservation principle of the FFM while the estimate of the input

traffic converges to the actual dynamic input traffic.

Premium capacity

. 8§

Prem, In,out,est.

Premium capacity

g

2000

(=]

4000
2000

1]

(a) Premium

=
S
. s
(]
\/ V =
£
B
0 10 20 30 ©
C
(<) =
- g
s
: (8]
H
B
0 10 20 30 ©
(e) zoomed in of (c) .
g
=)
B
0 01 02 03 04

Time (sec.)

(b) ordinary
4000 -
- W
0
1] 10 20 30
. ()
4000
2000
o
.0 10 20 30
. (f) zoomed in of (d)
4000 : v
2000 ! . k
0 .
0 05 1 1.5 2

Time (sec.)

Figure 8.7: Buffer characteristics of node 5.

8.6 Proposed Distributed Hop-By-Hop Conges-

tion Controllef for a DiffServ NUS [22]

After demonstrating in the above section the good performance and the capabilities

of our proposed distributed hop-by-hop congestion controller on a loopless network

- (Internet), let us now evaluate it on a NUS system that is illustrated by Figure 3.4.

As mentioned earlier, our proposed controller that is designed for a single node h is
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now implemented on each node of the clustér.
In this section, we first derive the time-delay dependent network error dynam-
ics, then analyze the stability of the resulting dynamics and finally demonstrate

the effectiveness of the simulations conducted when compared with the IDCC con-

troller [89)].

8.6.1 Error dynamics of the overall network

The overall congestion control strategy for our differentiated services cluster will be
based on only the Premium and the Ordinary services since the opportunistic Best
Effort service does not intervene with the procedure and constraints of the control
design. Below, we first derive the overall cluster dynamics by augmenting all the
nodes dynamics through their input and output channels and by taking into account
and incorporating in the formal model the delays 7',','3 + and the process functions F,’,:’ -
| It is worth noting that at ea‘.ch. node output port, tﬁe prémium and the ordinary
dynamics are similar in open-loop as they are modeled according to the FFM (8.1).
It follows that this also holds in the closed-loop since these dynamics follow the same
bandwidth allocation control law that is given by Theorem 8.4.

| Consequently, by using the bandwidth allocation scheme proposed in Theorem
8.4, the network cluster dynamics corrésponding to the premium and the ordinary

services, as shown in Figure 3.4, are governed by

&= —nje;—ysgn(es) — Ny + SLNy ,
el = —pfef — 1fsgn(ef) — M, + Sty (842)
& = —pje; —fsgnles) ~ Xy + Sia Xy

where €5 € R, ef = |ef; ef;]7 € R?, and ef = [ef; €5 ; €5 ,]7 € R® are the
queue length state errors corresponding to the sensor, the decision-maker, and the

actuator, respectively, and sgn(e%) £ [sgn(eS;) sgn(es;)]” and sgn(e}) £ [sgn(es;)
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sgn(e3;) sgn(es;)]T are signum functions. The state Xff with j € Ny and N; =
{s,d,a} is the buffer input traffic estimate which is governed by the update law

(8.4b). For the decision-maker and the actuator, the traffic estimates are defined

as follows: 3, = [Ad; 3% ,]7 and Mg, = - [ie, 1 A% A% JT. The terms X, =

s Aoy A5 AT A, = M, A% 5 A% f]T and 2 = [ ; A% ;|7 are the actual node

input traffic flows, S,sc, =[S; S5 S5l Sk, = [(SHT (S)T)T with SF = [S" 5%, S%)

(5= 1,2) and St = (S2)T (S5)T (S3)TIT with 52 =[Sy S5] (5 =1,...,3) are

~ the switching matrices corresponding to the sensor, the decision-maker, and the

actuator, respectively and B3 u} and u;. are positive design par#meters.

According to the cluster network schematic depicted in Figure 3.4, any k%
input traffic flow at node j corresppnds to the delayed output traffic of its immediate
sender node h. As mentioned earlier, the sender can be a souice (user) or a node.
Regarding the latter case, its output traffic flow is expressed by equation (8.43)

according to the conservation principle of the FFM, namely
N (1) = Fz’g;)‘zt, st — 7 f) ‘F}’lgfc'lh 5t — 7 f)El;.,f (t— 7 f) (8.43)

After augmenting all the nodes dynamics a.nd by substituting their inputs
according to (8.43) and invoking Assumption 3.2, the 6*"-order error dynamics for

the entire network cluster is represented according to
&g = — A1 ges+As ges(t—7)— A rsgnies)+As psgnies(t—1))+Wy+B A (1) (8.44)

where ey = [e} ef ; €3 ; €f ; €5 ; €3 (|7 is the state error vector (f = p,7) , sgn{es) £
[sgn(e) sgn(ei ;) sgn(eg,f) syn(ei‘ 1) sgnles ;) sgn(es I, Wy = =i+ B gl s (t—
T) — Efref(t — 7)}s A if = [’\ .1 5 /\2 f )\f 1.f /\zz,f ’\r.u]T if = [)‘af ’\fs,f A% f] ’

matrices Ay,; and Az are defined as A, ; = diaglp} pi; pd; pS 5 155 13 4), Asy ="
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diaghy; s 1o5 ¥2; 75; ¥as). With p's and 7's are positive design parameters,

( 0 0 SF5 0 SiFg 0) /Sg 0 o)
SeFE 0 0 S4FE 0 0 0 S& o
SLFE 0 0 SiFd 0 ol 0 S& o
Bl,f = : 3 B2,f = )
0 sF3 0 0 0 o 0 0 S
0 SgFs 0 0 0 0 0 0 S%
\ O e Fed 0 0 0 )y \0 0 Sp)

(8.45)

Asy = BijAis and Ay = By sAz. '
The traffic flow in our cluster is estimated according to the update law (8.4b),
however the error dynamics given byv (8.44) méy be extended to incorporate the

estimator dynamics as shown below

= A;J'qf—f-Ag,fnf(t——’r)+A3,fsgn(ef)+A4Jsgn(ef(t—T))—lf]Bl,fif’,ef (t—T)-{—]Bz,f/\gj (t)
‘ (8.46)

where 77 = [(e)T (3i0)71%,

—Al’f -1 Az’f Bl’f ’Bl’f .
Ay = JAgs = = (4, 1) B4D)
T; —of o o/ \o

with [’y = diag[r} ¢, T4, 05,15, %] and o5 = diaglo§ of; 05, 05 05, 054],
Bss = [(4s )" OFF, Aay = [(Ae)) OF, Buy = [~(Bry)” OfF, and Byy =
[(Bz,)" O] |

It is worth noting that at this stage, the node inputs corresponding to the
delayed source (user) outputsv have not yet been substituted. In effect, one nﬁy
readily observe that the resulting error dynanﬁcs (8.44) or (8.46) still contains the
node input vector AY,(t). _ » '

By substitu;cing AV (t) with the correspohdjng delayed source outputs A (¢ —
) = [\ ,(t—T) N (& —7) X ;(t — 7)JT according to (8.43), the network cluster

error dynamics (8.44) or (8.46) will be associated with different inputs depending
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on the service. In other words, the input vector A;(t) is substituted with AJ (¢ —7)
for the Premium service and with AJ#¢(t — 7) for the Ordinary service. Note that,
due to the ordinary flow control, the actual value of the output ordinary traffic is
bounded by the delayed maximum allowed rate AT'e*(t — 7). Therefore, the index
ac is designating the actual value of the ordinary source. This does lead tb a weak

coupling between the premium and the ordinary error dynamics as illustrated below.

8.6.1.1 Premium error dynamics for the network cluster

The premium state error dynamics is obtained by invoking only the bandwidth allo-
cation Gy, implying that the premium sources are not controlled. This means also
that in the queueing error dynamics (8.44) or (8.46) corresponding to the Premium
service we have A7 (t) = AU (t—7) where the premium source output vector is given

by A, = A5, A

u® T
ol,p Aol,p] -

8.6.1.2 Ordinary error dynamics for the network cluster

The state error dynamics is obtained by applying both the bandwidth allocation
7o and the flow control X}%* schemes as given by equations (8.11a) and (8.11b).
As shown in Figure 8.1(a) the flow control law A7 imposes a time-varying upper
bound to the ordinary source in order to reduce its traffic rate. In other words, the
actual output traffic rate generated by the ordinary source is therefore AU2<(t). In
order to take iﬁto account the effects of the source flow control on the state error
dynamics (8.44) or (8.46), one needs to substitute the ordinary traffic flow vector
AY_(t) by the delayed ordinary source output vector AU:<(¢ — 1'), where AJ:e<(t) =
e Apee X eefT.
According to our proposed distributed hop-by-hop congestion control strategy

that is given by Theorem 8.4, one may observe that whenever the congestion occurs

in the cluster, the ordinary source output traffic AJ:(t) at node h is limited by
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maz,ac

the delayed value of the maximum allowed rate Aj 7 that is computed by the
controller, which should clearly be less or equal to the maximum capacity et of
the server. Note that C7"2* is imposed by the allowed ordinary traffic flow rate that
ié calculated by the downstream node controller Jj, which in turn is bounded by its
downstream node controller and that which is also bounded by its cofr%pohding _
downstream node all the Way to the last node at the edge of the network. By applying
to the network cluster nodes proper series of constraints the resulting switching ..

control law (8.48) is obtained that is given by

.

Cserv—Cy,p{t—37) Cserv—C2,p(t—37) Cserv—Cz,p(t—37)
4 b4 4 4 >

w’ac__ - s .
Aol; _"“n{A::lr’ -’e"“"—C&P(t_T)v ’

Cse"l)_cldy('_z’-) Cserv—Ca,p(t—27)
7 ) 2 }

sudoe_ o ‘,x‘a Cserv—Cy, p(t—27) Cserv—Cz,p(t—27) Cserv—Cz,plt—2r) Cserv—Cl p(t~7) Cserv~Cy p(t—7)
olr Volr? 4 4 4 4 4 4 2 4 2 }
Autac_ o yul Cserv—Cy,p(t—7) Cserv—Cpg,p{t—7) Cserv"cscp(t-")}

olr t%olr? 2 ’ 2 » Z

\

(8.48)

" As expressed in (8.48), depending on the congestion state of the network,

the actual value of each ordinary source rate A:i;“(t) (j = s,d,a) is computed as

- the minimum of a nﬁmber of input values corresponding to the maximum traffics

allowed by the downstream ﬁode controllers. Consequently, at each control interval
the ordinary source rate /\f,‘;;“(t) may switch from one value to another. ‘

One can now readily observe that the resulting law (8.48) depends mainly on

the premium queueing state error and does not depend on the ordinary queueing

error. This implies that the control law (8.48) shows the existence of a weak coupling

between the premium and the ordinary error dynamics. _

Remark 8.3. Note that the error dynamics corresponding to the NUS and the mesh
networks are different eventhough their models are similar as described by equations

(844) end (8.18) or (8.46) and (8.31), respectively

Remark 8.4. Note that the opportunistic Best Effort service does not intervene
with the procedure and constraint of the above control design strategy eventhough to
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practically avoid overall network problems a certain capacity will need to be allocated
to it. Therefore, in the above analysis only the error dynamics corresponding to the

Premium and Ordinary services are obtained.

8.6.2 Stability analysis of the delayed network cluster dy-
namics | | |

Similarly to the stability analysis of the delayed mesh network, one may assert that
a) the two dynamics constituting the overall network cluster dyﬁamics are shown |
to be governed by similar and delay dependent models as described by equations
(8.44) or (8.46), b) by demonstrating the stability properties of system (8.46) it will -
be sufficient to ensure the same property for both the premium and the ordinary

- dynamics, and consequently the stability of the entire network cluster dynamics, c)
and the stability of (8.46) is subject to boundedness of its external inputs.

Since the external inputs to the premium error dynamics are all assumed to
be bounded, the boundedness of the external inputs to the ordinary error dynamics
and the stability of the overall network cluster error dynamics (8.46) can be shown
by using Lemma 8.1 and Theorem 8.5, respectively. According to Lemma 8.1, the
boundedness of the external inputs )\f,”f°(t —7) to the ordinary dynamics is guaran-
téed if the>premium error dynamics is stable. In fact, the boundedness of equation
(8.48) is guaranteed since: | v

(a) the commands Ci,, with h = s,d,a that are present in Alee, remain

‘bounded whenever the premium error dynamics is' stable and the détimétor traffic
converges to the bounded premium source traffic, and
| (b) the server capacity Cierv is finite according to Assumption 3.3.

As far ‘as the overall error dynamics given by equation (8-46) is concerned,

following the same reasoning as for the stability of the mesh networi( error dynamics,

we may show that a) the error dynamics (8.46) includes two switching mechanisms,
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| b) one process is due to the nature of the rule that is used in (8.48) and the other
‘process is due to the signum function which .is used in our sliding mode control
strategy, and c) the latter switching procéss can be treated as an external input
stimuli that can be added to the external inpuf term AY(t) in eqﬁation (8.46) and

therefore the resulﬁng error dynamics can be expressed as
Ny = Ay gy + Aagng(t — 7) + Xy (8.49)

Note that the resulting error dynamics (8.49) is similar to the error dyna.mics
(8-33) corresponding to the mesh network. "'I;herefore, the following observations
related to the network cluster error dynamics (8.49) can be stated:

(2) The information matrix A, s corresponding to the non-delayed term is
Hurwitz whenever the design parameters ' s and «/'s are selected as positive values,

(b) the information matrix Ay ;s in (8.47) corresponding to the delayed term
depends on the design parameter ig, the cluster configuration and the process func-
tion through S{g 5 and F;’gf, respectively. For our considered three node cluster
configuration, Athe resulting matrix is unstable. Note that in the absence of delay
this matrix will be added to A, s, and therefore for both delayed and non-delayed
systems stability will be subject to not only the positiveness of the design parameters
but also to the network configuration and the process function F;},:’ f

(c) the matrices A; 5 + Agy and A;; — Ay constructed from the system
matrices are both Hurwitz (their eigenvalues belong to the left-half-plane (LHP) as
shown in Tables 8.2 and 8,3, respectively). Therefore, aocor&in,g to [86], [87], our
’time'—dell'ay system can be as_vjmptdticé;lly stable independent of the magnitude of the
delay, : .

(d) according to Lemma 3.1 in [102], in the presence of the time-varying delay
the Wm (8.49) is globally uniformly asymptotically stable for all XZ, 6‘ L£>[0, o),
and

(e) according to Theorem 8.5, the network cluster error dynamics governed by
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" -1.5899 | -1.3607 | -0.0146 + 0.0089; | -0.0146- 0.0089% | -0.0101 | -0.0101

-0.0101 -0.9899 -0.9899 -0.9899 -0.0101 | -0.0101

Table 8.2: Eigenvalues of A; + A, times 103.

-1.9608 | -0.6190 | -0.3897 | -0.0103 { -0.0102 | -0.0101

-0.0101 | -0.9899 | -0.9899 § -0.9899 { -0.0101 | -0.0101

Table 8.3: Eigenvalues of A, — A, times 10°.
(8.49) is L, stable for all input traffic satisfying AY; € Lo[0, o0)

Remark 8.5. The network configuration as well as the process function F,’,Z! have
major influences on the system stability. For ezample, for a non-delayed system
where the system matriz in (8.49) is Ay s + Ay g, we can make the following three
: obsematioﬁs: (1) by configuring the network cluster to have no positive feedback and
by setting the process function to F;’,:’ ; = 1, we may easily verify that all the eigenval-
ues of matrices A; 5, = 1,2 are negative, (2) ‘by reconfiguring the network cluster
as a fully-connected network and by setting the process function to F}',Zf = 1, both
matrices Ajz, = 1,'2 become unstable, and (3) the stability of the fully-connected
network cluster can be achieved whenever the following condition is satisfied, namely
F}'i’f < 0.6. Simulation results given in the next section do indeed confirm that the
above observations also hold in the presence of delays.

Remark 8.6. Using Matlab software, we have numcriédlly' verified the existence of
a solﬁiio’n tb the stabiiity condiﬁoﬂs_obtained above. Specifically, by setting ¢ = 0,
there exists two 12512 positive definite and symmetric matrices P and Q and v = 11.1
for which the LMI condition (8.37) is negative definite whenever the process function

F}, is selected to be Fy?, < 0.6.
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8.6.3 Simulation results for a NUS network using the pro-
posed distributed hop-by-hop congestion controller

The simulation results presented in this section are intended to demonstrate: a). the
complexity of solving the congestion control problem for a DiffServ nétwork that is
characterized by feedback path traffics as present in the NUS system, and 'b) the
_eﬂ'ectiveness and capabilities of our proposed distributed congestion control strat-
egy as a viable so.lution. for such networks. Two sets of simulationé are conducted
for the network cluster where our,pr-oposed congestion controller is compared and
evaluated with a benchmark scheme, namely the Integrated Dynamic Congestion
Control (IDCC) method that is proposed in [89] (see Chapter 2).

In the first set of simulations, our network cluster is configured as a conven-
tional (cascaded) DiffServ network (without any feedback traffic) by disabling all
the loops. The simulation results show that: a) the benchmark scheme successfully
addresses the congestion control problem when it is implemented as in [89] and by

>using the control strategy that is shown in Figure 8.1(b), in which the coupling
between the ordinary traffic inputs is not considered and also the sources/users are

assumed to generate a random traffic with a time-invariant mean, b) the benchmark
scheme cannot maintain the boundedness of the overall neMrk if the coupling ef--

fects are taken into accouritv and the sources/users are assumed to generate a random

traffic with a mean varying periodically, émd ¢) our proposed controller succqssﬁﬂly

addrm the cong&stion control prqblem even if the coupling effects are taken into
account and the sources/users are éssuméd to generé.te a random traffic with a mean

varying periodically. ' .

| In the second set of simulations our net-work cluster is reconfigured as a fully-

connected network bjr incorporating all the loops (with feedback tra.ﬂic) The results

| ‘show that: a) the IDCC approach cannot solve the oongestion.control problem in
the sense that convergence and stability of the fully-connected network cannot be
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achieved even after extensive fine tuning of the link gains that correspond to the
process functions F,:',f,, and b) even in the presence of large délays (e.g. of the
order of 1 sec.), our proposed distributed congestion control strategy converges and
remains stable for the fully-connected DiffServ network provided thaf; the process
function gains are properly selected and satisfy F,:',’ s < 0.5 (this observation is further
confirmed through our stability analysis). Note that éince in this study we have not
considered any dynamics associated with F,:',’ » therefore, an associated gain of less
or equa.l to unity for F,:',’ 7 can be interpreted as dropping of packets. |

"For our proposed distributed congestion controller simulations be]ow; the sam-
pling rate is set to T, = 1 ms, whereas for the simulations in which the IDCC scheme
is implemented the sampling rate that yields the best results is selected as T4 = 0.1
ms. Furthermore, the process function gains corresponding to the premium service
are set to F,:’,f;, = 1. The design parameters for our proposed distributed conges-

_ tion control strategy are selected as p, = 103, g, = 500, 7, = 0.1 4, = 5% 1072,
op, =0, and 0, = 5. For the node controllers the estimator gains are set to I’ ;=10 |
except for the sensor controller whose ordinary traffic gain is set to 71", = 5% 104
In the IDCC controller, the parameters are set as follows: ol = 10*, oi? = 100,
ki3(0) = Ciern/2 and k% = 3+ 10° [89].

Two types of random input traffics are considered in our simulations. The
first random traffic is denoted as static since its mean is time-invariant and the
second random traffic is denoted as dynamic (non stationary) since its mean changes
periodically. The dynamic traffic is used in order to excite the high frequency modes
of the system Speclﬁca.lly, the mean and t‘;he variance of the static tfafﬁc are set
to 4x103> packets/s and 100 packets/s, respectively, whereas for the dynamic traffic

" they are generated as follows: the premium sources g(;;nerate random traffic with
a mean varying péﬁodically from 0 to 6x103 packets/s, a variance of 10° packets/s
and a frequency of 0.5 rad/s. The ordinary traffic sources mean varies periodically
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Figure 8.8: Simulation results for a network configured as a thme nodes cascade
(with no data feedback paths) in presence of the time-delay of 'r,:',’ ; = 1 ms using
the congestion control strategy (IDCC) proposed in [89].

from 0 to 200 pa#ket/ s, have a vana.nce of 50 packets/s anda frequency of 0.5 rad/s.

In the first set of simulations, the IDCC controller is implemented with the
static input traffic. In the second set of simulations, the IDCC controller is im-
plemented using the dynamic input traffic. In all the simulations our proposed
congestion controller is evaluated subject to dynamic input traffic.

According to Assumption 3.1, the buffer queue sizes are constrained to the
bounds 0 < z;,, < 128 packets and 0 < z;,, < 1024 packets, respectively. According
to Asmnptidj 3.3, the constraint on the maximum available service capacity is given
as0<C,< 4. *"104 'padiets/s for bOtfn services. |

For the first set of simulations the network ciuster has a three nodes configu-
ration. Furthermore, the process functions F;',:{, ( f=p,r) are set equal to unity in
all the links. The IDCC scheme results are shown in Figures 8.8 and 8.9 when the
sour@s/users generate static traffics, and in Figure 8.10 when they generate dynamic
traffics. Figures 8.8 and 8.10 correspénd to the time delays of 1',',':’;, = 1 ms, whereas
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Figure 8.9: Simulation results for a network configured as a three nodes cascade -
(with no data feedback paths) in presence of the time delay of 70 ms using the

congestion control strategy (IDCC) proposed in [89].

Figure 8.9 corresponds to T,'gf = 70 ms. The rows in Figures 8.8 and 8.10 depict the
buffer queue step responses corrésponding to the sensor, the decision maker DM21;
and the actuator Act33, respectively. The left hand side column shows the premium
service and the right hand side column shows the ordinary service results.

The results in Figures 8.8and 8.9 clearly demonstrate that when t_he sources/users
generate static traffics and provided that qné considers tha}ti the ordinary bﬁﬁ'er in-
puts are not coupled, all the buffer queues converge to their respective reference '
sets of 50 packets and 70 packets for .the premium and the ordinary services, re-
spectlvely It can also be observed tha;t: a) the premium savxce step r%pons&s for
both time-delays are faster than that of the ordinary service, and b) although the
ordinary service corresponding to the time-delay of 70 ms has significant overshoot,
the queues mmﬁhelss oonverge‘. to their desired references in steady state. The
results in Figure 8.10 show that when the sources/users generate dynamic traffics
and provided that one assumes that the ordinary buffer ihputs are coupled to one
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Flgure 8.10: Simulation results for a network configured as a three nodes cascade
(with no data feedback paths) in presence of the time-delay of TH ’; = 1 ms and
dynamic source traffics using the congestion control strategy (IDCC) proposed in
(89

another, then all the oidinary buffer queues diverge from their respective referenoes,
implying that the network is globally unstable.

Given the above network cluster configuration, simulation results for our pro-
posed congestion controller are shown in Figure 8.11 for the time delays of 1 ms
(solid line) and 70 ms (dashed Iine). This figure illustrates that even in presence of
70 ms (dotted line) time-delay and a dynamic source traffic our proposed controller
stabilizes the network quiet well. Indeed, we may observe that: a) the sensor, the
deéision maker DM21, and. the actuator Act33 buffer queue lengths all converge
to their respective references which are set to {50, 30, 30} packets for the i)témium
gerﬁoe and to [640, 100,280} packets for the ordinary service, respectively, b) the
. transiént responses except for the premium service that experiences some overshoot
are aéceptable, and c¢) better control performance is obtained by using our proposed
- controller when compared to the IDCC scheme as shown in the results of Figures
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Figure 8.11: Simulation results for a network configured as a three nodes cascade
(with no data feedback paths) in presence of time delays (solid line: 1 ms, dashed
line: 70 ms) and dynamic source traffics using our proposed congestion control
strategy. '

8.8-8.10.

In the second set of simulations, we counsider a network cluster configuration
that incorporates full feedback paths. The ﬁl]ly—cohnected network cluster is con-
figured by selecting the following switching combinations, namely S§ = [1 1 1],
St=[115111]and S, =[11;11;11]

The buffer queue references for the premium and the ordinary services are set
as follows: for the sensor node we have [50, 640] packets, for the output port DM21
_ corresponding to A%, in Figure 34 We'ha\ie [70, 60]'packets:, and for the output port H
DM22 corresponding to M, in Figure 3.4 we have [30,100] packets. Also for the
actuator node the cutput port Act31 corresponding to A%, has the premium and
ordinary queue references set to [50, 70} packets, respectively, the premium and the
ordinary references of the output port Act32 corresponding to A%, are set to [70, 50]
packets, respectively and finally the premium and the ordinary queue references of
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Figure 8.12: Simulation results for the premium service traffic obtained for the fully-
connected network in the presence of the delay T,:',’ ¢ = 1 ms and the dropping packet

gain of Ff,’, = 1 by using the congestion control strategy (IDCC) proposed in [89].

thé output port Act33 éorr%ponding to %, are set to [30, 280] packets, respectively.
‘Note that since the ordinary services have lower priority than the premium services,
their assigned buffer size is greater, and consequently the ordinary references are set
to higher values when compared to the premium references.

The simulation results for the fully-connected network using the IDCC con-
troller are shown in Figures 8.12-8.14. It can be observed that due to the existence of
feedback paths, a) the step responses for the premium service traffics still converge
to their desired ‘references as shown in Figure 8.12 whenever the premium input
traffic is limited to \,, < 3+ 10° packets/s and become unstable beyond this limit,
and b) the step responses for the ordinary servme traffics are unstable even if the
link process gains Fﬁf, are selected as small as k,f, = 0.1 (refer to Figures 8.13 and
8.14). |

* The above results do clearly demonstrate and identify the festrictive limijta-
tions of the IDCC controller for a network cluster with feedback traffics. Below, we
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Figure 8.13: Simulation results for the ordinary service traffic obtained for the fully-
connected network in the presence of the delay 'r,?,’ s = 1 ms and the dropping packet

gain of F,:',’, = 1 by using the congestion control strategy (IDCC) proposed in [89].

will show that by utilizing our proposed controller it will be possible to overcome and
remedy these problems. The simulations are considered for a fully-connected net-
work cluster with all the links process gains set to F;:‘,’ + =0.5. Note that this value

is close to the numerical bound that is obtained in Remark 8.6, namely F:,’ s <06.

In other words, the smaller the gains F,:‘,’ > the better the performance of the con- A

troller and its convergence property. By setting the process gains to F,:',’ ;= 0_.5, one
observes from results of Figures 8.15 and 8.16 that all the buffer queue lengths do
iﬁdeed converge to their respective references for both services.

The last simulation results are shown in Figure 8.17 to demonstrate the effec—

" tiveness and capabilities of our proposed cong‘wti.onv control strategy in presence of

a "large” delay of 1 s. In addition; to show the charaéteﬁstic behavior of a typlca.l

node, here chosen as the sensor output port, we depict the queue lengths, the actual
input and output traffics, and the estimate of the input traffic and the controlled

196



(2) Ordipary . (b) Ordinary

-

Sensor queue [p]
L N
o § 8
e
Dm21 queue [p]
o 8

Q
LV}
-
[~}
-
W
-
(=

:

DM22 queue [p)
[ d [ 8]
o & §
y
Act3| queue [p]
o 8

Act32 queue [p]
§ 8

Act33 queue [p]

"ﬂé

Time (sec.) Time (sec.)

Figure 8.14: Simulation results for the ordinary service traffic obtained for the fully-
connected network in the presence of the delay 'r,:'{ 7 = 1 ms and the dropping packet

gain of F:',’, = 0.1 by using the congestion control strategy (IDCC) proposed in [89].

capacities for both services. From the first row of Figure 8.17, it»follows that de-
"spite the presence of 1 s delay both the premium and the ordinary queue lengths
do indeed converge to their corresponding references. This confirms, as argued in
Remark 8.5, that by setting Fﬁ’f = 0.5, the time delayed closed-loop dynamics is
stable for sufficiently large delay. The second row in Figure 8.17 shows the premium
aﬁd the ordinary capacities that are used as control variables. The last two rows of
Figure 8.17 depict the actual buffer input and output traffics as well as the estimate
of the input traffic. Note that th‘eAactua.I butput traffic converges to the é_ctual input
traffic according to the FFM cqﬁservation principle, whereas the estimate of the
input traffic on which the control computation is based on oonvetgé_ to the actual
dynamic input traffic. The plots of the last row of Fi.gure 8.17 are the zoomed in
respective plots of the third row of the same figure, giveri here to readily observe
the convergence of the three plots. It is worth noting that the spikes that appear

in the behavior of the capacities and the traffics are due to the estimation errors
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Figure 8.15: Simulation results for the premium service traffic obtained for the fully-
connected network in the presence of the delay (solid line: 1ms, dashed line: 70 ms)
and the dropping packet gain of F,f‘,’ ; = 0.5 by using our proposed congestion control
- strategy. ' : .
introduced by the large delay that is present in the network. By assuming that all
_ the input traffics are known a priori to the controllers the spikes will all disappear.

8.7 Conclusion

In this chapter, the robust congestion control strategy for a cascaded DiffServ net-
yc}ork proposed m Chapter 7 is extended% The extension oonsxsts mainly of adding
the traffic estimation and the ordmary bandwxdth aHocation control. For our robust
congestion strategy, two controllers are proposed by adopting the semi-decentralized
end-to-end and the distributed hop-by-hop control approaches. The distributed
hop-by-hop control approach is considered to reduce the information required in

the congestion control scheme. Indeed, each controller communicates the maximum

198



(a) Ordinary service

(b) Ordinary service

—_ — 100
= 800 =
3 (+]
2 600 / 2 R
3'400 /4 3 S50 s
s 4 =
g 200 /7 g
w3 o = [
[ 1 2 3 4 o 1 2 3 4
(c) : ()
Ssor— o = 100
2 100 > 2 *
S sof £ = sol ff
= 3
8 o < o
o 1 2 3 4 ] o 3 2 3 4
(e) o
380 3400
2 60 3 .
g a0} /7 "8 200 Al
o~ ¢ - y
< 201/, e 4
2 ok < okZ
(Y 1 2 3 4 s . [} 1 2 3 4 s

Figure 8.16: Simulation results for the ordinary service obtained for the fully-
connected network in the presence of the delay (solid line: 1ms, dashed line: 70
ms) and the dropping packet gain of F" x.s = 0.5 by using our proposed congestion
control strategy.

allowed flow rate only with its immediate upstream node and/or source.

The semi-decentralized end-to-end congestion controller is implemented on a
five nodes cascade network and the simulation results have shoﬁ that the buffer
queue Iéngth r&éponsw correspomﬁng to the ordinary semce are oscillatory. The
distributed hop-by-hop congestion controller is investigated first on a gereral mesh
network. and later on a NUS cluster which consists of a sensor, decision-maker,
and actuator. Note that contrary to the mesh netviork, the NUS cluster is mainly
characterized by traﬂic feedback. o

For each network, the resulting closed- Ioop network cluster error dynamics is
studied as 2 time'-delay system and stability conditions are derived that are only
dependent on the conﬁguré,tion of the network. Specifically, we have shown that in
presence of time-varying and unknown but bounded delays, the error dynamics of
the controlled netﬁork is L, stable for an £, input traffic. The analytical results
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Figure 8.17: Simulation results for the sensor output port in the fully-connected
network in the presence of the delay 'r,f,’ s = 15 and the dropping packet gain of

F,:‘,’ ;= 0.5) by using our proposed congestion control strategy.

are confirmed through a number of simulation case studies. A comparative study is
oénducted on our network cluster to 'demonstrate and illustrate the advantages and
B supenonty of our proposed congesﬁbh controller ﬁhen compared to 2 6onventi’onal ’
IDCC method (wh;‘ch in general results in an unstable closed-loop system).
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Chapter 9
Conclusions and Future Research

In this thesis, we have presented resource allocation and congestion control strategies
for networked unmanned systems (NUS). The research problem is divided intb three
| parts; In the first part that is covered in Chapter 4, the bandwidth allocation
problem is considered and a robust nonlinear control algorithm is proposed. Iﬁ the
second part th?xt is oov'efed in Chapterv 5, thiee robust congestion control strategies
that are integrating the bandwidth allocation and the flow rate control problems are
proposed. Finaly, the third part that comprises Chapters 6-8, propose several robust
congestion control strategies for differentiated-services (DiffServ) NUS systems.
~ Before discussing the main contributions of each of the aforementioned parts
and outlining our future research directions, i is worth noting that some algoﬁthms
and formulations that are background informatioﬁ in this research are reviewed in
Chapter 2. Furthermore, a DiffServ NilS system on which we have evaluated our
proposed control algorithms is introduced and described in Chapter 3. In Chapter 2,
fluid flow model (FFM)-based resource allocation and congestion control benchmark
solutions are first discussed. Subsequently, then sliding mode-based generaiized vari-
able structure ooﬁtrol (SM-GVSC) concepts are reviewed. In Chapter 3, a general
NUS system that can be seen as avfully—connected DiffServ netﬁvork is presented.
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Each NUS cluster is defined as a group of three nodes, namely, a sensor, a decision-
maker, and an actuator. Using the (FFM) model, the overall dynamics of our cluster -
is derived as a time-delay dependent‘system. |
The first part of the thesis dealt with the problem of resource (bandwidth)
allocation control within our proposed network for different conﬁguratiox.xs in terms
- of possible interéoﬁnections of various nodes. To demonstrate the difficulty of al-
locating the bandwidth to different nodes of a NUS, a standard PID controller is
implemented and the simulation results show that depending on interconnections
between the network nodes, the behavior of the closed-loop delayed system vary
considerably such that the network might become even unstable. Using the sliding
mode madnnery, a robust bandwidth allocation controller is proposed and evalu-
ated on our NUS system. For unknown but upper bounded time-delays, the resulting
fully-connected control dynamics is shown analytically and through simulations to
be stable. In addition, our proposed robust bandwidth allocation controller is eval-
uated when node mobility is considered a.ndv good performance and stability are
demonstrated for a wide range of operating points provided that the delay is upper
bounded. |
The second part of this thesis has focused on the integration of the bandwidth
allocation and the flow rate control problems. Three robust control strategies are
proposed where the resu}ts can be outlined as follows: a) the first and second strate-
gies do not need any knowledge about the incoming traffic in order to compute théir
commands while the third strategy uses the measured or estimated inpﬁt traffic in
- its control law, b) nsmg the first and thﬁd- sttategi&'for the network cluster that is
) oonﬁguréd as a cascade or fully-connected network, all buffer queue lengths converge
to their respective references even in presence of time-delays of 60 ms, c) the buffer
queue length responses obtained using the first strategy are very oscillatory while
those obtained using the third strategy are oscillation-free, and d) using the third
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strategy, the results obtained when.the input traffic is assumed to be measurable are
obviously better than those obtained when the input traffic is estimated (presence of
'~ overshoots and longer settling time). We believe that by adding the o-modification
to the update law, the third strategy would constitute a significant step toward an
efficient robust integrated control a.lgon'thin.

_Thé third and thé last part of thxs thesis constitutes the core of our research.
Usmg SM—GVS mﬁtrol techniques, several robust congestion control strategies are
proposed. These strategies are categorized into two clasées, namely, the non degen-
erate and the degenemté In fact, the GVS control technique is recently introduced
to alleviate the undesirable éhatteﬁng phenomenon by designing a control law that
switches on the derivatives of the control input (non degenerate case) rather than on
the control input itself as in the classical variable structure (CVS). In some cases,
when the GVS design may lead to a control law that doesn’t exhibit the derivatim :
. of the control input, it is called degenemte case. In this thesis, three non degenerate
GVS controllers are proposed on the basis of a non-minimal realizatioh of the FFM
model é.nd two versions of degenerate GVS controllers are designed using the original
first-order FFM model, resulting in the simplicity of the latter controllers.

AAs far as the non degenerate case is concerned, it is observed through a number
of simulations that for both the premium and the ordinary services, the convergence
of our proposed technique results in good performance in addition to robustness with
respect to modeling inaccuracy, propagation delays, and variations of the premium
traffic. - _ A _ v

Consistent with the first version of the degenerate GVS controllers, the con-
troﬂérs are first implémenﬁec_l on a single bottleneck and then on a multi-node (cas-
- cade) network. For a single node, the time-delayed dependent congestion control
‘dynamiw' is derived analytically and »s'tudied in order to guarantee stability of the



closed-loop system. It is observed that the prgmium buffer queue dw@ﬁm cor-
responding to the most important traffic in the DiffServ network is insensitive to
time-delays, and a cbnditibn on the time-délay upper bound should be satisfied
for the ordinary buffer queue dynamics té'ensure stability. Fof a multi-node (cas-
cade) network, the time-delayed dependent_. cong&tion control dynamics is derived
analytically in order fo guarantee stability of the closed-loop system eventhoﬁgh
the approach is conservative. Simulation résults have shown that for the premium
service, the buffer queues converge to their feﬁpeétive reference sets and for the or-
dinary service, the convergence of the buffer queues can be reached but oscillations
are present in the ordinary step responses inducing thus steady state erTors.

To remedy the oscillatory responses obtained in the ordina:y_ service using the
above first version of the dégenerate GVS controller, the latter controller needed to
be improved by adding the traffic estimation and the ordinary bandwidth alloca-

‘tion control. This results in the second version of the degenerate GVS controller

- that is investigated by adopting the semi-decentralized end-to-end as well as the
distributed hop—by;hop control approaches. The distributed hop-by-hop coﬁtr'ol ap-
proach is considered to reduce the information that is required in the congestion
control scheme. Indeed, each controller communicates the maximum allowed flow
rate only with its immediate upstream node and/or source.

Although the semi-decentralized end-to-end congestion controller has demon-
strated good performa.ncé and stability on a three node (cascade) network, oscilla-
tory responsés are observed bne a five node network, showing the weak sca]a.bﬂlty
property of the end-to-end approac;h. As far as the distributed hop-by-hop conges-
tion controller is concerned, it is studied first on a gexeral mesh network (_Intemet)
and then on a NUS system cluster. For each network, the resulting c}osed-loop
network cluster error dynamics is investigated as a time-delay system and stability



conditions are derived that are only dependent on the configuration of the net-
work. Specifically, we have shown that in presence of time-varying and unknown
but bounded delays, the error dynamics of the controlled network is £, stable for
an L, input traffic. The analytical results are confirmed through a number of sim-
ulation case studies. A comparative study is conducted on our network cluster to
demonstrate and illustrate the advantages and superiority of our proposed conges-
- tion controller when compared to a conventional method (which in general results
in an unstable closéd-loop system) '

Our future research will deal with the extension of our proposed algorithms
and their implementations. On one hand, simulations will be conducted using
networking-oriented software such as network simulator 2 (NS2) or QUALNET and
on the other hand, experimentations will fol]ow>by' using first a network of comput-
ers (laptops will be more appropriate for mobility purpose) and then ﬁsing small
mobile robots.

Our future work will focus on the sca.]ablhty pfbperty of our proposed dis-
tributed hop-by-hop congestion controller when implemented on a larger NUS sys-

tem (three clusters).

Our future investigations will also consider a non-commensurate and non iden-

tical time-varying delays. Note that preliminary simulation results on non-identical

~ time-delays have demonstrated the effectiveness and performance of our proposed

distributed hop-by-hop congestion control laws.

The last issue that will constitute our future research wﬂl focus on the proposed
distributed approach. Note that in our proposed distribut_e& Vhop-by-hOp' éongestion
control strategy, the controllers communicate with one a.ﬁother in one direction (f'e.
ﬁ’dm the downstream controller node to the upstream controllers). Preliminary
investigations on the bidirectional case are worth pursuing and appear to provide
additional benefits and advantages.
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