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Abstract 
A New Microcontroller-Based MPPT Algorithm for Photovoltaic Applications 

Ahmad Zbeeb 

In this work, a new and improved microcontroller-based maximum power point 

tacking (MPPT) algorithm for photovoltaic (PV) applications is proposed and 

implemented. The algorithm incorporates new ideas for overcoming the challenges 

associated with rapidly changing insolation levels and the effect of partial shading. It is 

simple with {i.e. no complex computations) and can be implemented on commercial 

micro-controllers. 

The proposed algorithm enhances the steady-state and dynamic responses by 

introducing an improved adaptive step-size for updating the PV module's reference 

variable {i.e. voltage, current or duty cycle). This new adaptive step-size approach 

exploits the first derivative of power as a function of duty cycle {dP/dD) and the sign of 

the second derivative for dividing the panel's operating range into four different regions. 

Consequently, the PV module's operating point can be tracked more precisely, thereby 

leading to more accurate step-size update compared to traditional step-size update. 

The instability issue, under rapidly changing insolation levels, is addressed by 

incorporating a current measurement 7nun at the end of each sampling period. The 

measured 7nuii is used to estimate power dP2 caused by the insolation change during the 

sampling period, which is compared to power change dP\ caused by MPPT update. 

The algorithm also considers the issue of partial shading, where multiple peaks 

appear in the power function of the PV modules. The proposed algorithm exploits the 
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relation between the maximum power current 7MP and the global maximum power Pm (i.e. 

Pm = a /mp) to estimate the global maximum. Based on this relation, periodic interrupt 

routines are invoked to estimate the expected global maximum power Pm of the present 

operating current /pv using (Pm = alpv). This power Pm is then compared with the actual 

output power P0 to ensure that the module is operating at the global maximum. 

The proposed MPPT system is modeled in SIMULINK with the theoretical 

models of a PV module and a buck converter. Simulation results are presented to validate 

the algorithm performance under different irradiation schemes, and are then compared to 

the results of several conventional algorithms (e.g. P&O, adaptive ICM). In addition, a 

hardware prototype is implemented where the experimental results are presented and 

compared to a conventional algorithm. 
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Chapter 1. Introduction 

1.1. Introduction to Photovoltaic Power 

Renewable energy is gaining tremendous attention in both academia and industry in 

an effort to reduce greenhouse emissions. The main renewable sources are biomass, 

geothermal, hydro, photovoltaic, and wind. Photovoltaic (PV) power is expected to have 

the fastest annual growth rate having already shown a top growth rate of more than 50% 

in 2006 and 2007 [1]. PV power systems have the advantage that their installation is 

static (i.e. no moving parts), simple and quick compared to other renewable sources. 

Thus, they have longer lifetime span, (typically more than 20 years) [2]. Moreover, due to 

their low operational cost and maintenance, they provide a significant solution for 

powering remote areas. 

Photovoltaic cells are semiconductors that have weakly bonded electrons at a level 

of energy called valence band [2]. When energy strikes this valence band, it frees those 

bonded electrons and moves them to another energy level called conduction band. At the 

conduction band, the electrons are able to conduct electricity through an electrical load. 

PV cells use the energy of photons from sunlight to break their band gap energy thereby 

producing DC current. Typically, PV cells produce low power (approximately 2-3Watts); 

hence several cells are connected together to form modules and panels for higher power 

applications. Power regulation elements (e.g. battery, charge controller, converter, etc...) 

are also incorporated to match the output power form to the demanded application. 
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1.2. PV Cells Characteristics 

1.2.1 PV Cell Model 

The equivalent circuit model of PV cells is shown Fig. 1.1 [3], where we notice four 

traversing currents 7g, Id, 7Sh>
 a nd /Pv Applying KCL to the circuit will lead to 

-* pv ~ * g -*d -* sh ' (1.1) 

By substituting Id and 7sh with their equivalent functions, we obtain the 

characteristic equation of PV panels [3], 

' p v ^ p W s a . exp v f e ^ + / ^ - 1 
pv pv s 

R. sh 
(1.2) 

where Â s and TVp are the number of cells connected in series and parallel respectively, Ig is 

the current generated by photons energy, 7sat is the reverse saturation current, q is the 

electron charge, A is the ideality factor, K (eV.kf1) is the Boltzmann's constant, T 

(Kelvin) is the cell temperature, Rs and 7?sh are the cell's series resistance and shunt 

resistance respectively, 7pv and Vpy are the cell's output current and voltage respectively. 

Figure 1.1 PV cell equivalent circuit model 

2 



The saturation current is defined as [2][3] 

-•sat -* o 
T_ 

71 
exp 

qE( GO 

kA 
_ L _ 1 (1.3) 

where Ior is the reverse saturation current at reference temperature, Tx (Kelvin) is the 

reference temperature, and EGO (e.V) is the band gap energy. 

Finally, the current generated due to photons energy is defined as [2] [3], 

/,=[/«+ ^-7 ; ) ] A , (1.4) 

where Isc is the short circuit current at standard test conditions, kx (A/°C) is the short 

circuit current temperature coefficient, and X (mW/m ) is the insolation level. 

Standard test condition, also defined as an Air Mass 1.5 (AMI.5), implies an 

illumination intensity of lOOOW/m2 striking the solar panel and a temperature of 25°C 

[2][4]. The Air Mass is a measure of how the atmosphere affect the spectral distribution 

and intensity of the light illuminated. AMI.5 is the air mass of pure air taking into 

consideration the humidity and pollution of an average bright day [3]. 

1.2.2 Power Characteristics 

The operating voltage Vpv and operating current 7pv are very critical in order to 

exploit the maximum efficiency of PV modules. Using (1.2)-(1.4), we can study the 

behaviour of the voltage as a function the current (i.e. current-voltage characteristics) of a 

typical PV module under standard test conditions. This current-voltage (J-V) 

characteristics is shown in Fig. 1.2, where the voltage is limited by the open-circuit 

voltage Voc and the current is limited by the short-circuit current Isc. Using this I-V 



relation, the output power (P0) can be analyzed with respect to the output voltage Vpv and 

the output current Ipv, where P0 = Vpv x Ipv. For this purpose, P0 versus Vpv and P0 versus 

Tpv are plotted in Fig. 1.3 (a) and Fig. 1.3 (b), respectively. From these plots, we notice a 

unique optimum voltage Vmp and optimum current 7mp corresponding to the maximum 

power output. Consequently, operating PV modules at their maximum efficiency implies 

the operation at the optimum point (i.e. Vmp and 7mp). 

10 15 20 
Module Voltage (V) 

25 

100 

£ 
_̂ 0) 
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a> 
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• o 

o 
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Figure 1.2 Voltage-current characteristics of a typical PV module 
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Figure 1.3 Power characteristics of a typical solar module with respect to: (a) output voltage (b) output 

current 
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1.3. Maximum Power Point Tracking (MPPT) 

The I-V characteristics of PV panels are altered with the variation of atmospheric 

conditions (i.e. insolation and temperature). Simulation results show the I-V curve 

deviation due to variations in insolation levels (Fig. 1.4) and temperature levels (Fig. 1.5). 
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Figure 1.4 The effect of insolation levels on the I-V characteristics of PV Panels 
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Figure 1.5 The effect of temperature levels on the I-V characteristics of PV Panels 
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This change in the I-V characteristics leads to the displacement of the optimum 

current 7mp as shown in Fig. 1.6, and the optimum voltage Vmp as shown in Fig. 1.7. Note 

that Tmp is mainly affected by the insolation levels; whereas, Vmp is affected by 

temperature levels. As a result, the maximum power point tracking (MPPT) concept was 

introduced to track 7mp and Vmp under those varying atmospheric conditions [3]. 
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Figure 1.6 The effect of insolation levels on the P-I characteristics of PV Panels 
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The MPPT is achieved by introducing a DC-to-DC converter between the PV 

module and the load as shown in Fig.1.8 [3][5]. This DC-to-DC converter, by changing 

its duty cycle, can match the impedance of the source (i.e. PV module) to that of the load 

for maximum power transfer. In conclusion, MPPT units aim to dynamically move the 

module's operating point (i.e. Ipv, Vpv) to the optimum point (Imp, Vmv) under varying 

insolation and temperature levels. 

PV 
Module 

MPPT Unit 

DC-to-DC 
Converter 

Load 

Figure 1.8 Introduction of an MPPT unit to a PV system 

1.4. MPPT Algorithm 

As mentioned earlier, the goal of MPPT algorithms is to move the operating point 

of PV module's to the optimum point (7mp, Vmp). This is done by continuously altering the 

duty cycle of the DC-to-DC converter. Some MPPT controllers use analog circuitry to 

update the duty-cycle while the majority use digital ones. The typical and basic control 

system of MPPT controllers is shown in Fig. 1.9 [5]. 

PV 
Module 

'pv Oi -*pv 

7 / 
^ref or iret P» 

MPPT Unit 

i 
duty-cy< 

MPPT 
Controller 

;le 

Load 

Figure 1.9 Typical MPPT control system 
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Different MPPT algorithms use different methods to periodically predict a reference 

voltage Vref or reference current 7ref close as much as possible to the optimum point (Vmp, 

Imp). Consequently, we can distinguish between two control methods used by MPPT 

algorithms to change the operating point of the PV panel. 

1- Voltage feedback control: These algorithms assume a value for the optimum voltage 

Vmp in each sampling period and set it as a reference voltage (Fref). Afterwards, they start 

altering the duty cycle of the converter till the panel's voltage Vpy reaches the reference 

voltage [5]-[8]. 

2- Current feedback control; Similar to voltage feedback control, these algorithms 

assume a value for the optimum current Imp in each sampling period and set it as a 

reference current 7ref. Afterwards, these algorithms start altering the duty cycle of the 

converter till the panel's current Ipv reaches the reference current [9]-[l 1]. 

In addition, some algorithms directly use the duty-cycle as the control variable 

rather than a voltage or a current reference [12]-[14]. The most commonly used MPPT 

algorithms are the hill climbing method and the incremental conductance method which 

are briefly introduced below and explained in details in chapter 2. 

Hill Climbing: This concept uses trial-and-error approach in the sense that it perturbs the 

solar array's reference variable, e.g. voltage, in each sampling period along a trial 

direction. In the next cycle, the output power is calculated to check if the power gradient 

is positive; otherwise, the perturbation direction is reversed [3][5][6][9][12]. 

Incremental Conductance Method (ICM): This method is based on the fact that the 

derivative of the power with respect to voltage {dP/dV) is equal to zero at the maximum 
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power point. Consequently, this method calculates dP/dV and update the control variable 

along the direction of increasing power {i.e. where dP/dV tend to zero) [8] [10] [13]. 

1.5. Problem Statement and Motivation 

Several MPPT algorithms have been proposed throughout the literature; however, 

most of those algorithms have certain disadvantages. While some algorithms have 

drawbacks such as instability, steady-state power oscillation, etc; algorithms that address 

those challenges suffer from larger sampling times and increased hardware costs. 

Listed below is a summary of the main factors that an efficient MPPT algorithm 

should take into consideration. 

- Dynamic response: It is the speed of continuously tracking the maximum power point. 

An algorithm with a fast dynamic response can considerably increase the output power. 

- Steady state response: After the maximum power point is reached, it is imperative to 

minimize the oscillation around this point thus minimizing power losses. 

- Rapidly changing atmospheric conditions: In the case of rapidly changing atmospheric 

conditions (e.g. cloudy day), MPPT algorithms can be unstable and track in a wrong 

direction. 

- Partial shading: Many MPPT algorithms do not consider the effect of partial shading 

where multiple peaks appears in the power function. Consequently, such algorithms get 

trapped in a local maximum (not the global maximum), and deliver a lower peak power. 

- Simplicity: The simplicity of MPPT algorithms is essential to have short sampling 

periods (i.e. faster tracking). 
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Motivated by the above concerns, this work focuses on formulation of a new MPPT 

algorithm that is simple yet robust. The algorithm will take into account all the challenges 

and concerns that are presented throughout the literature (e.g. rapidly changing 

atmospheric conditions, partial shading, etc). Furthermore, considerable efforts will be 

focused on making the algorithm suitable to be implemented on commercial 

microcontrollers. This is in an attempt to fabricate cheap and efficient MPPT units, thus 

promoting the use of PV power on the domestic scale. 

1.6. Objectives 

The main objectives of this work can be summarized as follows: 

- Propose a new MPPT algorithm which is based on the power-duty-cycle characteristics 

of buck converters. Owing to its simplicity, the algorithm is suitable to be implemented 

on low-architecture microcontrollers. 

- The proposed algorithm should incorporates a new rule for updating the adaptive step-

size of the reference variable. Moreover it is characterized by microcontroller-

compatible techniques to overcome the issues of rapidly changing atmospheric 

conditions and partial shading. 

- Implementation of a PV system on SIMULINK to test the proposed algorithm and 

compare its response to various algorithms. 

- Implementation a hardware prototype utilizing a buck converter and a microcontroller. 

10 



1.7. Thesis organization 

Chapter 1 has presented a detailed analysis of the practical model of PV panels and 

their I-V characteristics. It has also outlined the need for MPPT units and spotted the 

lights on the main concepts of MPPT algorithms. This was followed by the problem 

statement and motivation of this work. 

Chapter 2 first analyzes in details the main concepts used in formulating MPPT 

algorithms. Afterwards, a literature review on selected works in this field is presented. 

These selected works are based on different MPPT concepts and cover the main 

enhancements done in this field. 

Chapter 3 presents the proposed algorithm and details the techniques used to 

improve its efficiency especially under unstable weather conditions. It starts by 

introducing a new rule for updating the step-size in MPPT algorithms. Then, it describes 

the methods used to overcome the problems of rapidly changing atmospheric conditions 

and partial shading. This chapter is concluded by the flow chart of the complete 

algorithm. 

Chapter 4 describes the SIMULINK model of the complete PV system with an 

emphasis on the modified model of PV panels. The experimental setup is also described 

in this chapter along with all related issues of hardware design and implementation. 

Finally it presents the experimental and simulation results showing the improvements 

under different irradiation schemes in comparison to different conventional algorithms. 

Chapter 5 summarizes this work and the results obtained. It also highlights the 

possibility of any future work. 
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Chapter 2. Literature Review 

2.1. Introduction 

In this chapter, the basic concepts of MPPT algorithms will be analyzed; these 

concepts will include the Perturb and Observation (P&O), the Incremental Conductance 

Method (ICM), the open-circuit voltage/short-circuit current method, and an overview on 

other concepts. In the following section, a review on selected works on MPPT algorithms 

will be presented. These selected works will almost cover all the enhancements done in 

this field. 

2.2. Basic MPPT Theory 

2.2.1 Hill Climbing Method / Perturb and Observation 

This method, also known as Perturb and Observation (P&O), perturbs the reference 

variable (i.e. voltage, current or duty cycle) using a trial and error approach to get closer 

to the optimum point [3][5][6][9][12]. 
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Figure 2.1 Flow-chart of the hill climbing algorithm 

The flow chart of this algorithm is shown in Fig.2.1; this algorithm periodically 

changes the reference variable r[k] by a fixed step-size (a) along the direction of 

increasing power. First, the panel's output voltage Vpv[k], and output current Ipv[k] are 

sensed to calculate the output power P0[k]. This power is then compared to the previously 

calculated power P0[k-1], and the perturbation direction of the reference variable is 

reversed if P0[k] < P0[k-1] (i.e. the tracking direction is not toward the maximum power 

point). 

What characterizes this method is its simplicity and speed where no complex 

calculations are involved. However, it mainly suffers from steady state power oscillations 

as it continues perturbing the reference variable even when the steady state is reached. 
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2.2.2 Incremental Conductance Method (ICM) 

This method, also known as perturb and observation method (P&O), calculates the 

derivative of the output power with respect to voltage (dP/dV) to predict the direction of 

the reference variable update [8][10][13][15]. 

The power-voltage (P-V) characteristics of PV modules and its derivative dP/dV are 

shown in Fig.2.2. It is noticed that the function dP/dV is positive to the left of the 

maximum power point (MPP), negative to the right side of the MPP, and zero at the 

MPP. Consequently, this algorithm periodically calculates dP/dV'using Eq. (2.1) [15], 

dP _ d(I * V) 

dV 
= V\k}*-^-

IpAk]-I\k-\] 
+i„m, (2.1) 

dV dV v- J Vpv[k]-Vpv[k-l] 

Finally the reference variable (e.g. voltage) is moved to the right (ifdP/dV> 0), to 

the left (if dP/dV< 0), or held constant if (dP/dV= 0). 
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Figure 2.2 Power-voltage characteristics of a typical PV module and its derivative 
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This method has two advantages over the P&O method especially that it stops 

updating the reference variable when the MPP is reached, thus reducing power 

oscillations. Also, it calculates the correct direction to update the reference variable, 

rather than the trial and error approach. A disadvantage of this method (ICM) is that it is 

slower than the P&O due to extra and more complex arithmetic computations. 

2.2.3 Open-circuit Voltage/Short-circuit Current Methods 

The open-circuit method, also referred to as the constant voltage (CV) method, is 

based on the fact that the magnitude of the maximum power voltage Vmp is approximately 

76% of the open-circuit voltage Voc. Consequently, the PV module is periodically 

disconnected from MPPT unit to measure the open-circuit voltage Voc, and the reference 

voltage is set to 0.76 * Voc [16]. 

Similar to the open-circuit voltage method, the short-circuit current method, also 

referred to as the constant current (CC) method, is based on the fact that the magnitude of 

the maximum power current 7mp is approximately 90% of the short-circuit current Isc. 

Consequently, the PV module is periodically disconnected from MPPT unit to measure 

the short-circuit current 7SC, and the reference voltage is set to 0.9 * Isc. 

These methods have the advantage of simplicity as only one multiplication is 

needed to set the reference voltage or current. A striking disadvantage of the CV and CC 

methods is that PV modules need to be periodically disconnected from the MPPT for a 

very short time (to measure Voc and Iscy This results in considerable power losses on the 

long run; in addition to increased hardware complexity. 
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2.2.4 Other Methods 

The main other MPPT algorithms can be summarized by the parasitic capacitance 

method, and the non-linear methods. The parasitic capacitance method, which is derived 

from the ICM, takes into consideration the average ripple of the module voltage to 

perturb the array's reference variable. 

Non-linear methods such fuzzy logic [17] [18] and neural network methods [19] [20] 

have been presented in the literature. These methods focus on the non-linear 

characteristics of PV modules; however, they lack the adaptability required especially 

when upgrading the existing PV systems, and involve rigorous computations 

2.3. Application and Improvement 

2.3.1 Development of a Microcontroller-Based, Photovoltaic MPPT Control 

System [5] 

The authors in this work present a complete analysis of a microcontroller-based 

MPPT system. The algorithm used is the Perturb and Observation (P&O), and the control 

variable chosen is the duty-cycle. This MPPT system is completely driven by a micro­

controller utilizing A/D modules to read the panel's voltage and current, and a Pulse 

Width Modulation (PWM) module to control the duty cycle of the converter. The micro­

controller periodically senses the panel's voltage and current to calculate the power P[k] 

and compare it with power P[k-1] measured during the previous sampling instant. 

Finally, if P[k] < P[k-1] (i.e. power is decreasing) the perturbation direction of the duty-

cycle is reversed through the PWM module. 
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2.3.2 A Modified Adaptive Hill Climbing MPPT Method for Photovoltaic Power 

Systems [21] 

This works proposed an adaptive step size to update the reference variable (duty-

cycle) of the traditional Hill Climbing method. The adaptive step-size a[k] is periodically 

updated in proportion with the power difference between the last two consecutive 

sampling instants (i.e. a[k] =M* AP, where Mis a constant). This leads to large step size 

when the operating point is distant from the optimum point and to a small step size when 

the operating point is in the close vicinity of the optimum point. The proposed algorithm 

also incorporates an online tuning of different parameters of the hill climbing method. 

This approach ensures a faster dynamic response and a more stable steady-state response. 

2.3.3 Optimization of Perturb and Observe Maximum Power Point Tracking 

Method [12] 

A theoretical analysis has been presented on the choice of the parameters of the 

P&O algorithm. This customization of the P&O parameters is dependent on the topology 

of the DC-to-DC converter adopted (e.g. buck topology, boost topology, etc...) in a given 

MPPT system. This is in an effort to improve the dynamic response of the P&O 

algorithm for a specific converter's topology. An example has been provided on the boost 

converter, and simulation and experimental results were presented to show the efficiency 

of the MPPT system after the customization of the parameters. 
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2.3.4 An Intelligent Maximum Power Point Tracker Using Peak Current Control 

[9] 

A new algorithm is proposed which is derived from the Perturb and Observation 

(P&O) method. This algorithm exploits the simplicity and speed of the P&O and 

improves it by utilizing fuzzy logic based control. In addition, the principle of peak 

current control is adopted; this principle uses the instantaneous value of the current rather 

than the average value. Consequently, the current reference is constantly adjusted in 

accordance with the variation of the output current and voltage of the PV module. 

Simulation results of the proposed algorithm are presented under different irradiation 

schemes and compared to the fixed current reference algorithm where the transient and 

steady-state improvements are highlighted. 

2.3.5 Constant Resistance Control of Solar Array Regulator Using Average 

Current [22] 

The main idea behind this work is to use one control current control loop to 

accomplish both the MPPT action and the battery charging control. The concept of the 

constant resistance method is to dynamically change the effective resistance of the load 

into a constant resistance to always ensure the stability of the MPPT system. This concept 

is then modified when the load used is a battery rather than a constant resistive load. The 

small signal analysis is carried out to analyze the parameters of this algorithm and ensure 

its stability. A hardware setup has been implemented using ISOWatts PV panel; the 

experimental results verify the system's stability over the entire region of the solar array. 
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2.3.6 A Method for MPPT Control While Searching for Parameters of Weather 

Conditions [10] 

A completely new concept for MPPT algorithms is presented by the authors of this 

work. This proposed algorithm studies and focuses on the linearity between the 

maximum power (PM) and the maximum power current (IMP) under different weather 

conditions. Exploiting this linearity, a prediction line is formed to track the maximum 

power point. Consequently, the operating point is analyzed with respect to this prediction 

line (i.e. above or below), and the direction of the reference variable is determined 

afterwards. A hardware prototype of a PV system was implemented where the results 

showed a significant improve in the dynamic response. 

2.3.7 A Variable Step Size INC MPPT Method for PV Systems [23] 

This work has presented an advanced incremental conductance method (ICM) with 

a variable step-size. The proposed algorithm uses the traditional ICM to exploit its 

robustness, and improves it by an adaptive step-size to improve the transient and steady-

state responses. The authors have presented a complete theoretical analysis of the 

proposed algorithm along with the design principles. The algorithm is simple and can be 

easily implemented in digital signal processors. Simulation and experimental results were 

presented; however, the results were only compared to algorithms with fixed step-sizes. 
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Chapter 3. The Proposed Algorithm 

3.1. Introduction 

The proposed algorithm focuses on improving tracking speed and stability, as 

well as overcoming the effects of partial shading and rapidly changing weather 

conditions. Owing to its simplicity, the proposed control method is suitable for 

implementation on commercially available micro-controllers. Further, it is cost-effective, 

as it makes use of hardware modules (A/D, interrupt service routines, etc) that come with 

such micro-controllers. 

The reference variable chosen in the proposed algorithm is the duty-cycle, and a 

new rule is presented for its update. This rule is inherited from the conventional adaptive 

step-size rule, and is further modified for better tracking. The power converter chosen is 

the buck DC-to-DC converter, and the design formulas are based on the characteristics of 

this specific converter. 
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3.2. Characteristics of the Proposed Algorithm 

3.2.1 Adaptive Step-size Update 

Choosing the step-size in MPPT algorithms has always been very critical since it 

can considerably affect the overall performance of the algorithm. As can be seen in 

Fig.3.1, a large step-size leads to a better transient response (i.e. faster tracking), but 

results in large power oscillations in the steady-state On the other hand, the choice of a 

small step-size leads to a slower transient response but less power oscillation at the steady 

state (see Fig.3.2). Consequently, the selection criterion of the step-size is contingent on 

the best trade-off between the transient response speed and the steady-state oscillation. 
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Figure 3.1 MPPT algorithm response with a large step-size 
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Figure 3.2 MPPT algorithm response with a small step-size 

In an effort to resolve the ambiguity of choosing the proper step-size value, the 

principle of adaptive step-size was introduced [6][8][21][23]-[25]. This principle adjusts 

the step-size value according to the position of the operating point. Thus, a large step-size 

value is set when the operating point is away from the maximum power point (MPP) and 

vice-verse. Consequently, this assures a fast transient response, in addition to small 

power oscillations at the steady state. The adaptive step-size principle is illustrated in 

Fig.3.3. 

However, the adaptive step-size principle requires locating the position of the 

operating point (i.e. position with respect to the MPP) to estimate the new step-size value. 
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Figure 3.3 MPPT algorithm response with an adaptive step-size 

In the literature, several methods have adopted the adaptive step-size principle in 

MPPT algorithms [6][8][21][23]-[25]. These methods typically use the first derivative of 

power as a function of voltage, i.e. dP/dV, for locating the position of the operating point, 

and then estimate the step size. To further elaborate, we plot in Fig.3.4 the power-voltage 

function (P-V) of a typical PV module along with its derivative (i.e. \dP/dV\). As can be 

noted, \dP/dV\ decreases as we approach the MPP from the left or right side, and it 

reaches zero at the MPP. Hence, the value of dP/dV can be used to estimate the position 

of the operating point with respect to the MPP. Consequently, the reference variable is 

updated using a variable step size, i.e. 

r(k) = r(k-l)±a(k), (3A) 

where r(k) is the new/updated reference variable, r(k-l) is its present value, a(k) is the 

variable step size which is defined as [21] [23], 

Adaptive Step Size 

- Fast tracking 
• Small power oscillation 

23 



a(k) = KA 
dP_ 

dV 

where K^ is a scaling parameter. 
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Figure 3.4 Power-voltage characteristic of a typical PV module, and its derivative 

Aanalyzing the formula of the step-size update, one can notice that the value of 

a{k) decreases as the operating point approaches the MPP. However, the function dP/dV, 

e.g. Fig.3.4, is relatively flat in the current source region and varies dramatically in the 

voltage source region [13]. Consequently, estimating the step size can be tough in the 

current source region, except when the module operates in the close vicinity of the 

optimum point. Dramatic variations of dP/dV in the voltage source region make it 

difficult to establish a universal scaling factor K^, which can adapt to (i) a large 

insolation range and/or (ii) PV system upgrades, e.g. addition of PV panels [13]. 
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In the proposed algorithm, a modified rule for updating the reference variable, i.e. 

current/voltage/duty-cycle, is presented. The rule is based on both first and second 

derivatives of power as a function of duty cycle (P-D) shown in Fig 3.5. 

Q 
5 0.8 
Q. 

| 0.6 
o 

Q. 

a> 0.4 

"cc 
E 
o 0.2 

/ 
{ 

1 1 

— — — Power 
Lirv in l 
|Gr7QDj . 

/ 
/ 

/ 
/ / 

/ 

/ \ , II 
/ 

/ ^ — — i — ^ 
+cjP/dD 

/ v 

/ \ \ 
\ 

\ 
\ 

\ 

Regions 

III IV 

i i 

V 1 / 1 ^ ^ - ^ ^ ^ 
\ jA idP /dD^ 

V i 

• 

N 
S 

X 

X 
N. 

* s 

0.2 0.4 0.6 
Duty Cycle 

0.8 

Figure 3.5 Power-duty cycle characteristics of a typical PV module, and its derivative 

Unlike dP/dV, the first derivative of the P-D characteristic is non-monotonic. Based 

on this observation, we advocate using the sign of its second derivative, i.e. 

dP_JdP\ fdP^ 
dD \dD;k \dDJk_x 

(3.3) 

for guiding the MPPT algorithm. The sign of A(dP/dD) defined in (3.3) allows us to 

discern the overall operating range into four different regions as shown in Fig. 2. The 

regions classification is outlined in Table 3.1. 
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Table 3.1 Classification of the operating range of PV modules 

Region 
I 
II 
III 
IV 

dP/dD 
+ve 
+ve 
-ve 
-ve 

A(dP/dD) 
+ve 
-ve 
-ve 
+ve 

Based on this new idea, we propose a new rule to update the reference variable, 

r(k) = 

r(k-l) + 

r(k-l) + KN 

r{k-\)-KN 

•^max ^ N 
dP 

dD 

dP 

dD 
dP 

dD 

r(k-l)- • ^ m a x **• N 

dP 

dD 

Region I 

Region II 

Region III 

Region IV 

(3.4) 

where Dmax is the maximum allowed step size (user-defined and PV system specific). 

Further elaboration of the above rule, one can see that in regions I and IV dP/dD 

is increasing towards the MPP (Fig.3.5), whereas it is decreasing in regions II and III 

towards the MPP. Consequently, in regions I and IV the step-size Dmax-Kn*\dP/dD\ 

decreases as we approach the MPP and increases as we move away from it; similarly for 

the step size in regions II and III (i.e. K^*\dP/dD\). Using this approach, the PV module's 

operating point can be identified more precisely and in a wider range, thereby leading to 

an accurate step-size update. 

The main advantage of this new adaptive step-size update is that it is practical for 

implementation on low-architecture micro-controllers. This is due to the fact that there 

are neither constant behaviour nor dramatic variation in the dP/dD curve in contrast to the 

traditional approach that uses dP/dV or dP/dl. 
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3.2.2 Rapidly Changing Atmospheric Conditions 

When insolation levels change rapidly, e.g. on a partially cloudy day, MPPT 

algorithms can track in wrong directions, due to fast/large power fluctuations. These fast 

power changes can be misleading since they occur within the sampling period, and are 

confused with power change due to MPPT action [21] [26] [27]. To further explain the 

MPPT response under rapidly changing atmospheric condition, the following terms are 

defined, 

dP: The actual power change which consists of dP\ and dPj-

dP\: The power change due to MPPT action. 

dPi'- The power change due to fast/large power fluctuations during the sampling period. 

The confusion in tracking happens if and only if the fast/large power fluctuations 

(dP2) are greater than power changes (dP\) due to MPPT update [26]. The four possible 

cases of the current tracking state, and the state read by the MPPT algorithm is shown in 

the table below, 

Table 3.2 MPPT algorithms response under rapidly changing atmospheric conditions 

MPPT Direction 

Correct 
Correct 
Wrong 
Wrong 

dP2 > dP{! 

Yes 
No 
Yes 
No 

Direction read by 
MPPT algorithm 

Wrong 
Correct 
Correct 
Wrong 

An example is illustrated in Fig. 3.6, where a wrong update by the MPPT from 

point A to B can appear/seem to be a correct update, if the insolation increases suddenly 

to 600 Wlm during the sampling period. As a result, these wrong readings can cause 

tracking in wrong direction in the next cycle or even instability for some algorithms. 
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Figure 3.6 Depiction of P-Vcurves under rapidly changing insolation levels 

The proposed algorithm addresses this issue by introducing a new technique, 

which separates the actual power change dP into components dP\ and dP2. As mentioned, 

dPz results from fast insolation changes; insolation changes mainly affect the output 

current Tpv of the PV module rather than the output voltage Vpv. This fact can be seen by 

the simulation results of Fig. 3.7. Exploiting this property, we can use the change of 

current within the sampling period to estimate the dPi. Knowing that MPPT algorithms 

are able to read the actual power change dP; then, once dPi is approximated, the other 

component dP\ can be computed. 

The component, dPj can be estimated by introducing a null current measurement 

/null of the PV module at the end of each sampling period (see Fig. 3.8). We define a new 

parameter 

Pk=Kuu~h- (3-5) 
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This parameter p is proportional to power changes due to insolation levels during 

the sampling period (i.e. independent of the MPPT update). This parameter is first used to 

estimate dPi, using Eq. (3.6), and dP\ can be calculated using Eq. (3.7). 

(dP2)k=Vkfi 

(dPl)k=(dP),-(dP2) Hk ' 

(3.6) 

(3.7) 

In terms of the MPPT action, the subsequent reference variable update is reversed if 

\dP2\>\dPi\. 
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Figure 3.7 Relative changes in current and voltage due to changes in insolation levels 
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Figure 3.8 Proposed null current measurement 
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In summary, this strategy can considerably overcome the effect of rapidly 

changing atmospheric conditions in MPPT algorithm. The introduction of the null current 

at the end of each sampling can detect the power change dP2 within the complete 

sampling period except for the intervals of A/D time (see Fig.3.8). However, these time 

intervals are negligible in state of the art microcontrollers {i.e. approx. A/D time: \9us). 

3.2.3 Partial Shading 

Typical MPPT algorithms do not consider the effect of partial shading, e.g. multiple 

peaks in the power function as shown in Fig.3.9 [28][29]. Consequently, such algorithms 

get trapped in a local maximum (not the global maximum), and deliver a lower peak 

power. Some existing algorithms periodically scan the P-V curve, while others advocate 

periodic sensing of either short-circuit current 7SC or open-circuit voltage Foc, for moving 

closer to the optimum reference variable. However, such methods could lead to power 

losses, e.g. those caused by disconnection of the PV array while measuring 7SC or Voc [26]. 
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Figure 3.9 Multiple peak in P-V curve for partially shaded modules 
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In the proposed algorithm, we exploit the constant relation, i.e. a= Imp I Pm, where 

Pm and Imp denote maximum power and corresponding maximum power current 

respectively [30]. For illustration, we present simulation results (see Fig.3.10), which 

show that a stays relatively constant over a wide range of temperature/insolation. To 

implement this idea, a periodic interrupt routine is build into the proposed MPPT 

algorithm. In the periodic interrupt the expected maximum power Pm is computed using 

P = a* I 
1 m " l p v > 

(3.8) 

where 7pv stands for the present value of the operating current. The algorithm then checks 

if Pm is comparable to the actual output power P0 as in Eq. (3.9), which is one way to 

ensure the operation at the global power peak. If this condition is not met, a modified 

P&O will be used to track the global peak. 

Pm-Po<t, (3.9) 
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Figure 3.10 Relationship between maximum power Pm and corresponding maximum power current Im 
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3.3. Flow Chart 

The complete flow chart of the proposed algorithm is shown in Fig.3.11. First, the 

algorithm commence by setting initial values to voltage, current, and duty-cycle and (i.e. 

Vpv[k], IPv[k], and D[k-lJ); in addition, it sets a starting value to the duty-cycle D[k]. 

Afterwards, the algorithm loop starts by sensing the output voltage Vpv[k] and current 

Ipv[k] of the PV module. This allows the algorithm to compute the output power of the 

PV module using P0[k] - VpY[k] * Ipy[k]. Next, the main parameters of the MPPT 

algorithm are calculated which are dP[k] and dD[k]. Using those two parameters, the 

relative position of the operating point with respect to the MPP is determined by the sign 

of dP[k]/dD[k] (refer to Fig.3.5). Consequently, this guides the direction of the next duty-

cycle update. 

After determining the next direction of the duty-cycle, the adaptive step-size value 

is to be computed using the proposed approach (i.e. using the first and second derivative 

of P-D function). For that purpose, the second derivative A(dP[k]/dD[k]) sign is 

computed using Eq. (3.3). Using this sign and the value of the first derivative 

dP[k]/dD[k], the operating region can be determined (i.e. I, II, II or IV), and the step-size 

a(k) is updated using Eq. (3.5). 

Followed by that, the second characteristic of the proposed algorithm comes into 

action, which is the separation of power change dP[k] into components dP\[k] and dP2[k] 

using Eq. (3.6) and Eq. (3.7). Then dP\[k] and dPjlk] are compared to take into 

consideration the effect of rapidly changing atmospheric conditions. The duty-cycle 

direction is reversed if dP2[k] > dP\[k]. Finally the reference variable D(k) is updated by 

a(k) and the algorithm repeats periodically. 
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Meanwhile, the interrupts (i.e. multiple peaks detection) are executed periodically 

to ensure the operation at the global maximum. The expected maximum power Pu is 

calculated using Eq. (3.8), and then it is compared to the actual output power P0 using Eq. 

(3.8) to ensure the operation at the global maximum. 

Initialize 
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Figure 3.11 Flow chart of the proposed algorithm 

33 



3.4. Conclusion 

In this chapter, the proposed maximum power point tracking algorithm has been 

presented and analyzed. A modified rule for updating the reference variable has been 

proposed. The issue of rapidly changing atmospheric condition has been addressed by the 

by introducing a null current measurement. Moreover, the effect of partial shading has 

been resolved using periodic interrupts to detect such regions. Finally the flow chart of 

the complete algorithm has been presented and discussed. 
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Chapter 4. Simulation and 
Experimental Results 

4.1. Introduction 

In this chapter, a SIMULINK model will be implemented to test and verify the 

functionality of the proposed algorithm. The results under the standard test conditions 

will be presented and compared to the response of P&O algorithm under different step-

size values of the reference variable (i.e. duty-cycle). Moreover, different irradiation 

schemes will be tested with the proposed algorithm to test its dynamic response. The 

results will then be compared to an adaptive P&O algorithm and an adaptive ICM. 

In addition, a hardware prototype will also be implemented using a micro­

controller and a buck converter. The hardware schematic and parameters design will also 

be analyzed. Experimental results will be presented under a constant irradiation level; 

these results will then be compared to an adaptive P&O algorithm. 
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4.2. SIMULINK Setup 

4.2.1 Developed Model of PV Panels 

The PV panel is modeled in SIMULINK as a current controlled voltage source 

(CCVS), shown in Fig.4.1, where the panel's current Ipv is the input and its voltage Fpv is 

the output. Moreover, two additional inputs were added (i.e. insolation and temperature) 

to study the module's response under various weather conditions. 

'Ipv 

' Insolation Vpv' 

> Temperature 

Figure 4.1 Modified SIMULINK model of PV modules 

The detailed developed model of the PV panel is shown in Fig.4.2. As can be seen, 

the basic building block of this model is the node A traversed by the four currents (7g, Id, 

/Sh, and 7pv). These four current are those presented in the circuit model of PV cells (see 

Fig.4.3). 

The current 7pv is calculated from the external circuit parameters and fed to the 

model, the current Ig is computed using a scaled value of the insolation input, and the 

currents Id and 7Sh are contingent on VA. Consequently, the output of the node A is fed to 

an algebraic constraint equation solver, which solves for an adequate value of FA that 

satisfies Kirchhoff s current law (KCL) at this node. 
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Figure 4.2 Modified SIMULINK model of PV modules (detailed view) 
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Figure 4.3 Circuit model of PV cells 

Every PV panel can be characterized by four parameters to determine its I-V 

characteristics. These parameters, which are usually provided by the datasheet of the PV 

panel, are the open circuit-voltage Voc, the short-circuit current Isc, the maximum power 

voltage Vmp, and the maximum power current Imp. 

To verify the functionality of the model, the system in Fig.4.4 is implemented. The 

parameters of the PV panel are designed such that the following specifications of the 

panel are met: Voc, = 22.2V, Isc = 5A5A, Vmp = \1.2V, and Jmp = 4.95.4 (selected from a 

datasheet). A current sweep from zero to the short-circuit current 7SC is fed to the PV 

panel model at an insolation of 1000 W/m2 and a temperature of 25°C. The output voltage 

and the output power with respect to the current input are displayed in Fig.4.5. 
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Figure 4.4 SIMULINTC test system of PV modules 
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Figure 4.51-Vand P-I characteristic of the PV model 

A comparison between the desired specifications and the results obtained by the 

model show that the model provides a high degree of accuracy in mimicking the 

behaviour of a PV panel. To further test the presented model, the same system in Fig.4.4 

is simulated under different insolation levels and the results of the I-V characteristics are 

shown in Fig.4.6. 
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Figure 4.6 P-I characteristics under different insolation levels 

The results in Fig.4.6 verify the functionality of the panel's model under different 

insolation levels. The short-circuit current of the PV module decreases as the insolation 

level drop from \000W/m2 to 400W/m2. In conclusion, the I-V and P-I curves resulted 

from the presented model of PV panels provides an excellent approximation to the 

realistic model. This PV panel model will be used to test the proposed MPPT algorithm 

and some conventional algorithms for comparison purposes. 

39 



4.2.2 Buck Converter Modeling 

The theoretical model of the buck dc-to-dc converter is used in the SIMULINK 

system. The converter schematic is shown in Fig.4.7, and the design formulas of the buck 

components are listed in Eq. (4.1)-(4.4) [31]. The value of the inductor L\ should be large 

enough to operate the converter in the continuous mode and is calculated as, 

L'~ f,\ML\ • «•" 

where Vom is the maximum output voltage, Dmp is the duty-cycle corresponding to the 

maximum power output,^ is the switching frequency, and A/L is the peak-to-peak ripple 

of the inductor current. 

The output capacitor C2 is designed to have a low voltage ripple at the output, and 

its value is computed using 

.-, ^ mp om 
C 2 Z — - , (4.2) 

J s om 

where Iom is the dc component maximum output current, and r is the ripple factor which 

is defined as 

AK 
r = (4.3) 

V 
om 

Finally the input capacitor is designed such that the current ripple at the 

converter's input is less than 2%. The capacitor C\ is designed using 

c ^ 0 - ^ m p V o m - P m p 

' " 0 . 0 2 ^ ' (4 '4) 
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Figure 4.7 Schematic of the buck DC-to-DC converter 

The buck converter is designed to operate in the continuous mode with the 

following specification: the output voltage ripple is less than 2%, the input current ripple 

less than 2%, and the peak-to-peak inductor current ripple is 0.05A. The computed values 

using Eq. (4.1)-(4.2) are: L\=\mH, d=220uF, C2=220uF, R=\Q, and the switching 

frequency^ is \00KHz. The buck converter test system is shown in Fig.4.8 and the 

resulting voltages and currents are shown in Fig.4.9. As can be seen from this result, the 

ripples in the voltages and currents satisfy the design constraints. 
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Figure 4.8 SIMULINK test system of the buck converter 
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Figure 4.9 Simulation results of the buck converter model 

4.2.3 Complete SIMULINK Model 

The complete SIMULINK model of the PV system is shown in Fig.4.10. The 

modeled system consists mainly of the developed model of PV panels, the theoretical 

model of the buck converter, and a load. In addition, it contains a MATLAB function 

block to implement the proposed algorithm. Finally, a multi-input scope is included to 

display the resulted output. 
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Figure 4.10 Complete SIMULINK model of the PV system 

The MATLAB function block accepts the panel's voltage Vpv and current Ipv as 

inputs through a multiplexer. These inputs are then fed to sample-and-hold block which 

samples the voltage and current periodically on a pre-set sampling frequency of 1 QKHz. 

The MATLAB function block processes the voltage and current data using the built-in 

function of the proposed algorithm. Since the reference variable chosen is the duty-cycle, 

the output of this function block is the duty-cycle £>k which is fed directly into the buck 

converter. 

The output voltage Vpv of the module is fed into the buck converter and processed 

according to the duty-cycle D^. The output voltage V0 of the converter is used to calculate 

the output current I0 of the converter (i.e. I0=V0/R). Consequently, the module's current 

can be calculated using, 

pv o k (4.5) 
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4.3. Transient /Steady-state Response Results and Discussions 

The SIMULINK system with the proposed algorithm was simulated under the 

standard test conditions (i.e. insolation=1000Jf7m2, and temperature=25°Q. The 

specifications of the PV panel were set as follows, F0C=22.2F, ISQ=5A5A, Vmp=\1.2V, and 

Imp=4.95A. This corresponds to maximum power output PM of S5A4W 

(/3M==/mp*Fmp=85.14JF). The simulation results of the significant outputs of the modeled 

system are shown in Fig.4.11. The presented results prove the functionally of the 

proposed adaptive step-size update presented in chapter 3, specifically in Eq. (3.4). 

The initial value of the duty-cycle chosen was far enough from the optimum duty-

cycle in order to observe the tacking process. By analyzing the results, one can see that in 

the time interval where the function dP/dD function is increasing (i.e. t < 3ms), the 

algorithm could identify the operating region (i.e. region I), and update the step-size 

according to Eq. (3.4). In this region, the step-size update is inversely proportional to the 

magnitude of dP/dD, hence the step-size decreases in this region as we approach region 

II. In this second region (i.e. when dP/dD is decreasing), the step-size update is directly 

proportional to the magnitude of dP/dD; consequently, the step-size starts decreasing and 

attains its minimum when the maximum power point MPP is reached. 

The maximum power point is reached at 4ms, in this time interval (i.e. 4ms < t < 

10ms) the operating point is fluctuating between regions II and III (refer to Fig.3.5). 

Since the value of dP/dD is very small, the step-size value is set to minimum in this time 

interval. The output voltage and current of the PV module are shown in Fig.4.12, the 

maximum power voltage Vmp and maximum power current Imp are also attained in this 

steady-state time interval (i.e. 4ms <t< \Qms). 
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Figure 4.11 Significant outputs of the modeled PV system 
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Figure 4.12 Simulation results of the output voltage and output current of the PV module 

4.3.1 Comparison with P&O Algorithm 

To evaluate the performance of the proposed algorithm, its response was first 

compared to the Perturb and Observation (P&O) algorithm. The comparison was done 

with three different step-size values (a*) of the P&O algorithm 0.005, 0.008 and 0.015. 

Note that the step-size values corresponds to the duty-cycle since it is the reference 

variable. In each case, the response of the P&O algorithm is presented and compared to 

the response of the proposed algorithm. Followed by that, the error from the ideal case is 

presented for both algorithms, and the average error is calculated for comparison 

purposes. The results are presented in Fig.4.13-4.20, and the overall comparison is 

presented in Fig.4.21-4.22 and summarized in Table 4.1. The simulation was done under 

a constant insolation and temperature levels. The simulation runtime was 10ms, where the 

purpose is to verify the improvements in the transient and steady-state response of the 

proposed algorithm. 
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a) Step-size = 0.005 

The first comparison case is with the P&O algorithm where the step-size is set to 

0.005, which is a relatively small value. The responses of the two algorithms are shown 

in Fig.4.13; the P&O algorithm attains the maximum power at 9ms, as the proposed 

algorithm attains it at 4ms. The maximum targeted power at the selected simulation 

conditions is 85.14JF, and this is set as an ideal case to calculate and compare the error in 

the tested algorithms. The error between the ideal response and that of the P&O response 

is shown in Fig.4.14 (a), where the average error was calculated to be 0.3944. The error 

between the ideal output and that of the proposed algorithm response is shown in Fig.4.14 

(b), where the average error is calculated to be 0.1857. This corresponds to an efficiency 

improvement of 31.35% which is mainly in the transient response. The small step-size in 

the P&O leads to a slow transient response but to a stable steady-state response. 

However, the adaptive step-size in the proposed algorithm can match the performance of 

the small step-size P&O, and leads it by its fast transient response. 
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Figure 4.13 Comparison between the proposed algorithm and P&O with step-size = 0.005 

47 

Proposed Algorithm 
P&O (step-size=0.005) 



(M
) 

E
rr

or
 

80 

60 

40 

20 

0 

(M
) 

E
rr

or
 

80 

60 

40 

20 

0 
0 0.005 0.01 0 0.005 0.01 

Time (s) Time (s) 

(a) (b) 
Figure 4.14 Error from the ideal case in (a) P&O (step-size=0.005), (b) proposed algorithm 

b) Step-size = 0.008 

For the second comparison case, a medium step-size value (0.008) is selected for 

the P&O algorithm. The same comparison procedure as the first case is followed, and the 

simulation results are shown in Fig.4.15. The proposed algorithm attains the maximum 

power at 4ms, while the current P&O attains it at 5.6ms. This larger step-size in the P&O 

leads to a better transient response than the first case, but small power oscillations appear 

in the steady-state which can cause significant power loss in the long run. The error 

between the ideal response and that of the P&O response (step-size=0.008) is shown in 

Fig.4.16 (a), where the average error was calculated to be 0.2609. The error between the 

ideal response and that of the proposed algorithm response is shown in Fig.4.16 (b), 

where the average error is calculated to be 0.1857. This corresponds to an efficiency 

improvement of 11.3%, where the considerable part of this improvement is the transient 

response with a minor improvement in the steady-state response. 
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Figure 4.15 Comparison between the proposed algorithm and P&O with step-size = 0.008 
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Figure 4.16 Error from the ideal case in (a) P&O (step-size=0.008), (b) proposed algorithm 

c) Step-size = 0.015 

The final comparison case with the P&O algorithm is done for a large fixed step-

size (0.015). The simulation results are shown in Fig.4.17, where the proposed algorithm 

attains the maximum power at 4ms, while the current P&O attains it at 4.4ms. The error 

between the ideal response and that of the P&O response is shown in Fig.4.18 (a), where 

the average error was calculated to be 0.2129. The error between the ideal response and 
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that of the proposed algorithm response is shown in Fig.4.18 (b), where the average error 

is calculated to be 0.1857. This corresponds to an efficiency improvement of 4.09%, with 

a significant improvement in the steady-state response. 
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Figure 4.17 Comparison between the proposed algorithm and P&O with step-size = 0.015 
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Figure 4.18 Error from the ideal case in (a) P&O (step-size=0.015) (b) proposed algorithm 

To further analyze the steady-state response of this specific case (step-

size^.015), a magnified view of the steady-state response in presented in Fig.4.19. The 

results clearly show the large power oscillations when a large step-size is used in the 

50 



P&O algorithm. The steady-state error between the ideal response and that of the P&O 

response (step-size=0.015) is shown in Fig.4.20 (a), where the average error was 

calculated to be 6.4e-4. The error between the ideal response and that of the proposed 

algorithm response is shown in Fig.4.20 (b), where the average error is calculated to be 

4.2e-5. This corresponds to an efficiency improvement of 0.18% in the steady-state 

response, which can lead to significant gain on the long run. 
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Figure 4.19 Steady-state comparison between the proposed algorithm and P&O with step-size = 0.015 
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d) Overall Comparison 

To conclude this section, we present in Fig.4.21-4.22 a comparison among the 

error functions of all the tested algorithms, and a summary in Table 4.1. The 

improvement in the transient response is clearly shown in Fig.4.21, where the proposed 

algorithm has the least error compared to the P&O algorithm (with different step-size 

values). The best transient response of the P&O algorithm is with the largest step-size 

(0.015); however, the larger the step-size the bigger the steady state oscillations. The 

steady-state response of this particular algorithm {i.e. P&O with step-size of 0.015) and 

that of the proposed algorithm are presented in Fig.4.22. As can be seen from this 

comparison, the large step-size which led to the best transient response resulted in 

significant power oscillation at the steady-state. 
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Figure 4.21 Error comparison among the proposed algorithm and different P&O algorithms 
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Figure 4.22 Steady error comparison between the proposed algorithm and P&O (step-size=0.015) 

Table 4.1 summarizes the efficiency improvement in the proposed algorithm with 

respect to the three tested algorithms. The efficiency improvement is divided between 

that of the transient response and the steady-state response. The maximum efficiency 

improvement achieved in the steady-state response is 0.18%, which is over the P&O 

(with step-size = 0.015). The maximum efficiency improvement achieved in the transient 

response is 31.33%, which is over the P&O (with step-size = 0.005). 

Table 4.1 Summary of the comparison cases with P&O algorithm 

Step-size of the 

P&O Algorithm 

Step-size = 0.005 

Step-size = 0.008 

Step-size = 0.015 

Efficiency improvement by the proposed algorithm 

Transient response 

31.33% 

11.21% 

3.91% 

Steady-state response 

0.02% 

0.09% 

0.18% 

Proposed Algorithm 

P&O (step-size =0.015)) 

n '"i r r i i ' ' i i ' 
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4.4. Dynamic Response Results and Discussions 

4.4.1 First Irradiation Scheme (Comparison with Adaptive P&O) 

In this section, the algorithm is tested under varying insolation levels to verify its 

dynamic response and compare it to another algorithm. The first irradiation scheme 

chosen for testing is outlined in Fig.4.23. This scheme consists of: (1) an insolation level 

of 1000W/m2 in the time interval 0ms < t < \0ms, (2) a uniformly descending insolation 

levels from lOOOW/m2 at P=\0ms to 600W/m2 at X=\5ms, (3) and an insolation level of 

600W/m2 in the time interval \5ms < t < 25ms. 

This irradiation scheme was tested with the proposed algorithm, and an adaptive 

P&O (i.e. using the traditional adaptive step-size). The response of both algorithms is 

shown in Fig.4.23. The error between the ideal response and that of the adaptive P&O 

response is shown in Fig.4.24 (a), where the average error was calculated to be 0.2588. 

The error between the ideal response and that of the proposed algorithm response is 

shown in Fig.4.24 (b), where the average error is calculated to be 0.1860. This 

corresponds to an efficiency improvement of 3.19%. 

The error comparison is shown in Fig.4.25, the proposed algorithm shows a 

significant improvement in the time interval \0ms < t < \5ms. This time interval 

corresponds to the period of rapidly changing atmospheric conditions. In addition, the 

proposed algorithm shows a better transient response which can be seen in the time 

interval 4ms < t < 5ms. 

In summary, this comparison case showed the ability of the proposed algorithm to 

track the maximum power point under rapidly changing atmospheric condition (over a 
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descending insolation pattern). This is due to the introduction of the Im\\ current which 

studies the irradiation changes within the sampling period. Moreover, it showed the 

improvement of the proposed adaptive step-size (presented in chapter 3) over the 

traditional adaptive-size. In the next comparison case presented below, we test the 

algorithm on an ascending insolation pattern and a sudden insolation drop. 

0.005 

Proposed Algorithm 
Adaptive P&O 

0.01 0.015 0.02 0.025 
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Figure 4.23 Comparison between the proposed algorithm and an adaptive P&O 
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Figure 4.24 Error from the ideal case in (a) adaptive P&O (b) proposed algorithm 
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Figure 4.25 Error comparison between the proposed algorithm and an adaptive P&O 

4.4.2 Second Irradiation Scheme (Comparison with Adaptive ICM) 

The second irradiation scheme chosen for testing is outlined in Fig.4.26. This 

scheme consists of: (1) an insolation level of 1000 W/m2 in the time interval t=0ms till 

t=\0ms, (2) a sudden insolation drop to 500W/m2 in the time interval t=\0ms till t=20ms, 

(3) a uniformly ascending insolation levels from 500W/m2 at t=2Qms to \000W/m2 at 

t=z25ms, (4) and an insolation level of 1000 W/m2 in the time interval 25ms < t < 30ms. 

This irradiation scheme was also tested on the proposed algorithm, and an 

adaptive ICM (i.e. using the traditional adaptive step-size). The error between the ideal 

response and that of the adaptive ICM response is shown in Fig.4.27 (a), where the 

average error was calculated to be 0.2948. The error between the ideal response and that 

of the proposed algorithm response is shown in Fig.4.27 (b), where the average error is 

calculated to be 0.2439. This corresponds to an efficiency improvement of 2.87%. 
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Figure 4.26 Comparison between the proposed algorithm and an adaptive ICM 
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Figure 4.27 Error from the ideal case in (a) adaptive ICM (b) proposed algorithm 

The error comparison is shown in Fig.4.28, the proposed algorithm shows a better 

transient response as illustrated in the time interval 0ms < t < 5ms. In the time interval 

10ms < t < 15ms, the proposed algorithm shows a better recovery time after a sudden 
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insolation drop of 500W/m2. These enhancements are due to the advantages of the 

proposed adaptive step-size over the traditional adaptive step. Finally, in the time interval 

20ms < t < 25ms, the proposed algorithm shows a better tracking when we have fast 

ascending insolation levels, which also due to the introduction of 7nuii-
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Figure 4.28 Error comparison between the proposed algorithm and an adaptive ICM 

The improvements of the dynamic responses of the two cases presented in this 

section are shown in Table 4.2. 

Table 4.2 Summary of the comparison cases with adaptive step-size algorithms 

Irradiation scheme 

Fast descending 
insolations 

Sudden insolation drop 
+ Fast ascending 

insolations 

Algorithm 

Adaptive P&O 

Adaptive ICM 

Efficiency Improvement by the proposed 
algorithm (Dynamic Response) 

3.19% 

2.87% 
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4.5. Experimental Setup 

4.5.1 Overall Hardware Schematic 

A schematic of the hardware design is shown in Fig. 4.29. The circuit consists of 

a PV module, a DC-DC converter, a micro-controller, voltage/current sensors, and other 

peripherals for ensuring the robustness of the system. The voltage/current sensors are 

used to periodically sample the panel's voltage and current. These sensors are passed to 

low pass filters (LPF) and voltage followers to improve the quality of the signal. 

Followed by that, these signals are fed into the micro-controller through the analog to 

digital (A/D) channels. The microcontroller process the voltage and current readings to 

calculate the direction and the value of the next step-size. The output of the micro­

controller is the pulse-width-modulation (PWM) signal to control the buck DC-to-DC 

converter. 
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Figure 4.29 Hardware prototype schematic 
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The PV panel used in this research is an 85-Watt Kyocera (KC85T) panel, which 

consists of 36 PV cells. The electrical specifications of this module, at standard test 

conditions, are shown in Table 4.3, and its physical picture is shown in Fig.4.30. The 

current-voltage (I-V) characteristics and power-voltage (P-V) characteristics of the 

selected panel are given in the datasheet. The panel was tested using artificial lights in 

order to create a fixed test conditions for comparison purposes. Finally an LCD and a 

keypad were incorporated for user interface; the complete hardware setup is shown in 

Fig.4.31. 

Table 4.3 PV panel specifications of the Kyocera KC85T 

Parameter 
-*mp 

vmp 
-»sc 

voc 
••max 

Value 
5.02A 
WAV 
5.34,4 
2l.1V 
%1W 
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Figure 4.31 Actual hardware prototype 

4.5.2 Voltage and Current Sensors 

A voltage divider circuit is used to sense the module's voltage. The values of the 

resistors were chosen as high as possible (i.e. multiples of 100/O2) in order to limit the 

current flow in the divider, thus minimizing power losses. The voltage divider must be 

designed such that its maximum output voltage does not to exceed 5 V when the panel is 

operating at its maximum voltage (i.e. open-circuit voltage Voc). The purpose of this is to 

protect the micro-controller which has a maximum limiting input voltage of 5.5 V. 

As for the current sensor, a shunt resistor with a differential amplifier is used. 

This differential amplifier produces a voltage which is directly proportional to the current 

going into the PV module. Since the resistor is placed in series with the module, its value 
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was chosen as low as possible (0.1£?) to minimize the power losses in this current sensing 

resistor. The gain of the differential amplifier was set such that its output voltage not to 

exceed 5V when the panel is operating at its maximum current {i.e. short-circuit current 

/sc). 

The sensors' outputs are passed to a voltage-follower in order to preserve the 

quality of the sampled signals. The signals are de-noised using second order low-pass 

filters (LPFs). The filters are derived from the Sallen & Key model with a unity gain. The 

selection of the cut-off frequency (/c) satisfies fc < f&H, in order to avoid the aliasing 

effect, where/s is the sampling frequency. The schematic of the Sallen & Key is shown 

inFig.4.32[32], 

Vir 
out 

Figure 4.32 Sallen & Key low pass filter 

and the cut-off frequency is set using [32] 

fc = 
1 

27T^RXCXR2C2 ' 

and the quality factor Q is given by [32] 

(4.6) 

Q = 
«JR]C1R2C2 

(Ri+R2)C2 

(4.7) 
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4.5.3 Buck Converter 

The DC-DC converter, which is the core of the MPPT unit, is a step-down buck 

converter. The converter's output LC filter is designed such that the converter operates in 

the continuous mode with low output voltage ripple (less than 2%). The same design 

formulas which were used for the buck converter in the SIMULINK model are used for 

the design of the experimental converter. However, the layout of the buck converter used 

in this experiment is shown in Fig.4.33. The current that corresponds to the on period 

(ron) and off period (T0ff) are is shown in Fig.4.33 (a) and Fig.4.33 (b) respectively. The 

components used in this converter are listed in Table 4.4. 

ci 
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Figure 4.33 Buck converter current (a) Ton (b) roff 

Table 4.4 Components description of the buck converter 

Component 

MOSFET 

MOSFET Driver 

c, 

c2 

A 

U 

Description 

IRF740 

MAX4420 

220uF 

220uF 

IN5408(3v4, VRRM=\000F) 

O.lmH 

63 



4.5.4 Microcontroller and Interface 

The proposed MPPT algorithm was implemented on a PIC16F877A micro­

controller. This micro-controller is an 8-bit architecture processor which contains all the 

necessary modules for the implementation of the algorithm. The micro-controller pinout 

and connections are shown in the full hardware schematic in Fig.4.34. Two channels of 

the Analog-to-digital (A/D) module are used to read the module's voltage and current. 

The resolution of the A/D module is 10-bits, and the A/D conversion time is \9.72us. The 

A/D time is relatively small compared to the sampling frequency of the algorithm which 

is 10 KHz. 

The MPPT unit uses the Digital Pulse Width Modulation (DPWM) module to 

directly control the duty-cycle of the DC-DC converter. The DPWM module can produce 

up to a 10-bit resolution output. The choice of the DPWM setting is very critical since the 

switching frequency^ and the resolution bits are inversely proportional. The resolution 

bits formula, which is found in the micro-controller datasheet, is 

log 

Resolution = 

osc 

V l PWM J (4.8) 

log(2) 

where, Fosc is the frequency of the micro-controller clock, and FPWM is the frequency of 

the PWM output. A large switching frequency is imperative to reduce the switching 

losses in the buck converter, while more DPWM resolution bits are essential to control 

the duty-cycle in small steps. The setting that was used for the hardware prototype are a 

PWM frequency of 98.039Kkz which leads to a resolution of 7-bits. Consequently, the 

smallest step-size that can be achieved is 1/27 (i.e. 0.0078). 
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The built-in Interrupt Service Routine (ISR) function is used to enable the partial 

shading periodic interrupts. An LCD and a keypad were added to the system to enable the 

interface between the MPPT unit and the user. The keypad allows the user to choose 

which algorithm to algorithm to run, and the LCD displays the status of the running 

algorithm. Finally, the Universal Asynchronous Receiver/Transmitter (UART) is used as 

a medium of communication between the microcontroller and the computer to record 

input/output data. This communication is accomplished via a serial DB9 cable. 
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Figure 4.34 Full hardware schematic with the microcontroller and the interface 
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4.6. Experimental Results 

The experimental process was done using artificial lights, which produced around 

6.5W from the selected PV panel. There are some limitations in the experimental 

procedure, such as controlling the insolation level, or creating user-defined insolation 

schemes. Thus, the experimental results were not as diversified as the simulation results. 

However, the experimental setup allowed us to test the functionality of the proposed 

algorithm on commercial microcontrollers. Moreover, a conventional algorithm was also 

implemented using the same experimental setup for comparison with the proposed 

algorithm. As mentioned earlier, the results were recorded using the DB9 serial 

communication between the electrical circuit and the computer. The output voltage Vpv[k] 

and the output current Ipv[k] were recorded periodically over 500 samples and the output 

power P0[k] was calculated using P0[k] = Vpv[k] * Ipv[k]. 

In this section we present, experimental results of the proposed algorithm 

response, experimental results of an adaptive P&O algorithm, and finally a comparison 

and discussion between the two responses. 

For the proposed algorithm, the module's output voltage Vpv[k] is shown in 

Fig.4.35, and its output current Ipv[k] is shown in Fig.4.36. The output voltage starts 

dropping from around 20 V till it reaches the maximum power voltage Vmp (approx. 

17\5V). Similarly, the output current starts rising from 0A till it reaches the maximum 

power current Imp (approx. 370mA). 
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Figure 4.35 Experimental output voltage of the proposed algorithm 
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Figure 4.36 Experimental output current of the proposed algorithm 

The module's output power P0[k], is shown in Fig.4.37. As can be seen the 

maximum power Pm (approx. 6.5 W) is achieved after 18 samples. This maximum power 

corresponds to the maximum power voltage and the maximum power current (i.e. Pm[k] 

= Imp[k]*Vmp[k]). 
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Figure 4.37 Experimental output power of the proposed algorithm 

4.6.1 Comparison with adaptive P&O 

An adaptive P&O algorithm is loaded into the microcontroller, and the results are 

presented in Fig. 4.38-4.40. The output voltage resulted from the adaptive P&O is shown 

in Fig.4.38, the voltage drops till it reaches the maximum power voltage Vmp (approx. 

17.5V), and the output current, shown in Fig.3.39, rises till it reaches the maximum power 

current (approx. 350mA). The resulting output power is shown in Fig.4.40. 
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Figure 4.38 Experimental output voltage of an adaptive P&O 
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Figure 4.39 Experimental current voltage of an adaptive P&O 
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Figure 4.40 Experimental output power of an adaptive P&O 

The responses of both algorithms are shown in Fig.4.41. As can be seen, the 

proposed algorithm has a relatively better transient response, which is due to the 

introduction of the proposed adaptive step-size. The error between the ideal response and 

the responses of the two algorithms (i.e. proposed and adaptive P&O) is shown Fig.4.42. 

The average of the error function due to the adaptive P&O response was calculated to be 
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9.0936e4. The average of the error function due to the proposed algorithm response was 

calculated to be 5.7883e4; this corresponds to an efficiency improvement of 5.53%. 
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Figure 4.41 Comparison between the proposed algorithm and an adaptive P&O 
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Figure 4.42 Error comparison between the proposed algorithm and an adaptive P&O 
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4.7. Conclusion 

In this chapter, simulation and experimental results of the proposed algorithm 

have been presented. The simulations were run in SIMULINK environment, where the 

response of the proposed algorithm has been analyzed under several irradiation schemes. 

The results have been compared to the responses of several conventional algorithms, 

showing the improvements in transient, dynamic, and steady-state responses. An 

experimental setup has also been presented utilizing a micro-controller and a buck 

converter. Simulation results have been presented showing an improvement in the 

transient response over an adaptive P&O algorithm. 
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Chapter 5. Conclusions 

5.1. Summary 

In this work, a new algorithm has been proposed for improving the maximum 

power point tracking in PV systems. A modified rule for updating the reference variable, 

i.e. current/voltage or duty-cycle, has been presented. The algorithm incorporates new 

schemes for overcoming the challenges associated with rapidly changing insolation levels 

and the effect of partial shading. 

An introduction to PV panels and their electrical characteristics has been 

presented in chapter 1. Specifically, the output power P0 of PV modules was analyzed 

with respect to their output voltage Fpv and output current /pv. Starting from these 

characteristics, the importance of maximum power point tracking (MPPT) units has been 

shown. This was followed by addressing the common issues that most MPPT algorithms 

suffer from. 

Several existing MPPT algorithms which include (P&O, ICM, and open-circuit 

voltage/short circuit current, etc) have been discussed in chapter 2. Moreover, some 
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selected works on MPPT algorithms has been discussed, which cover the main 

improvements done in this field. 

A more efficient algorithm been proposed in chapter 3 for improving the 

maximum power point tracking in PV systems. The proposed algorithm has incorporated 

techniques to overcome the challenges of rapidly changing atmospheric conditions and 

partial shadings. Moreover, the algorithm has been designed to be suitable for 

implementation on commercial microcontrollers. A modified rule for updating the control 

variable (duty-cycle) has been presented. Such an approach can locate the operating point 

more precisely; thereby leading to an accurate step-size update. At rapidly changing 

atmospheric conditions, large power fluctuations {dPi) occur within the sampling period 

which can mislead the tracking process. This issue has been addressed by introducing a 

new technique for the separation of the total power change (dP) into components dP\ and 

dPi. After calculating dP\ and dPj, the algorithm is able to calculate the correct tracking 

direction by comparing these power components. Finally, the issue of partial shading 

(multiple peaks in the power function) has also been taken into consideration by the 

proposed algorithm. The constant relation, i.e. a= Imp I Pm is exploited, where Pm and Imp 

denote maximum power and corresponding maximum power current respectively was 

exploited to. Based on this relation, periodic interrupt routines are invoked to estimate the 

expected global maximum power Pm of the present operating current /pv using (Pm -

alpy), which is then compared with the actual output power P0 to ensure that the module 

is operating at the global maximum. 

The simulation and experimental results have been presented validating the 

performance and functionality of the proposed algorithm. The simulations have been 

73 



done using SIMULINK where the different aspects of the model design and parameters 

have been detailed. The simulation results were divided into that of the transient/steady-

state response, and the dynamic response. The first simulation environment was under 

fixed insolation levels (1000 W/m ). The output results of the proposed algorithm were 

compared to the output results of the P&O algorithm with different step-size values. The 

comparison figures were presented along with a table summarizing the efficiency 

improvement in both transient and steady-state responses. Second, a user-defined 

irradiation schemes were created to test the dynamic response of the algorithm, especially 

under rapidly changing atmospheric conditions. Two irradiation schemes have been 

created, one with fast descending insolation levels, and the second with a sudden 

insolation drop and fast ascending insolation levels. The output results of the first 

irradiation scheme were compared to the response of an adaptive P&O algorithm, while 

the output results of the second irradiation scheme were compared to the response of an 

adaptive ICM. The comparison figures and a table have been presented and discussed 

showing the improvement in the dynamic response. Finally, a hardware prototype have 

been discussed and implemented, the components and parameters related to the hardware 

design have been analyzed. The hardware prototype has been implemented using an 8-

bits-architecture microcontroller, a buck DC-to-DC converter and an 85 W PV panel. 

Artificial lights have been used for the experiment and the experimental results have been 

presented for the proposed algorithm and for an adaptive P&O algorithm. The results 

have been compared showing an improvement in the transient response. 
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5.2. Future Work 

The presented MPPT algorithm was designed based on the characteristics of the 

buck dc-to-dc converter; hence, the adaptive step-size design could be altered for other 

converter topologies. Moreover, the algorithm could be updated to include more 

characteristics such as power regulations for battery charging applications, the ability to 

control single phase or three phase power systems (e.g. grid-connected or stand-alone 

systems). 

Since artificial lights were being used for the experimental process, the 

experimental results were limited to the response of a fixed insolation level. The 

experimental results could be expanded using a PV array simulator (e.g. Agilent SAS 

B350). Such simulators allow creating an insolation profile, or simulating partial shading 

conditions. 

The presented hardware prototype could be implemented on a printed circuit 

board (PCB) with the proposed algorithm loaded into the micro-controller. The overall 

unit can be developed as an end-user-product with different power specifications. 
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Appendix. MATLAB Codes 
Matlab Code for plotting the I-V, P-V, and P-I characteristics 

Ns = 36; %Number of cells in series 
Np = 1; %Number of cells in parallel 

q = 1.60e-19; %chanrge of an electron 
K = 1.3 8e-23; %Boltzman's constant 
A = 1.09; %Ideality factor 

T = 2 5 + 273; %Temperature (Kelvin) 

Tr = 25 + 273; %Reference temperature 

Isc = 5.46; %Short-circuit current 

%at standard conditions 
Ki = 2.2e-3; %Short-circuit current 

%tempeature cofficient 
S = 1000; %Insolations 

Rs = 0.141; 
Rsh = 1000; 

Irr = 2.54e-09; %Saturation current 
Ego = 1.13; 

Irs = Irr*(T/Tr)^3 * exp ( (q*Ego/(K*A)) * (1/Tr-l/T) ); 
%Calculation of saturation current 

Iph = ( Isc + Ki*(T-Tr) ) * (S)/1000; 
%Calculation of photon-generated 
%current 

Voc = (1 / (q / (Ns * A * K * T))) * log(Iph / Irs); 
Vo = 0:0.001:Voc; %Calcualte open-circuit voltage 

Io = Np * Iph - Np * Irs * ( exp(q*(Vo)/(Ns*A*K*T)) - 1 ); 
Io = Io - ( Io .* Rs) ./ Rsh; %Shunt Resistance 
Io = Io - Np * Irs .* ( exp(q.*Io.*Rs/(Ns*A*K*T)) - 1 ); 

%Series Resistance 
P = (Io .* Vo)./30; 

%Calculation of output power 

plotfVo, Io) 
hold 
plot(Vo, P) 
%plot(Io, P) 
xlabel('Module Voltage (V)'); 
ylabel('Module Current (A) ') ; 
%axis([0 30 0 6]) 

79 



Matlab Code for plotting the relationship between Pm and Iv 

Ns = 3 6; 
Np = 1; 

q = 1.60e-19; 
K = 1.38e-23; 
A = 1.092; 
%T = 25 + 273; 

Tr = 25 + 273; 

Isc = 5.34; 
Ki = 2.12e-3; 
%S = 1000; 

Irr = 2.54e-09; 
Ego = 1.13; 

Smin = 100; 
Train = 10 + 273; 
Smax = 1000; 
Tmax = 50 + 273; 

R = ones(Tmax-Tmin+1, Smax-Smin+1); 

for S = Smin:Smax 

for T = Tmin:Tmax 

Irs = Irr*(T/Tr)A3 * exp( (q*Ego/(K*A)) * (1/Tr-l/T) ); 

Iph = ( Isc + Ki*(T-Tr) ) * (S+300)/1000; 

Voc = (1 / (q / (Ns * A * K * T))) * log(Iph / Irs); 
Vo = 0:0.01:Voc; 

Io = Np * Iph - Np * Irs * ( exp(q*Vo/(Ns*A*K*T)) - 1 ); 

P = Io .* Vo; 

mp = max(P); 

for i = 1:length(P) 
if (P(i) == mp) 

break 
end 

end 

R(T-Tmin+l,S-Smin+l) = (Io(i)) ./ mp; 

end 
end 
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T = ones(Tmax-Tmin+1,Smax-Smin+1); 
S = ones(Tmax-Tmin+1,Smax-Smin+1); 

for i = Tmin:Tmax 
for j = Smin:Smax 

T(i-Tmin+1, j-Smin+1) = j ; 
end 

end 

for i = Tmin:Tmax 
for j = Smin:Smax 

S(i-Tmin+1, j-Smin+1) = i-273; 
end 

end 

surf(T, S, R) 

xlabel('Irradiation'); 
ylabel('Temperature'); 
zlabeK 'Vmp/VoC ) ; 
title('Maximum Power Current / Maximum Power Ratio'); 
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Matlab Code for plotting dP/dV 

Ns = 36; 
Np = 1; 

q = 1.60e-19; 
K = 1.38e-23; 
A = 1.092; 
T =80 + 273; 

Tr = 25 + 273; 

Isc = 5.34; 
Ki = 2.12e-3; 
S = 1000; 

Irr = 2.54e-09; 
Ego = 1.13; 

Irs = Irr*(T/Tr)"3 * exp( (q*Ego/(K*A)) * (1/Tr-l/T) ); 

Iph = ( Isc + Ki*(T-Tr) ) * (SJ/1000; 

Voc = (1 / (q / (Ns * A * K * T))) * log(Iph / Irs); 
Vo = 0:0.01:Voc; 

Io = Np * Iph - Np * Irs * ( exp(q*Vo/(Ns*A*K*T)) - 1 ); 

P = Io .* Vo; 

dp = diff(P,l); 

t = 0:Voc/length(dp):Voc-Voc/length(dp); 
plot(t,abs(dp)) 
hold 
plot(Vo, P/100) 
xlabel('Cell Voltage (V)'); 
ylabel('Cell Power (W)'); 
title('Solar Cell P-V Characteristic'); 
hold 
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Matlab Code for the P&O algorithm (SIMULINK) 

% Initialize MPPT 
% 
global Dref; 
global Dold; 
global Increment; 
global Pold; 
global Deltal; 

Pold = 0; 
Dref = 0.1; 
Dold = 0; 
Increment = 1; 
Deltal = 0.015; 

function y = MPPT(u) 

global Pold; 
global Dref; 
global Dold; 
global Increment; 
global Deltal; 

DrefH = 0.99; 
DrefL = 0; 

P = u(1) *u(2); 

if (P < Pold) 
Increment = -Increment; 

end 

Dref = Dref + Increment*DeltaI; 
% 

if (a < 0.0005) 
Deltal = Deltal_01d - 0.0005; 

end 
if (a > 0.0005) 

Deltal = Deltal_01d + 0.001; 
end 

if(Deltal > 0.01) 
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Deltal = 0.01; 
end 

if (Deltal < 0.002) 
Deltal = 0.002; 

end 

if (Dref > DrefH) 
Dref = DrefH; 

end 

if (Dref < DrefL) 
Dref = DrefL; 

end 

y(3) = (P - Pold) / (Dref - Dold); 
y(4) = Deltal; 

Pold = P; 
Dold = Dref; 

y d ) = P; 
y(2) = Deltal; 
y(3) = Deltal; 
y(4) = Dref; 
y(5) = P; 
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