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Abstract

Experimental Investigation of Advanced Film Cooling Schemes for a Gas
Turbine Blade

Mohamed Gaber Ghorab Ph.D.

Concordia University, 2009

Advanced cooling techniques are essential for further improvement in the

efficiency and the power output of gas turbines. Turbine inlet temperatures of 1900 K are
typical of current gas turbines, and there is an interest in increasing the temperatures for
the next generation of gas turbine engines. Over the past decades, significant effort has
been devoted to increase the turbine efficiency and to develop effective cooling strategies

to maintain the blade temperature below the melting point of the alloys used to construct

the airfoils. As a result, various cooling strategies have been developed such as film,

impingement, and muti-pass cooling for the blades, and evaporative cooling for the inlet
air.

In this work, a state-of-the-art thermal turbomachinery test rig was designed and

constructed to investigate the film-cooling performance of advanced film cooling
schemes over a flat plate. Desighing'and constructing mechanical parts, as well
developing software codes (Labview and image processing) for transient film cooling
measurement was the foremost part of the current experimental work. The

thermochromic liquid crystal (TLC) technique was used to measure wall surface
temperature. A circular film hole was used to validate the current experimental technique
and methodology. The validation results showed that the current experimental technique
and methodology were deemed reliable.
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Subsequently, the film cooling performance of the louver and new hybrid
schemes were investigated, experimentally. The louver scheme was proposed by Pratt
and Whitney Canada (PWC) to allow1 the'cooling flow to pass through a bend and to
encroach an airfoil material (impingement effect)', then exit to the outer surface of the

airfoil through a designed film hole. Immarigeon and Hassan (2006) then Zhang and
Hassan (2006) numerically investigated the film cooling effectiveness performance of the
louver scheme. The hybrid scheme was proposed in the current study, which includes two
consecutive film hole configurations with interior bending. The cooling performances for
the two advanced schemes have been analyzed experimentally over a flat plate across

blowing ratios of 0.5, 1.0 and 1.5 at a density ratio of 0.94. The results showed that the
louver and the hybrid schemes enhanced the local and the average film cooling
performance in terms of film cooling effectiveness, and the net heat flux reductions are
better than other published film holeconfiguratians.' In addition, both schemes provided
an extensively wide spray of secondary flow over the outer surface, and thus enhanced
the lateral film cooling performance over the downstream surface area. Moreover, the
two schemes produced an average heat transfer coefficient ratio near unity at low and
high blowing ratios. As a result, the louver and the hybrid schemes are expected to reduce
the temperature of the outer surface of the gas turbine airfoil and to provide superior
cooling performance, which increases airfoil lifetime.

In addition, the adiabatic film cooling performance and flow characteristics for

the hybrid scheme were investigated numerically. The numerical investigation was
analyzed across blowing ratio of 0.5, 1,'and 2^The flow structures of the hybrid scheme
are presented at different blowing ratios 'to proviäe a better physical understanding. The

iv



results showed that the hybrid scheme directed the secondary flow in the horizontal
direction and reduced the jet liftoff at different blowing ratios. Finally, conjugate heat

transfer (CHT) and film-cooling analyses were performed to investigate the hybrid
scheme performance with different flow configurations. Different geometries of parallel
flow and jet impingement with different gap heights as well as the adiabatic case study
were investigated at blowing ratios of 0.5 and 1.0. The results showed that the adiabatic
case provided downstream centerline superlative cooling performance near the hybrid
film hole exit compared to other conjugate geometries studied. At the downstream
location, the impingement configuration with a large gap height provided the highest
downstream performance at blowing ratio of 0.5 and 1.0 with respect to other cases
studied. Moreover, the downstream film cooling performance was enhanced far along the

spanwise direction for the CHT cases studied and it has the highest value near the scheme
exit for parallel configuration. In addition, the impingement configuration enhanced the
upper stream cooling performance compared to parallel flow and it was further enhanced
for large gap heights.

Keywords: film cooling effectiveness, heat transfer coefficient ratio, louver, hybrid, TLC,
NHFR5CHT. '' ' " ^'•:^iv-!..^.,;-:'-
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Chapter 1

Chapter 1 Introduction
Gas turbines play a major role in modern aeronautical propulsion and power

generation. A key parameter that greatly affects the design characteristics of turbine
engines is efficiency, or thrust to weight ratio. One of the main factors affecting
efficiency is the gas turbine inlet temperature. Increasing the inlet temperature increases
the efficiency; however, the properties of the turbine blade alloys limit the maximum
allowable temperature. Through the development of advanced materials and cooling
schemes, high turbine inlet temperatures above 2500 K can be adopted. The airfoil of gas
turbines should be cooled sufficiently for làfê !operation and for long-term durability and
reliability. Therefore, over the past decades, many studies have devoted significant efforts
to the development of effective cooling schemes. Internal convection, jet impingement,
and external film cooling or their combinations are available cooling techniques applied
to turbine airfoil cooling. Internal cooling occurs where secondary cooling air passes

through internal flow passages, which decreases the material temperature of the airfoil by
conduction. Film cooling occurs by injecting the cooling air from tiny holes onto the
airfoil surface, which forms a thin thermal insulation against hot gases.

1.1 Motivation

Advanced film coolingiteclmiqüW ÄfetÄito increase cooling performance, thus

increasing the gas turbine efficiency and: thrust-to-weight ratio. Throughout the last three
decades, film-cooling strategies have been developed to maintain an airfoil temperature
below the alloy melting point. Film hole geometries play a very important role in
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enhancement film cooling over a turbine airfoil surface. Different film hole shapes were

designed with different exit shapes and configurations in order to provide a uniform
momentum injection and reduce the jet lift-off, hence enhancing the coolant spray over

the airfoil surface (Taslim et al., 2005; Zhang and Hassan, 2006; Miao et al., 2006; and
Dhungel et al., 2007). Consequently, creating new film hole geometry is one of the major

methods to improve airfoil cooling perfcrrn^nce an4 reduce aerodynamic losses, thereby
increasing the gas turbine efficiency and power output. Pratt and Whitney Canada (PWC)
proposed a novel impingement film cooling scheme to prevent jet lift-off for the coolant
flow with respect to standard round holes, hence improving the film cooling performance
(Immarigeon and Hassan, 2006). The anti vortex hole is another advanced technique for
round shaped film cooling. It has anti vortex branched holes which provide good results
for covering coolant flow over the surface. The original idea for anti vortex film holes
was established at NASA Glenn Research Center (Dhungel, et al., 2007).

Creating and developing new film hole geometries is the approach taken to
improve film cooling performance since other parameters are still restricted from film
cooling applications under actual operating^conditions. Advanced hybrid and louver film
cooling schemes are employed throughout the present experimental work. In addition, the
hybrid scheme is simulated to investigate the adiabatic flow structure and film cooling
effectiveness performance at different blowing ratios. Afterwards, the conjugate heat
transfer is combined with film cooling effectiveness to investigate the cooling

performance of the hybrid scheme with different flow configurations. The cooling
performance of the proposed scheme for the parallel flow configuration and impingement
jet with different gap heights will be evaluated.

,2
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1.2 Objective and organization

Based on the literature review in Chapter 2, advanced cooling schemes are essential

for the next generation of gas turbine engines. The experimental and computational
studies using advanced film-cooling schemes have been tested over a flat plate. The novel
schemes (louver and hybrid) allow optimization of the cooling effectiveness by enabling
less jet lift-off at the exit of the cooling holes and wide downstream lateral spreading. The
principal objective of this study is to experimentally investigate the film cooling
effectiveness and the heat transfer coefficient performance of the two schemes. The

Thermochromic Liquid Crystal (TLC) technique is used to provide global surface
temperature measurements over the target.surfaces downstream of the film cooling holes.
In addition, the performance of the hybrid scheme and the understanding the flow
structure will be investigated numerically. The film cooling effectiveness performance of
the hybrid scheme with conjugate effect for different flow configurations will then be
presented through this study.

The following are the specific objectives through the current study are:

1 . To design and construct hardware and automated data acquisition systems for a state-
of-the-art thermal turbomachinery test rig using Thermochromic Liquid Crystal

technique.

2. To develop the software codes for labview, image processing, solving nonlinear data
reduction equations and posting data.

3. To validate the test rig for film cooling effectiveness and heat transfer coefficient and
to investigate the film cooling and heat transfer coefficient performance of the louver

3



over a flat plate then compare its performance with other advanced published film hole
geometries.

4. To investigate the cooling performance of the hybrid cooling schemes over a flat plate
under different blowing ratios and compare results with other film hole configurations
at different blowing ratios.

5. To Investigate the cooling performance analysis of the hybrid cooling scheme by
combining the film cooling and conjugate heat transfer values for different flow
configurations at low and high blowing ratios.

The thesis consists of seven chapters. This chapter presents the motivation and

objective of the current study. Chapter two will cover the literature review regarding
the effect of design and operating parameters on film cooling effectiveness and heat
transfer coefficient performance for gas turbine applications. At the end of the literature
review, a summary will be provided for the effect of different operating conditions and
advanced published film hole geometries on the film cooling performance. The thermal
turbomachinery test rig will be described entirely in chapter three. The test rig has been
built to investigate the film cooling; ? effectiveness and heat transfer coefficient
performances of different film hole geometries ori flat plates and airfoil surfaces for gas
turbine applications. The description of the design, construction, and development of
the mechanical, instrumentation, and automated data acquisition systems will be
clarified in Chapter three. In addition, this chapter will be closed by a discussion of the
uncertainty analyses, experimental procedure and validation study. Chapter four will
include the output performance results of the louver scheme investigation across
blowing ratios of 0.5 to 1.5, at a density ratio of 0.94. The chapter will close with a

:- V; !!¡'G..1' '*.:¦; ? .XwVCi1' '¦'¦.



summary of louver scheme film cooling and heat transfer performance. Furthermore,
chapter five will cover the performance of film cooling effectiveness and heat transfer
for the new hybrid scheme, which will analyze experimentally for blowing ratios of 0.5
to 1.5, at a density ratio of 0.94. Later, the performance of the scheme will compare
with other film cooling configurations, followed by a conclusion of the cooling

performance of the hybrid scheme.

Chapter six will discuss the adiabatic film cooling performance and flow structure
of the hybrid scheme compared to the circular hole at low and high blowing ratios.
Afterward, a three-dimensional conjugate heat transfer model will be presented to
investigate the hybrid scheme performance by including the conjugate heat transfer in
addition to film cooling for parallel and impingement flow configurations with different
gap heights. The summary of the adiabatic and conjugate film cooling performance for
numerical study will be presented at the end of Chapter six. A conclusion of the current
work and recommendation for future studies will be presented in Chapter seven.

5



Chapter 2

Chapter 2 Literature Review

The cooling process of gas turbine airfoils (nozzle vanes and blades) has been

studied computationally and experimentally. The aim of film cooling is to create thermal
protection over the airfoil surface and to keep the coolant flow attached to the surface.
For a better understanding of the complex mixing flow and heat process, film cooling

should be investigated by studying the mixing phenomena of the main and secondary
flows. The outcome objective of this study is to propose the best possible cooling
schemes. The current literature review will focus mainly on experimental and numerical

studies for different film cooling schemes over either a flat plate or an airfoil surface, and

their effect on the performance of film cooling effectiveness and heat transfer coefficient.
In addition, the effect of operating parameters such as blowing ratio, density ratio,

turbulence intensity, and surface roughness on adiabatic film cooling effectiveness and
heat transfer performance will be : presented., Finally, the literature review will
demonstrate previous conjugate heat transfer studies for gas turbine cooling applications.

Measured temperatures and heat transfer coefficients over the surface depend on
flow conditions and geometry design parameters. Many studies have been concluded to
investigate the effect of film cooling design parameters on a flat plate and on scaling up
actual airfoils, as well as using a flow conditions close to the actual gas turbine engine.

The results are presented and correlated in dimensionless groups such as Reynolds
number, Nusselt number, Stanton number, blowing ratio, density ratio and temperature

ratio as a function of spanwise and downstream distance.



'¦; ¦"-¦:£ ¦'¦·

2.1 Effective parameters on adiabatic film cooling effectiveness and
heat transfer coefficient

This section presents a survey on the effect of traditional and advanced film
cooling hole configurations, operating conditions, and surface finishing on the film
cooling effectiveness and the heat transfer coefficient performance over a flat plate and
airfoil surface. Studying film cooling over a flat plate is a way to study endwall film-
cooling performance, as well as to investigate the effect of different parameters on film
cooling and heat transfer coefficient performance. The output results such as heat transfer
coefficient, film cooling effectiveness arid Nusselt number using a flat plate, can be

presented in correlated equations as a function of downstream distance, blowing ratio,
density ratio, momentum flux, turbulence intensity, and temperature ratios. These
correlated equations for the flat plate test can be applied to actual airfoils under real
engine conditions by including other correction factors for real parameters.

The airfoil cooling is applied at different regions such as leading edge, trailing

edge, pressure and suction sides, and blade tip. The flow characteristics at each region are
completely different with respect to the other regions. Therefore, many researchers
studied the effect of design parameters such as film hole configurations and operating
conditions at different airfoil regions on film cooling performance. They also considered
the rotational effect on the airfoil surface' (biade). 'The flow structure at each region of

airfoil has specific optimum parametric study. Therefore, specific film hole
configurations should be used for the film holes at each region, such as circular hole at
the leading edge, as this area has higher pressure and lower Mach number values.
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The investigation of film cooling effectiveness and heat transfer coefficient

performance under actual turbine engine conditions is very important. However, these
values are difficult to measure as the instruments for measuring temperature and pressure

cannot provide acceptable accuracy, éspëcianj/;.ai high rotational speed. Therefore, the
operating conditions are trimmed down, the results were then presented in dimensionless
forms. Heat transfer distribution for three-vane cascades under steady state conditions has

been studied by Nearly et al. (1985). They investigated the basic parameters: which affect
film cooling: Mach number, Reynolds number, turbulence intensity, and wall to gas
temperature ratio. By using a large scale model consisting of a complete gas turbine
stage, Blair et al. (1989) studied the effect of inlet turbulence, stator-rotor axial spacing
and relative circumferential spacing of the first and second stators on heat transfer
distribution for an airfoil blade. On the other hand, Martinez-Botas et al. (1995) and

Baines et al. (1982) studied the heat transfer characteristics in an annular cascade vane.
Ames and Plesniak (1997) simulated VBuriane cascade and moved the turbulence
generator close to the vane to generate different levels of turbulence. They discovered
from their study that the heat transfer was increased and boundary transition was created
earlier on the suction surface by increasing the turbulence levels. Garg and Gaurgler,

(1997) investigated the effect of different operating parameters on film cooling
performance, such as the blade rotational effect and coolant flow direction from shower-
head holes. In addition, Garg and Gaurgler (1997) studied the effect of the coolant to the
main stream mass and temperature ratios on film cooling at the hole exit. Later, Garg and

Rigby (1998) reported that the heat transfer had a majorly significant effect on the
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coolant velocity and temperature approximately 60% on the blade suction side and 50%
on the pressure side.

Thermochromic Liquid Crystal and Infrared (IR) Thermography are two

techniques used to calculate the film cooling effectiveness and heat transfer coefficient by
measuring surface wall temperatures. Ling et al. (2004) developed a new technique for
processing transient heat transfer using TLC by considering the effect of conduction in
three dimensions, for a single transient test, to measure the local heat transfer coefficient
and adiabatic film cooling effectiveness. Vogel et al. (2003) studied the influence of heat
flux distributions on film cooling effectiveness by using TLC over four different heater-

foil configurations with film cooling holes. Another contribution came from Baldauf et
al. (2001), who used the 'infrared Thermography technique to measure surface
temperature with high resolution and then finite element analysis to obtain the local heat
transfer coefficient downstream of a row of cylindrical film holes.

The effect of the design and operating parameters on film cooling and heat
transfer coefficient performance are presented in the following subsections:

2.1.1 Advanced film hole geometries

Film hole geometry is one of the most effective parameters that influences the
film cooling performance. Early studies. used slpt configuration to investigate film
cooling effectiveness. Goldstein et al. (1974) was one of the first groups that studied
adiabatic film cooling using film holes. They investigated the effect of film hole

geometry and flow parameters on film cooling performance.
Eriksen and Goldstein (1974) experimentally investigated the effect of the

blowing ratio on the centerline film cooling effectiveness for injection film holes having
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a 35° inclination angle and lateral expansion angle of 10° at a distance of Id from the
entrance of the film hole, as shown in Fig.2.1a. The film cooling effectiveness along the

centerline increased with blowing ratio until ^a peak value was reached at a particular

downstream location, after which it decreased for any increase in blowing ratio. Film

holes having 10° lateral expansion angles have significant effects on spreading the
secondary flow downstream of the film hole injections. Furthermore, the fan shaped hole
decreased the exit velocity of the secondary flow thereby reducing its penetration into the
main stream.

Goldstein and Taylor (1982) investigated the regions around the injection hole,
which have low and high heat transfer coefficients. The heat transfer coefficient has a

higher value on the region between two contiguous holes at high blowing ratios, and
decreases at low blowing ratios. Also, it has higher a value at exit regions along the film
hole sides due to the interaction between' the ''main and injection flow, which creates

eddies and high shear stresses. At h'igli blowing' ratios, once the cooling jet partially
reattaches to the airfoil surface, the heat transfer coefficient increases; however, it

decreases further downstream of the film hole (x/d >10). Later on, Goldstein and Jin

(2001) studied the performance of film cooling and the heat transfer coefficient using one
row of holes with a 35° inclination, 45° compound angles, 3d hole spacing, and a hole

length to diameter ratio of 6.3.

Makki and Jakubowski (1986), and Kohli and Bogard, (1999) found that forward-
and-laterally positioned film holes have lower heat transfer coefficients and higher film
cooling effectiveness when compared to round holes. Makki and Jakubowski's conclusion
arose after comparing the cooling performance for ' forward-and-laterally expended holes
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with circular film hole geometries using a 35° inclination angle and a pitch to diameter
ratio of 3. The effect of film hole spacing arrangements (staggered and in line) on film

cooling performance was studied by Ligrani et al. (1992). They reported that there was no
significant effect of film hole rows on the heat transfer coefficient at low blowing ratios,
while at high blowing ratios, the heat transfer coefficient increased with increasing
number of film rows. Furthermore, Ligrani et al. (1994) investigated the effect of three

different hole configurations on the heat transfer coefficient and film cooling
effectiveness; one with a simple angled1 hole and two with compound angled hole using
different pitch to hole diameter ratios. The compound angled hole configuration had a
higher film cooling effectiveness than the simple hole due to a large spreading area over
the span-wise region. In addition, Sen et al. (1996) investigated the effect of three
different compound angles (CA) on the heat transfer coefficient. The first case was a
circular hole with a 0° CA, the second hole had a 60° CA in the lateral direction, and third

hole had a 15° forward expansion with a 60° CA,. They reported that the heat transfer
coefficient is enhanced by increasing the momentum flux for 0° CA and 60° CA. The
forward expansion increased the lateral mixing, such that the heat transfer coefficient
further increases by increasing momentum flux. ' '

s 'I1 ':';.U.i; .,V1 '' ''i ,<·/.
Schmidt et al. (1996) reported that the film cooling performance was small but the

heat transfer coefficient was high for compound angle injection at high momentum ratio

(coolant to mainstream). The effect of a 45° and 90° compound angle in the span wise
direction for holes with a 35° inclination angle in the stream-wise direction, on the heat

transfer coefficient was investigated by Ekkad et al. (1997) using TLC technique. The

compound angle provides high mixing between the main and jet streams hence the heat
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transfer coefficient increases due to the turbulent flow over the surface. Gritsch et al.

(1998) investigated the film cooling effectiveness for different shaped holes with 30°
inclination angles for a blowing ratio ranging from .0.25 to 2.0 and density ratio of 1.85.
From their results, the film cooling performance increases with increasing exit area,

leading to a wider spray and the coolant flow remaining attached to the downstream
surface. Gritsch et al. (1998) studied the performance of the heat transfer coefficient for

the previous geometries, for a 1.85 density ratio at a blowing ratios ranging from 0.25 to
1.75. They noted that the heat transfer coefficient decreased with increasing cross
sectional area at the hole exit, consequently reducing the coolant exit momentum.

Therefore penetration with main stream flow reduces. Moreover, the heat transfer
coefficient is lower at low blowing ratios.

Ligrani et al. (1992) studied the effect of pitch to film hole ratio for staggered
configurations (one and two rows) wim a' 35° inclination angle on adiabatic film cooling
effectiveness and Stanton number downstream of the film holes. They reported that a

small pitch to film hole diameter ratio for the staggered arrangements provides a higher
spanwise average effectiveness than the in-line film hole arrangement. The effect of the
staggered and in-line configurations for two circular rows with opposite orientation angle
on film cooling performance was investigated by Ahn et al. (2000). Each row had five
holes with a 35° and 45° inclination and orientation angle, respectively. They noted that

the heat transfer coefficient for the staggered arrangement was lower than that of the

inline arrangement; however, the inline arrangement produced a higher film cooling
performance, for blowing ratios 1.0 and 2^ Goldstein (1982) and Ammari et al. (1990)
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reported that mixing increases, by increasing the inclination angle, hence increasing the
turbulence boundary layer displacement thickness.

Lateral and forward diffused film holes with simple and compound angles (LDSA,

LDCA, FDSA, FDCA) film cooling holes beside cylindrical round simple angle (CYSA)
film holes were studied experimentally by Bell et al. (2000) to investigate the effect of

shaped holes on film cooling performance. The inclination angle for the five film hole
configurations was 35° and L/d = 3.0. fhey presented the data for blowing ratios from 0.4
to 1.8, momentum flux ratios from 0.17 to "3.5, and density ratios from 0.9 to 1.4. They
noted that the configuration of LDCA and FDCA had the highest value of spanwise
averaged Stanton number downstream the film hole (from x/d = 0 to 20) for blowing
ratios from 0.7 to 1.8; however, the LDCA gave the highest values. Moreover, the

spanwsie average adiabatic effectiveness for simple angle film hole configurations
(CYSA, FDSA, LDSA) increased by increasing the density ratio from 0.9 to 1.4 for Br =
0.7 and this effect was smaller for the other two film holes with the same compound

angle. In addition, Kim and Kim (2004) studied the effect of shaped injection holes on
turbine blade leading edge film cooling. They simulated five different cylindrical hole
models. The parametric study was conducted1'wi'uY"a mainstream turbulence intensity of
0.2%, mainstream Reynolds number of 7. 1x1 04 based on cylinder diameter, blowing ratio
of 0.7, 1.0, 1.3 and 1.7, and density ratio of 1. They concluded that a conical-diffused
hole (CDH) provided the best cooling performance. Bell et al. (2000) performed a similar
experiment and noted that the film hole geometry with laterally diffused compound angle
(LDCA) demonstrated the highest cooling performance.
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Lee (2000) studied the effect of orientation angle for film cooling holes on the
boundary layer temperature distribution and film cooling effectiveness. The film cooling
results were obtained using five film holes designed with an inclination angle of 35° and
orientation angles of 0°, 30°, and 60°. They presented the film cooling effectiveness
distribution with respect to the velocity ratio and orientation angles. From their results,
the compound angle produced more sprayed coolant over the surface, which affects the
coolant flow from the neighboring jet. Consequently, the sprayed coolant became more

uniform and the film cooling performance increased.

Cho et al. (2001) studied the effect of the film hole shape on heat transfer
characteristics and film cooling effectiveness, using a 30° inclination angle and 0°, 45° and

90° compound angles,. Their first geometry was a circular hole, and the second film hole
was conical with a 4° angle, the third film noie configuration used a film hole that was tilted
4° along its central axis, but was more conically shaped with an 8° angle downstream at L/d
= 5.4. The three different film hole geometries were investigated with Br = 0.5, 1 .0, and 2 at

a density ratio of 1.0. Higher film cooling effectiveness was found by increasing the lateral
injection angle. The film hole with 4° conical angle, as shown in Fig.2.1b, provided the best
cooling performance compared to other film holes under all conditions.

The film cooling and heat transfer performances of three different film hole
configurations were analyzed experimentally by Yu et al. (2002). The first configuration
used baseline circular injections with 30° in the streamwise direction and L/d = 10. The
second configuration's hole shape was sírhiiair "to the baseline circular, but it had a 10°
forward diffusion angle starting at distance' of 0.79d below the test surface. The hole was
modified by adding an extra 10° diffusion angle in the lateral direction for the third hole
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configuration. The three configurations were tested for two blowing ratios (Br = 0.5 and
1.0), with Reynolds numbers ranging from 2300 to 4300, based on the hole diameter. They
observed that the third configuration (Fig.2.1c) provided the highest film cooling
effectiveness. However, the heat transfer coefficient was close to the second configuration

and lower than the circular scheme.

Sargison et al. (2002) experimentally investigated the film cooling performance and
aerodynamics loss for a converging slot-hole (Console) over a flat plate, as shown in
Fig.2.1d. This scheme was designed to provide cooling and aerodynamic performance using
slot geometry. The console cross section was changed from circular shaped at the hole inlet
to slot shaped at the hole exit. The hole's wall was convergent in the streamwise direction
and divergent in the lateral direction. The cross section decreased from the inlet to the exit
so that the flow accelerated toward the exit. The accelerated flow provided a lower and more

stable jet turbulence, which reduced secondary and mainstream penetration. Reynolds
number was 1 .44 ? 105, based on the slot height, with a mainstream momentum flux ratio of
1.1. The console film hole provided good lateral uniformity of adiabatic effectiveness,

which approached the slot effect, the console's laterally averaged heat transfer coefficient
was also similar to that produced by 'the slot hole. The console film hole yielded less
aerodynamic losses when compared to the circular and fan shaped holes, but it showed
higher thermal stress concentrations, particularly at the exit area. Liu et al. (2009)
investigated the effect of exit-entry area ratios of 0.67 and 1.33 for console film hole on film
cooling performance. They noted that smaller exit-entry area ratios produced a better
thermal protection due to higher film cooling effectiveness with minimum discharge
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coefficient. A small exit-entry area promoted the acceleration of flow with low-turbulence,

providing stable film cooling over the wall surfaces.
Saumweber et al. (2003) used fan shaped, laidback fan shaped, and circular holes

to study the film cooling performance experimentally using turbulence ratios of 3.5, 7.5,
and 11%. Both fan shaped holes were expanded laterally with an angle of 14°, and the
laidback fan shaped hole included a 15° expansion in the streamwise direction, as

presented in Fig.2.1e. They used a length to diameter ratio of 6 with blowing ratios of
0.5, 0.75, 1.0, 1.25, and 1.5. They reported that both shaped holes provided similar
characteristics and there was no benefit in using the laidback configuration. Due to the

lateral expansion at the hole exit of shaped holes, thè film cooling effectiveness interacted
with each other then sprayed a closed film cooling effectiveness.

Dittmar et al. (2003) investigated the film cooling performance of four different film

hole configurations using infrared thermography. Double rows of cylindrical injection holes
and discrete slots were used along with a single straight fan shaped hole and compound

angle fan shaped holes. From their results, the four film holes provided the same film
cooling effectiveness at low blowing ratios. However, the fan shaped hole with a compound
angle (Fig. 2.If) provided the highest film cooling effectiveness at high blowing ratios
compared to other film holes.

Taslim and Khanicheh (2005) analyzed the effects of two different compound hole

angles on the film cooling performance. The serap involved a single row of 90° compound
angle circular film holes (d = 7.5 mm), and 45° compound angle for shaped film holes, with
a 25° inclination angle in the downstream direction. The two film hole schemes were

analyzed for blowing ratios ranging from 0.7 to 4.0. They noted that the highest overall film
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cooling effectiveness over a wide range of blowing ratios was achieved with the diffuser
shaped hole, which is presented in Fig. 2.1g. They concluded that increasing the exit cross-
sectional area led to less jet penetration into the main flow due to a reduction in momentum

flux, which produced a higher cooling effectiveness.

Miao and Wu (2006) numerically investigated the effects of blowing ratio and hole
r ' i /'.¦..';· il·.'!'.."..' 'irv

shape on the adiabatic film cooling effectiveness and distribution of flow fields over a flat
plate with a density ratio of 1.14. The plate had two rows of injection holes in a staggered
arrangement. Three different film holes were used; circular, forward diffused, and laterally
diffused simple angles with a diameter of 5.0 mm and a 35° streamwise injection angle. It
was revealed that the geometry of the hole shape plays a major role on adiabatic film

cooling effectiveness, especially in the vicinity of the cooling holes. It was also proven that
the highest cooling effectiveness was witnessed with laterally diffused simple angle
geometry at a blowing ratio of 1.5. The laterally diffused simple angle provided superior
cooling due to its ability to reduce the momentum of the cooling flow at the exit of the hole
and penetrate into the main stream. This phenomenon was also observed experimentally by
Taslim and Khanicheh (2005). '

Immarigeon and Hassan (2006) numerically investigated the film cooling
performance for the louver scheme. They inspected four different geometries using a
different number of pedestals. The operating conditions consisted of 0.87 to 5.22 blowing
ratios, 3% turbulence intensity and a density ratio of 1.73. They reported that at high
blowing ratios, the pedestals have a negligible effect on the laterally averaged film
cooling effectiveness near the hole exits (x/d < 2), yet they spread the coolant
downstream. Zhang and Hassan (2006) extended the numerical investigation for the
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louver scheme without including the pedestals and by using a single entrance hole. They

compared the output results for the louver scheme with traditional circular and shaped
film holes using single and multiple rows in staggered and in line arrangements. They
noted that the louver scheme provided the highest performance for the average and local
film cooling effectiveness with lower heat transfer coefficient ratios at low and high
blowing ratios.

Kusterer et al. (2007) enhanced film cooling performance by using a new film
hole arrangement which named double-jet film cooling (DJFC), of a circular hole. The
interaction of two neighboring cooling jets created an anti-kidney vortex pair, which had

improved film cooling effectiveness. In addition, the DJFC arrangement provided a good
distribution of cooling air in a lateral direction. Moreover, Dhungel et al. (2007) and
Heidmann and Ekkad (2008) studied computationally the effect of antivortex film hole

design on film cooling performance. The principle concept of the antivortex film cooling
moderates was the effect of the counter-rotating vortex pair. They investigated the

performance of film cooling effectiveness and heat transfer coefficient for different
vortex designs at unity blowing ratio and a density ratio of 1.05 and 2.0. Created vortices
from round hole allowed the secondary flow to remain attached to the surface and hence

improved the film cooling performance. Koc (2007) experimentally and numerically
investigated the film cooling effectiveness performance of rectangular injection holes for
blowing ratio from 0.5 to 2.0. He noted that thè injection temperature, momentum flux
ratio, and blowing ratio were affected the film cooling effectiveness. The highest
performance in the streamwise and lateral directions was shown to be a blowing ratio of
0.5 and it decreased with further increase in blowing ratio.
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Figure 2.1. Advanced published film hole configurations.
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On the other hand, investigating the effect of different hole geometries on the film

cooling effectiveness performance and the heat transfer coefficient for an actual airfoil
was studied. Studies were done both numerically and experimentally, under the same

conditions or close to actual operating conditions. Weigand et al. (2000) studied the
adiabatic film cooling effectiveness on a convex surface for zero pressure gradient flow.

They tested five different injection configurations; three of which were cylindrical holes,
and two had different shaped holes. A higher film cooling effectiveness and lower heat
transfer coefficient were obtained by using a snape'hole compared to of a circular hole.

The secondary flow passed from the pressure side toward the suction side by decreasing
the blowing ratio. Martin (2001) studied the thermodynamic measurements in order to
determine the heat transfer surface and adiabatic film-cooling effectiveness at

dimensionless engine conditions using a Mach number and Reynolds number of 1 .0 and
850,000, respectively. The downstream heat transfer was affected by the vortex passage,
while the heat transfer in the wake region downstream was augmented by increasing the

downstream Mach number from transonic to supersonic.

Martini et al. (2003) studied, experimentally and numerically, the trailing edge
film cooling downstream using a double in-line rib array. The experimental results
indicated that the ribs had a significant effect on local and average adiabatic film cooling
effectiveness. However, there was a significant deviation between the numerical and

experimental results for adiabatic film cooling effectiveness. The CFD simulation could
not capture the appropriate mixing turbulence process.

Jackson et al. (2000), and Kim and Kim (2004) studied the effect of shaped

injection holes on turbine blade leading edge film cooling. Kim and Kim (2004)

20



simulated five different cylindrical hole models with various injection holes. The

operating conditions were a 0.2 % main stream turbulence intensity, a 7.1x10 main
stream Reynolds number based on cylinder diameter, a blowing ratio of 0.7, 1.0, 1.3 and
1.7, and a unity density ratio. They deduced that the two span-wise diffused (laidback)¦'<:¦¦¦¦' !'-(.Iv.'1 i vii ;Vhv

film holes enhanced the film cooling effectiveness with respect to other film hole types.

Okita and Nishiura (2007) examined the film cooling effectiveness performance
of arrowhead fan shaped hole (AFH) and fan-shaped hole with laidback (FSH)
geometries on pressure and suction sides of airfoil. From their results, the AFH provided
higher film cooling effectiveness at high blowing ratios (Br > 1.5) than the FSH on the
suction side of the airfoil. At low blowing ratios, there was no significant difference

between the AFH and FSH geometries. Also, the performance of the AFH compared to
the FSH on the pressure side was similar to the suction side with less improvement.

2.1.2 Blowing ratio .,

The blowing ratio is another important parameter that has a significant effect on
the performance of the heat transfer coefficient and film cooling effectiveness. Goldstein
et al. (1974) studied the effect of the blowing ratio on the center film cooling
effectiveness for injection film holes with a 35° inclination angle. They found that the
film cooling effectiveness downstream of the film holes increased with increasing
blowing ratio until it reached a maximum value (peak), where it then decreased for any
increase in blowing ratio. The coolant flow attached to the downstream target surface at
low blowing ratios, and lifted off from the surface at high blowing ratios (Bergeles et al.,
1977). Close to the film hole, the heat transfer coefficient was higher where there was a
3-D nature of the jet; further, downstream the flow becomes mainly a 2-D structure. The

• ,; *]<¦¦> ;:.-\\ j '; U';U; \ "
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inclination angles for the film hole and the blowing ratios have an effect on the jet mixing
between main and cooling streams. By increasing the blowing ratio, the heat transfer
coefficient ratio increases. Furthermore, it approaches unity for low blowing ratios (Hay

et al. 1985). Makki and Jakubowski (1986) concluded that increasing the coolant to
mainstream ratio decreases the film cooling effectiveness. In 1991, Sinha et al. studied

the effect of the blowing and density ratios on film cooling effectiveness over a flat pate.
For the same density ratio, they reported the same conclusion as Goldstein et al. (1974).

Drost et al. (1997) studied the effect of operating conditions on the film cooling
effectiveness and heat transfer coefficient for flat plate and turbine airfoil by using the

transient liquid crystal technique; Mach numbers of 0.3 and 0.5, blowing ratios between
0.3 and 1.5, and a density ratio of 1.6. From their results, the maximum film cooling
effectiveness was obtained for double row holes on the suction side of the airfoil in

comparison with single hole. The high cooling momentum reduced the film cooling
effectiveness on the pressure side of the airfoil. On the other hand, due to the increased
shear between the injection and main flow, the heat transfer coefficient increased
between the holes.

Goldstein and Jin (2001) studied : the ;effect of film hole location on the heat
transfer coefficient distribution to determine the regions that have higher and lower heat

transfer coefficients. At low blowing ratio (Br < 0.8), the injection did not affect the

mainstream at the hole location or on the blowing ratio inside the stagnation region. The

mainstream jet collaboration created large eddies that led to shear stress, increases the
coefficient of heat transfer. In addition, they investigated that the tangential injection

22



extends the temperature field for a blowing ratio equal to 0.5, although higher blowing
ratios, the peak of film cooling effectiyenessdecreases.

Miao et al. (2006) numerically jrivestigated ,the blowing ratio and hole shape
effects on the adiabatic film cooling effectiveness and distribution of flow fields over a

flat plate with a density ratio of 1.14. The plate had two rows of injection holes in a
staggered arrangement. Three film holes with simple angle were used: cylindrical,
forward diffused, and laterally diffused, with diameters of 5.0 mm and an injection angle
of 35° in the stream-wise direction. It was revealed that the geometry of the hole played a

major role on the adiabatic film cooling effectiveness, especially in the vicinity of the
cooling holes. It was also proven that the highest cooling effectiveness exists with
laterally diffused and simple angle geometry for a blowing ratio of 1.5. The laterally
diffused simple angle provided superior cooling due to its capability to reduce the
momentum of the cooling flow at the hole exit; hence reducing the penetration into the
main stream. Taslim et al. (2005) also observed this phenomenon experimentally.

Knost and Thole (2005) studied adiabatic film cooling effectiveness by measuring

two end wall film-cooling hole patterns combined with cooling from a flush slot, which
was simulated as leakage flow between the turbine and combustor. By increasing the
momentum flux of the cooling jet, the cooling impacts the vane and swab (clean) down to

the end of all surfaces. Liu et al. (2004) studied local film cooling effectiveness and the

heat transfer coefficient with cooling injection by using single and double rows at

blowing ratios of 1.0, 2.0, and 3.0. The secondary flow and the coverage of cooling on
the end-wall have a major effect on film coolmgV The coverage of cooling on the end-
wall can be enhanced by increasing the blowing ratio. Knost and Thole (2005) concluded
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that the film cooling momentum flux ratio had a significant effect on the cooling

performance. Film cooling was enhanced by increasing the momentum flux ratio.

2.1.3 Density ratio

The effect of the density ratio (coolant to mainstream ratio) on the heat transfer
coefficient and film cooling effectiveness over the downstream surface film holes was

studied through previous research. The film cooling effectiveness decreases by increasing
the density ratio (Makki and Jakubowski, 1986). To achieve the required density ratio
experimentally, foreign gases are used as a coolant flow such as helium, nitrogen, CO2,
refrigerant or a mixture of two types of gases. Ammari et al. (1990) investigated the
effect of two different density ratios (1.0 and 1.52) for a 35° inclination angle and unity

blowing ratio. They reported that lower density ratios provided high heat transfer
coefficients where higher turbulence eddies were produced at the jet hole. However, for
various density ratios, the blowing ratio has a significant effect on the heat transfer
coefficient. Chen P. et al. (2001) preformed two separate tests with different injection
conditions to evaluate the heat transfer coefficient using the TLC technique. In addition,

they found that there was an error in evaluating the film cooling effectiveness, which can
be reduced by selecting an adequate pair of heated injection temperatures.

Sinha et al. (1991) studied the effect of 'ihe mainstream Reynolds number, the
blowing ratio, and boundary layer displacement thickness to hole diameter ratio on the
heat transfer coefficient using circular film holes with a 35° inclined angle along the
stream wise direction. They noticed that a small difference, approximately 10% of the
heat transfer coefficient, could be produced by changing the density ratio from 1.0 to 1.52
for a 1 .46 blowing ratio.
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Li et al. (2005) explored film-cooling enhancement using mist injection into the
cooling air while comparing the various: effects of different modeling setups. It was
established that an injection of 2% 'mist could: provide a 45% downstream cooling
enhancement through a 2-D slot simulation. The focus of this study was to simulate the
effects of turbulence models and numerical modeling schemes on the dispersed-phase.

They also noted that a higher concentration ofmist generates a better cooling effect. For
the 2-D slot, a 5% concentration of injected mist containing 10 µ?? droplets increased
cooling up to 65%. Li et al. (2006) extended their study by examining the effect ofmist
injection on film cooling performance using different film hole geometries. They used
round and fanshaped holes and found that there was a 30 to 50% cooling enhancement

due to 2% injection of the coolant flow rate. The fanshaped hole provided the highest
peak cooling enhancement, with an increase öi*'52% compared to 50% for the 3-D round
hole and 3 8% for the 2-D slot.

2.1.4 Turbulence intensity

The main and coolant flows turbulence intensity has a significant effect on film

cooling performance and the heat transfer coefficient over the target cooling surface. For
high mainstream turbulence intensity, the film cooling effectiveness over the downstream
surface will decay (Jumper et al., 1991). They investigated the effect of a mainstream
turbulence intensity of 14 and 17% for round film holes with a 30° inclination angle.
Bons et al. (1994) also studied the effect of high mainstream turbulence intensity. The

turbulence intensity ranged from 0.9 %;tp 1Í7%^ with- varying blowing ratios from 0.55 to
1 .85, for constant mainstream Reynolds number. From their results, at low blowing ratios
(Br = 0.75), by increasing the turbulence intensity, the maximum downstream film
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cooling effectiveness significantly decreased. The coolant jet structure did not totally
formulate due to high mainstream turbulence intensity. However, at high blowing ratios,
the jet momentum was higher than the main stream; hence, jet left-off was increased,
which reduced the reattachment of the jet flow to the target surface, further reducing the

film cooling effectiveness. At low mainstream turbulence intensities and low blowing
ratios (< 1.5), the span-wise adiabatic film cooling effectiveness was higher. However, at
high blowing ratios, the film cooling effectiveness downstream increased by increasing
the turbulence intensity (Drost et al., 1997). The same conclusions were noted by
Mayhew et al. (2003) and Saumweber (2003) through experimental investigation of the
free stream turbulence effect on the film cooling performance, using the infrared

technique.

Jenkins et al. (2004) presented the combined effect of high turbulence and film

cooling on the dispersion of a simulated hot streak passing over a nozzle guide vane.
They reported that the additional turbulence exiting in the wake region does not appear as
a result of increasing turbulence conditions. Because of the non-existence of any
turbulence inside the wake region, no significanti effect was noticed on decreasing the hot

streak. Film cooling reduces the peak temperature in the hot streak by 75%, compared to
the upstream peak temperature.

Ou and Rivir (2001) studied the effect of turbulence intensity (1% and 20%) and

blowing ratios (1.0, 1.5, 2 and 2.5) on film cooling effectiveness and the heat transfer
coefficient for a circular leading edge using the TLC technique. They used a circular film
hole with a 20° injection angle and a 7.86 hole pitch to diameter ratio. They reported that
the turbulence had a significant effect on the film cooling effectiveness and Frössling



number (NuWRe), for all blowing ratios. In/addition* Reynolds number had a significant
effect on film cooling for a unity-blowing,ratio with high turbulence intensity. In

stagnation regions, the film cooling effectiveness and heat transfer coefficient are
affected by blowing ratio, Reynolds number and turbulence intensity (Ou and Rivir
2001).

2.1.5 Surface roughness

Surface finishing has a significant effect on both the film cooling effectiveness,

and the heat transfer coefficient. In 1986, Goldstein et al. reported that at low blowing

ratios, the surface roughness decreases the film cooling effectiveness by 20 %; however,
it increases by 50 % at high blowing ratios. Sen and Bogard (1996) found that the surface
roughness had a significant effect on. filrn, cooling by studying different cases of hole
geometry: a round hole with 30° inclination angle, a 60° angle away from the main stream
in the lateral direction, and a 15° forward expansion with an orientation angle of 60°.
Barlow and Kim (1995) found that for a small level of roughness the film cooling
effectiveness was lower than for higher surface roughness. Additionally, the film cooling
effectiveness was corrupted farther downstream and enhanced the heat transfer
coefficient by 50 % for rougher surfaces (Schmidt et al., 1996).

In a real case, a gas turbine airfoil operates under several environments with high

temperature and stress, and the airfoil has clear-off roughness. There are many causes for
increasing airfoil surface roughness and they depend on the processes, which create the
rough surface. Airfoil surface roughness ckri tie 'created from fuel deposits, LE erosion
and deposits, hot corrosion and erosion, pitting, and mild and large spallation (Bons et al.
2001). They measured the roughness for the end-wall to be 28 µ??. They stated that the
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roughness level was 4 to 8 times greater than the levels for a production line airfoil,
which is less than 1 µ??. Moreover, the erosion grooves close to the film hole have a

significant effect on the film cooling effectiveness. Cardwell et al. (2006) investigated the
effect of a mid-passage gap and roughness on the end-wall film cooling using a large-
scale turbine vane. They noted that adiabatiç film, cooling effectiveness decreased by

increasing the surface roughness at high blpw^ngj ratios; although at low blowing ratios
there was no significant effect from surface roughness.

2.2 Conjugate heat transfer

Protecting gas turbine blades from overheating is required in order to circumvent
the creation of hot spots inside the airfoil. The main parameters which affect overheating
are internal and external heat transfer, metal temperature distributions, film cooling

methods with different film holes, coating the outside airfoil surface, and the rotational

effects. Through the last few decades, the study of conjugate heat transfer calculations for
gas turbine applications has started. Conduction heat transfer has a significant effect on
airfoil life, and by creating internal cooling passage^ 4he airfoil life will be increased.

Rhee et al. (2004) installed square ribs with different arrangements and attack
angles on an effusion plate in order to investigate the effect of ribs on impingement and
effusion cooling systems with cross flow. The ribs improve the heat transfer on the
effusion surface, and although it increases for a small pitch of the ribs, the pressure drop
increases by 15% of the total loss due to the installed ribs.

Analyzing conjugate heat transfer is required to couple fluid flow and the airfoil
body of a turbine system. Heidmann et al. (2003) investigated numerically the conjugate
heat transfer and showed that it produced a lower outer wall temperature compared to an



adiabatic wall temperature. This is due to héatílpSsés from the outer wall to the plenum.
They used two different vane materials throughout their study; high thermal conductivity
Inconel nickel alloy, and low thermal conductivity silicon nitride ceramic. High thermal
conductivity is predicted without upheaval of the vane surface temperature. They
reported that film cooling is considered a two-temperature problem, which causes heat
flux at the wall. The conjugate heat transfer cannot be considered one-dimensional
conduction heat transfer but it should be three-dimensional heat conduction where there

is conduction heat transfer along the vane as well as from the outer to inner wall. In

addition, high heat flux was discovered on the impingement side of the film cooling holes
(round shaped). Lu et al. (2005) investigated, experimentally and numerically, the effect
of downstream conjugate heat transfer on film cooling for round holes with 30°
inclination angles over a flat plate. The conjugate heat transfer creates a varying heat flux
distribution over the wall compared to adiabatic wall temperature. Additionally, they
studied the effect of mesh size and turbulence model (k-e model with wall function) on

the accuracy results, numerically, using CFD code STAR-CD 3.1. They noted that the
two-layer model, y+ = 1 , gives more accurate results compared to experimental data, but
consumes more computational time compared to other cases for y+ = 10, 30, and 100.

Film cooling performance for different film hole configurations (cylindrical,
diffuser, and fanshaped) over a flat plate, for both adiabatic wall temperature and
conjugate heat transfer; have been studied by Bohn'et al. (2005). From their results, the
conjugate heat transfer had a large variation on the heat flux distribution. Also, the fan-
shaped hole provided a film cooling effectiveness three times higher than the round hole
configuration. Kusterer et al. (2006) extended the work of Bohn et al. (2005) to improve
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the film cooling performance over a blade by investigating the regions for the highest
thermal loads. They included all internal flow passages and used the film hole shapes. As
a result, the leading edge and blade tip regions had high thermal loads, therefore the
redesign and relocation of the film hole shapes^ in these regions were proposed to protect
these areas. Mazur et al. (2006) used steady state CFD simulations to analyze conjugate

heat transfer for a nozzle vane. They carried out the thermal load analysis by

investigating the temperature distribution around the nozzle, and hence estimated the life
of the nozzle. As well, they investigated the step change in material properties due to the
flow and solid heat interference Wu and Miao (2006) numerically investigated the effect

of conjugate heat transfer of fanshaped film cooling over a concave plate. They used
three different conjugate materials under four different blowing ratios (0.5, 1.0, 1.5 and

2.0). They noted that the blowing ratio had a significant effect on the lateral film cooling
effectiveness.

2.3 Summary ; ' -

Many experimental and computational studies have been done to investigate the
cooling process of gas turbine airfoils with the objective of understanding this complex
flow and heat process, and to devise the best possible cooling schemes.

The above investigations can be summarized as follows:

1 . Hole geometries are important because they can affect the film cooling performance.
Laterally and forward expanded holes provide higher values of spanwise averaged
effectiveness and lower values of span-wise averaged heat transfer coefficients than

round holes. Moreover, the advanced film cooling holes reduce jet lift-off hence
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increasing the film-cooling performance and reducing the heat transfer coefficient over
the target surface and downstream of the film holes.

2. Compound angle injection leads to an increase in spanwise averaged effectiveness
compared to holes with a 0° compound angle. However, compound jet angles generally
produce high values of heat transfer coefficient due to an increase in the turbulence
over the surface.

3. Hole spacing affects the spanwise film cooling performance. Small hole spacing
provides better coverage of the wall, and thus higher effectiveness values than larger
space. A pitch to diameter ratio of 3 was commonly used in film cooling studies.

4. There is no significant effect of the number of film hole rows on the heat transfer
coefficient at low blowing ratios, however, at high blowing ratios, the heat transfer
coefficient increases with increasing number of film rows. A small pitch to film hole

diameter ratio for staggered arrangements provides a higher span-wise average
effectiveness than the inline film hole arrangement.

5. At low blowing ratios, the film cooling performance for the majority of film holes is
almost the same, but expanded exit holes yield higher performance compared to round
holes. For high blowing ratios, the coolant jet undergoes lift-off. Therefore, the
interaction between the two streams increases, hence causing a reduction in film

cooling effectiveness.

6. A decrease in density ratio causes ' an increase in the downstream heat transfer
coefficient on the film-cooled surface for inclined hole angles less than 90°, however

no significant effect on heat transfer coefficient for 90° inclined holes (normal
injection) was observed. Reducing the density ratio has the same effect as increasing

31



the momentum flux ratio. It reduces the lateral spreading of the jet, thus lowering the

spanwise averaged adiabatic film cooling effectiveness. Moreover, the density ratio
provides a high heat transfer coefficient while producing higher turbulence eddies at
thejethole.

7. The free-stream turbulence is very important parameter that affects significantly on

film cooling performance. At low blowing ratio, the film cooling effectiveness
increases with decreasing the turbulence intensity. While, at high blowing ratio, the

effect of turbulence intensity is insignificant on film cooling effectiveness. On the

other hand, for high turbulence intensity, the heat transfer coefficient reduced
according to blowing ratio for circular holes. For shaped holes, the blowing ratio
becomes more significant at high mainstream turbulence intensity.

8. Large mainstream length scale enhances the turbulence mixing and carets a strong
vortex, which increases with increasing blowing ratios, thereby the heat transfer
coefficient increases. \: ..·.· ..,, v;

9. The span-wise adiabatic film cooling effectiveness is increased at low main stream
turbulence and blowing ratios, however film cooling effectiveness increases at high
blowing ratios by increasing the main stream turbulence intensity.

10. There is a heat transfer enhancement benefit in roughening the internal surface of the

turbine blades. At low blowing ratios, the film cooling effectiveness decreases by 20%

due to surface roughness, but increases by 50% at high blowing ratios.
1 1 . Mist injection is another method that allows for cooling improvements. Cooling

improvements of 30-50 % can be obtained with an injection of 2 % coolant flow rate.
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3-D round and fan-shaped diffusion provide the best overall cooling with roughly 50 %
improvement, while 2-D slots allow for an improvement of about 30-40 %.

12. Double jet film cooling hole configurations and antivortex film holes enhance the
film cooling performance in downstream and lateral directions.

13. Arrowhead-shaped holes (AFH) improve film cooling effectiveness more than shaped
film hole on the pressure and suction sides of airfoil.

14. Ribs enhance heat transfer in internal cooling passages. It serves as a vortex generator

and thus promotes the turbulent mixing in the bulk flow, and accordingly, enhances the
heat transfer from all participating walls.

15. The conjugate heat transfer decreases the outer wall temperature due to heat losses
from the external wall to the coolant air through the blade body. Moreover, it has a

significant effect on varied heat flux over the external wall.
16. Using fanshaped holes provides film cooling effectiveness three times higher than

round shaped for the conjugate study.

1 7. Due to the heat losses from the external surface to the blade body, the leading edge and

blade tip regions have the highest thermal load and should be redesigned for those
shaped hole configurations and locations to protect against high thermal loading.
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Chapter 3

Chapter 3 Test Facility and Methodology

3.1 Experimental test facility

Figure 3.1 presents a schematic diagram of a new open loop turbomachinery film
cooling test rig established at Concordia University. The test rig is designed in order to
provide a subsonic inlet Mach number. The air supplied to the test rig is provided by a
compressed air tank at regulated pressure of 700 kPa. The tank has dimensions of 1.22 m
in diameter and a 2.88 m height. The test rig consists of mechanical and thermography

systems. The thermography system includes a Data Acquisitions System (DAQ), light
sources, camera and computing workstation. The mechanical system consists of main and
secondary flow loops. The entire test ;rig is.pipelines ( are made of stainless steel 410 of 5
cm, 7.62 cm, and 15.24 cm pipe diameters. The secondary air is heated while the main
stream was kept at the supply temperature. Each loop includes a pressure controller to
maintain a steady operating pressure at a preset value. A Rosemount Multi-Variable Mass
Flow Meter (3095MV) and rotameter (FL-1 502A) are used to measure the main flow,
and the secondary flow rates respectively. The flow rate in each loop is adjusted
manually through gate and needle control valves. The main flowmeter records the load
pressure and temperature to correct for density variations for measuring the flow rate. A
divergent-convergent nozzle is designed to settle down the main flow before entering the
test section. A honeycomb is installed at the exit of the convergent nozzle to create a
more uniform velocity distribution for the· rnairi; flow entering the test section. The
divergent-convergent nozzles and the main duct are made from cast acrylic sheets, 1.27
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cm thick, with 91% light transmittance. The main duct cross section has dimensions of 1 1
cm ? 5 cm and total length of 150 cm. The plenum is made from cast acrylic, and is
insulated to reduce heat losses to the surroundings. An electrical variable power air heater

with a maximum capacity of 1200 Watts is installed upstream of the plenum to heat the
secondary flow. A fast acting two-way solenoid valve routes the flow through a bypass
until steady state conditions are achieved, then the secondary flow is allowed to pass the
test section through the plenum. The following; section will describe more information
and specifications for the test rig components.

Pressure controller

The mainstream line is connected with a 1098-EGR-6351, 3" pressure regulator

including 6351 pilot type (FISHER) with high sensitivity feedback, as shown in Fig. 3.2.
It has the capability of controlling the downstream main pressure with an outlet pressure
range of 0.35 to 2.4 bar. This range of pressure can be changed by replacing the adjusting
spring. While the R18-C05RG-LA (NORGREN) pressure regulator is connected before
the air heater in order to control the secondary flow pressure with a range of 0.35 to 8.6

bar. The main objective of using individual pressure controllers in each line is to obtain
more flexibility to control the pressure at èàchlhë. ü
Air flow measurement:

A multi-variable mass flow meter (Rosemount 3095) is used to measure the

mainstream flow rate through a 15.24 cm (6") plate orifice diameter. On the other hand,
the airflow rotameter is installed in the secondary loop to measure the secondary flow

rate. The backpressure of the rotameter is at atmosphere pressure. Therefore, the standard
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Figure 3.2. Main stream pressure controller.
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cubic feet per minute (SCFM) is the same as actual cubic feet per minute (ACFM). The
flow rate is adjusted by using the downstream manual control valves (gate and needle).
The effect of changing air density due to air temperature is considered by measuring the
downstream air temperature by using a RTD probe for the main flow and a T-type
thermocouple for the secondary flow. MV Assistant Engineering Software and AMS
were provided by Rosemount. The software is used to calculate the flow rate after
receiving the signals for absolute pressure, air temperature, and pressure difference cross
the orifice plate. The specifications of the orifice plate, such as orifice dimensions, beta
factor (ratio of the orifice bore and pipe line diameter), and orifice material are set in the
flow meter's processor using EA software. The Rosemount 3095 multi-variable mass
flow meter provides two output signals; a digitai indicator and analog for 4-20 mA. The
minimum time response for the air flow meter is 2 seconds and it has an accuracy of
0.5% from span. The flow meter has the ability to work up to 250 in H2O pressure
difference around the orifice plate. The orifice plate is selected according to the required
maximum flow rate with a larger orifice plate diameter for higher flow rates.

Plenum

The plenum is a connecting part between the air heater and the film holes. The
plenum has a rectangular cross section of 7.5 cm ? 20 cm with a 20 cm height. It is made
from cast acrylic (Plexiglas) with a 1.27 cm thickness. A honeycomb is inserted inside
the plenum to prevent a swirling flow pattern inside the plenum and to break down large
turbulent structures. An electrical rope heater is put inside the plenum to warm it up

during the heating process of the secondary flow. In the meantime, the secondary flow is
routed through a fast acting 2-way bypass solenoid valve until steady state conditions are
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achieved. In addition, the plenum is insulated in order to reduce the heat loss to the

surroundings.

Divergent-convergent nozzles and main duct

The main flow is supplied through a 316L stainless steel schedule 1OS pipe line
with a 15.24 cm (6") inner diameter. Afterwards, the main flow is passed through the

adaptor which changes the pipe line shape from a round (15.24 cm diameter) to a square
cross section (15.24 cm ? 15.24 cm) before entering the divergent-convergent nozzles,

i

followed by the main duct, as shown in Fig.3.3. The divergent-convergent and main ducts
are made of a cast acrylic material with 1.27 cm thickness. The main function of the
divergent-convergent nozzle is to settle down the main flow, and to make it uniform
before entering the test section. A CFD model is created to simulate the divergent-
convergent nozzle for designed cross section and length dimensions. Different
dimensions are investigated numerically before the manufacturing process to investigate
and achieve the optimal design dimensions, which would give a more uniform velocity

profile at the exit area of the divergent duct. The optimal output dimensions for a
divergent nozzle, based on numerical sirnulatipn,1 were 15.24 by 15.24 cm, and 50.8 cm
by 27.5 cm for the inlet and exit cross sections, respectively. In order to allow a smooth
transition from the inlet to the outlet cross sections, the divergent section has a length of

70 cm. In addition, the cross sectional dimensions for the convergent section changed
from 50.8 by 27.5 cm to 5 cm (height) 1 1 cm (width), with a length of 70 cm. The profile
for a divergent-convergent duct should be at least a 4th order polynomial curve to
construct smooth transition for the width and the height. However, it is very difficult and

more expensive to be manufactured using a cast acrylic material. On the other hand,
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many tests are made using different small boxes in order to figure out the number of ribs
and screws needed to hold the high pressure inside the divergent-convergent nozzle and

main duct. Warping the divergent-convergent nozzle and main duct with ribs as well as
screwing and gluing the sidewalls, increases the pressure, which has a maximum
allowable value of 12 kPa inside the system. Figure 3.3 shows the connected adaptor with

the divergent-convergent nozzle and the ribs, which are roped around the cross section at
different locations toward downstream direction. The divergent convergent nozzle is

connected with a main duct, which has a cross section of 1 1 cm by 5 cm, and a 150 cm

total length. The total length for the main duct is divided into two parts with length of 70
cm for the diverging portion and 80 cm for converging portion. Different turbulent grids
can be fixed between the two parts in order to generate different turbulence intensities for
the mainstream flow.

Afterwards, the main flow enters the test section, which has inlet dimensions of
11 cm in depth by 5 cm in height, which is similar to the dimensions of the main duct.
The maximum velocity permitted inside the main duct is 56 m/s and it is calculated by
measuring the main flow rate using a 3095 MV air flow meter and the cross section area.
Turbulence intensity is an important parameter that affects the heat transfer coefficient
and film cooling effectiveness. To generate different turbulence levels for the main flow,
a turbulent grid can be fixed inside the duct at a distance of 70 cm from the test section or
airfoil leading edge. Two different turbulence: grids' can be made from steel in order to
generate two different values of turbulence intensity for the same flow rate as shown in
Fig. 3.4. The coarse grid has dimensions of 0.8 cm in width and 3 cm in pitch to generate
high turbulence intensity. In order to generate low turbulence intensity, fine grids can be
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used with dimensions of 0.3 cm in width and 1.2 cm in pitch. According to Jungho's

design (2004), the turbulence intensity values from the coarse and fine grids will be
approximately 8% and 4%, respectively. These two different turbulence grids are not
used though the current study, but they are designed as constructed for future turbulence
study using the test rig. Through this study, there is no turbulence grids was used and a
median turbulence intensity is estimated to be 3.8 %.

Roach (1987) investigated turbulence intensity and found that it decays after turbulence
grid by the following relation;

Z. =1.13
f v5/7X] , (3.1)
A)

where ? is the downstream distance from the grid, and d is the width of the bar (0.8 and

0.3 cm).

IU

3.2 Instrumentation and measurements!techniques

Air flow meters, pressure transducers and thermocouples are selected, and installed at
specific locations along the test rig to measure the flow rate, pressure, and temperature of
the main and secondary streams, respectively. Type-T thermocouples with a fine

precision are used to measure the temperature in the plenum and Type-? (pipe probe 1/4
NPT) are used to measure the main stream flow temperature. In addition, a type-E
thermocouple is used to measure the secondary flow temperature after the air heater. Two
2088G Rosemount pressure transducers (0-5.2 bar) are installed in the main duct and the
plenum to measure the pressure of the main and the secondary flows, respectively. A
Rosemount multi-variable mass flow transmitter (3095MV) is used to measure the main

flow rate. A digital display and analog of 4-20 mA are the two output signals from the
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pressure transducers and the multi-variable mass flow transmitter. Additionally, PGH-
45L- 100 Omega pressure gauges are also placed in each loop in order to monitor the
pressure. The output signals from the instruments are connected to an M series National
Instruments (NI) data acquisition system (DAQ), and then monitored by using labview
software. An in-house labview code is developed in this study in order to monitor and

save a variety of signals from pressure, flow and temperature instruments under steady
state and transient conditions. The solenoid valves are also controlled through labview

software.

Figure 3.5 presents a schematic diagram showing all connections and output
signals from the instruments to the data acquisition system. The DAQ system consists of
a SCXI-1000 signal-conditioning unit, with appropriate modules, NI PCI-6281 18-bit
(analog input resolution), M series DAQ with an output rate of 2.8 MS/s and a SCXI-
1160 16-channel SPDT relay model. The instrument output analog signals are mA, and
mV, as well as connect and disconnect signals. These signals are transferred to a DAQ
card (PCI 6281) through a signal conditioner. Figure 3.6 illustrates the block diagram of
the developed labview software. It is built up through this study for the transient
measurements of film cooling applications.

3.3 Image acquisition system

A digital 3CCD IK-TF7C Toshiba camera. is usedto capture the TLC images over the
downstream surface area of the film holes at; a rate; of 10 fps. The acquired simultaneous

images are transferred to the computing workstation through a NI PCIE-1 340 dual frame
grabber, which can work up to two base Camera Link configurations using the Labview
program. The image quality depends on the adjustment of the lens, light distribution, and
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intensity. The light intensity is adjusted with a variable light source. A color calibration
target is used as an objective to adjust the resolution. The captured, Red-Green-Blue
(RGB) images are saved in Tagged Image File Format (TIFF) with a size of 1024 X 768
pixels. An in-house image processing code is created using MATLAB software through
this study. The RGB images are converted to hue values, then to temperature values,
using TLC calibration curves. The calibration curve has a polynomial relationship
between the temperature and hue values. The calibration curve is determined by reading
thermocouples corresponding to the hue value for each region of interest (ROI).

Flat surface stick thermocouples (SAlXL-T) from Omega, are fixed over the

target surface for the TLC calibration process. A Dolan-Jenner PL-800 fiber illuminator
model is used to generate light originating with constant light temperature. Internal flitter
is holed to absorb the heat generation. The light is directed over the target surface through
a dual optic cable which is 1.9 m long. The TLC is protected from the heat generated
from light by using light which has an EKE Quartz Halogen lamp with 250 W and a
constant voltage of ± 1.0%. The light beam is generated through a fiber optic illuminator
box then the beam passes through a single fiber optic cable, which is later separated, into
a duel cable. The light beam from the two duel cables passes across the upper Plexiglas
surface and then each branch is focused on the target surface. The two cables and light

intensity are adjusted simultaneously over the target area in order to obtain uniform light
distribution. Moreover, the beam of light has á specific inclination angle, around 20° -
30°, with the 3 CCD camera.1 À 1/3" C-Mount (TF8DA-8B) lens is mounted on the 3
CCD color camera and the zoom is adjusted through a focus ring, which has a scale of
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1:2.2 /8 mm.

Figure 3.7 shows a schematic of the image acquisition system. The 3 CCD
camera is mounted on a 475 Pro Tripod and it is adjusted to be perpendicular to the

target surface.

The camera location is adjusted to cover 15.875 cm by 11.43 cm of the target

area with good resolution. A color calibration target is used as a reference to adjust
the resolution. The image quality depends on the adjustment of the lens, the light
distribution and intensity. The light intensity is adjusted through an illuminator
switch, which has a percentage scale from 0 to 100. The acquisition images are
transferred to a PC workstation through a NI PCIE-1 340 dual frame grabber, which

can work up to two base Camera Link configurations using the labview program. The
images are captured simultaneously by recoding the measurement signals and saving
them on a PC hard drive.

3.4 Thermochromic liquid crystal (TLC)

This section describes the Thermochromic Liquid Crystal (TLC) technique to

measure the film cooling surface temperature based on color changes. The image

system is developed to provide high performance for the film cooling measurements.
Using the TLC technique for film cooling applications can produce a large thermal
mapping over the target surface with high resolution and accuracy especially for the
transient experiment. TLC has fast response is a popular technique for measuring
temperature in thermal gas turbine application studies. From temperature
measurements, film cooling effectiveness and the heat transfer coefficient can be
calculated under various flow and temperature conditions. In addition, the TLC is

repeatable because the color change is reversible. Therefore, the same TLC can be



used for different measurements under different operating conditions, such as varying

blowing ratios, turbulence intensity and'density ratio.

3.4.1 Liquid crystal fundamentals

The Thermochromic Liquid Crystal is employed as a temperature sensor over

the airfoil surface. Liquid crystals are highly anisotropic fluids with a crystal like
molecular orientation. When the liquid crystal is subjected to different temperatures, it
reflects different colors, and is therefore referred to as thermochromic. It has a helical

molecular structure and by changing the temperature, it rotates, expands or shrinks.
Due to that change in structure, the liquid crystals reflect the incident white light and
expose different colors related to different temperatures. It is provided in bands from
0.50C to 2O0C and it has a working; temperature' ran'g'e from -3O0C to 12O0C. The TLC
bands can be classified into narrow and wide bands. The narrow bands have

bandwidth less than 50C, while wide bands have bandwidth greater than 5 0C.
Selection of TLC bands and ranges are dependent on the applications and required

accuracy. Figure 3.8 presents the reflected wavelength temperature response for TLC
material. The Smectic, cholesteric (Chiral nematic), and isotropic are three different

regions of TLC color. Smectic are characterised by long axes of the molecules and a
layering of the molecular centers of gravity in two dimensions. In the Chiral nematics,
the martial are optically active and have a natural twisted structure. Liquid crystals
exist between the boundaries of the solid phase and the conventional, isotropic liquid

¦¦¦¦,? ?...::·. :.. ?.

phase and are highly anisotropic fluids. Smectic region occurs at low temperatures,
which is less than the red starting temperature, while the isotropic (colorless) region

occurs at temperatures greater than the starting blue temperature. The region between
red and blue colors is called cholesteric and the width of this region corresponds to

the TLCs band.
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Figure 3.8. Reflected wavelength temperature response of TLC.



When TLC works above melting p;oint,;; the; solid crystal starts to melt. On the
other hand, when it works below clearing point, it loses the optical properties
associated with solid phase. At low temperatures, the red color is displayed in the
color-play interval, then yellow, green, and blue color at higher temperatures. At high
temperatures, greater than the blue range, the TLC becomes colorless (isotropic). This
is similar to the clear temperature at room condition. The changing color from red to

blue depends on the band; larger bands provide more accuracy. In addition, the TLCs
response time depends on the material viscosity. The most significant factor when
using TLC is preparing a uniform coating, which will produce quiver colors. By
increasing the TLC layer thickness, non-negligible temperature gradients will start to
be produced. An airbrush is used to apply a .uniform coating for encapsulated TLC
material. The color vibrancy of the TLC response is improved by coating a black

paint over the surface using an airbrush before coating the TLC material. Moreover,
by using a black surface, the color sharpness is improved, whereas for other
backgrounds, the reflected colors will pass through the crystal coating, producing an
undesirable contrast. The maximum operating temperature for TLC is limited to 120

0C and cannot be used at higher temperature as an Infra Red (IR) technique.
TLC material is sensitive to mechanical stress. It is affected when it is used as

a pure material under laboratory conditions. The encapsulated liquid crystal material
(SPNR24C16W), supplied by LCR Hallcrest, was used as a first try throughout the
present study. In fact, the encapsulated material is commonly used for heat transfer

applications, especially for external flow when the working fluid passes over the TLC
material. The encapsulated chiral-nematic crystal is derived from Greek words,
meaning to exhibit the twisted structure of the phase (Lieu, 2000). It is easily washed
off from the target surface using acetone or water. Data acquisition and interpretation
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methods are necessary to obtain quantitative information and there are three broad
classes for interpretation methods; human observers, intensity-based image processing

systems, and true-color processing systems. The TLCs color quality is dependent on
the type of TLC used; coating or sheets, , ,. , :

3.4.2 TLC coating

The quality of the TLC coating has a prominent effect on the TLC image
results. There are a few steps for coating the surface with the TLC. The first step is to
clean the target surface to remove all the dirt, grease, fingerprints, etc. Common

organic solvents such as acetone or petroleum ether can be used for cleaning the target
surface before coating. After that, the target surface is coated by using black paint,
such as BB-Gl or BB-Ml. In order to get a uniform layer of paint on the surface, an

air brush was used with compressed air at 20-30 psi. The black paint on the surface
needs 20-45 minutes to dry before painting the TLC. The time can be reduced by

blowing warm air over the surface.. Finally, the TLC material is sprayed using an
airbrush with compressed air at 20-30 psig. The airbrush should be perpendicular to
the surface and it should be far away from the target surface, at a distance of 15-20

cm. After coating the TLC, the surface takes 30-45 min to dry and blowing warm air
over the surface can reduce drying time. The thickness of the TLC layer is very

important for TLC quality. For example, 250 grams are sufficient for a coating of 2.5
m2 (0.01 gram/cm2). This ratio is proposed by LCR and it has produced good
resolution for TLC images. With time, the TLC material properties will deteriorate
due to the light and the temperature effects. Therefore, the TLC should be removed
and recoated again for future tests. To clean the TLC, soapy water or acetone can be
used. The current type of TLC should be stored inside a refrigerator at 5-1O0C without
freezing.
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3.4.3 TLC sheet

The thickness of the TLC coating has an effect on the TLC quality, and hence

on the temperature measurement. Many attempts to properly spray the TLC should be
carried out until the appropriate quality and experience are achieved. After using the

TLC coating for a few tests, a new unencapsulated TLC sheet was proposed by LCR.
The TLC sheet has a fine resolution and uniform coating and produces a clear RGB

color with minimal uncertainty in the TLC. The TLC sheet consists of a 125 µ?? clear

polyester layer, which is printed black· color on one side and coated with micro-
unencapsulated TLC. On the other side of the sheet, an adhesive backing (pressure-
sensitive adhesive) is used to adhere to desired surface. The R25C5W TLC sheet is

used throughout this study. The TLC sheets retain color play characteristics for many
months under normal handling conditions. If TLC sheets are stored correctly, a

lifetime of one year can be expected.

3.4.4 Preparing the TLC sheet over the surface

The surface is cleaned thoroughly to remove all dirt, grease, etc. using

petroleum ether or any similar organic solvent and the surface is left to dry. After that,
the TLC sheet is cut to the same sized area as the downstream target surface. The

protective backing from the; adhesive ^nV'tíie1back of TLC sheet is removed and the
sheet is placed lightly in position on the 'surface.' The sheet is pressed down firmly
with fingers using a smooth paper in the center of the sheet, and is smoothed outwards
in each direction to ensure that no air bubbles are trapped between the sheet and the

surface. A soft cloth can be used to clean the TLC sheet if needed.

3.4.5 Advantages of using a TLC sheet in the current study

1 . TLC sheets are the most stable form and are readily available.
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2. TLC sheets are constructed from clear polyester. Therefore, the color change

properties of the TLC coating are viewed through the clear over laminate.
3. TLC sheets have a fine resolution and uniform coating, and produce a clear RGB

color with minimal uncertainty of the TLC.
.· ?- -?

4. The sheet has a pressure-sensitive adhesive back to stick easily to surfaces.
5. TLC sheets retain color play characteristics for many months under normal

handling conditions.

3.5 Image processing and calibration

RGB images for film-cooling surface are captured using a 3CCD (IK-TF7C)
analog Toshiba camera with a progressive scan which has an image size of 1024 X
768 pixels. The images are transferred through a single-channel board that includes a
RGB cable with separated lines to a NI PCIE- 1340 dual frame grabber. The images
are saved in a Tagged Image File Format (TIFF) on the hard drive of a PC
workstation. The hue angle method is used to quantify the observed color to the material

temperature. The hue is described in Eq.3.2 by Hay and Hollingsworth (1996) and was
used as well by Baughn et al (1999).

Hue(H) = — arctan
2p

Where RGB are digital values of color signals and the Hue (H) takes a value from 0 to
1 or from 0 to 360 degrees. The color analysis for HSV (hue-saturation-value) is used
in image processing and it has a range from 0 to 255 (8-bit scale). TLC colors are
dependent on background light spectral characteristics, the distance between the light
source and the target area, as well as the. camera view angle. The type of TLC
formulation and the resolving capability of the optical system limit the highest spatial
resolution.
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Figure 3.9 presents the color consequence to convert RGB image to HSV, and
then to hue value. The RGB are three colored beams, which must be superimposed in

order to form a color (Fig.3.9a). The HSV color is described as a cylinder and each

point has a color. Every axis of the cylinder has a color range, which corresponds to
the range of H, S, and V values, as shown in Fig. 3.9b. First, the hue (H) is related to
the angle around the axis (T direction), and the saturation (S) corresponds to the
distance between the point and the cylinder center in radial direction (r). Finally, the

value (V) is presented by the distance along the cylinder axis (z direction). Fig. 3.9c
presents the range of hue values (O0- 360°) which correspond to a different range of
color such as red, blue, green, yellow, etc.

The TLC calibration is a very important step for any test in order to quantify

the captured color change (from red to blue) to surface temperature. Figure 3.10
presents the construction of the calibration setup used in this study. An aluminum flat
plate, having a 2 mm thickness, is used for the TLC calibration, well as for measuring
the heat transfer coefficient without film cooling. Two identical flat electrical heaters

(KH 608/2.5-P) are installed underneath the plate. The two heaters are connected to a
variable direct current (DC) power supply, which is used to control the input power to
the heaters. The TLC sheet is installed on the top of the plate. The bottom surface of the

plate is insulated with a 1.27 cm thick polystyrène layer in order to reduce the heat
transfer from the heaters to the surrounding. Four flat sticky thermocouples (SAlXL-T)

are installed on the flat plate near the TLC sheet from both sides in order to record the
surface temperatures during the calibration process. This method preserves the image
measurement conditions, such as camera focus and lighting for the actual tests.

The CCD color camera is focused on the measurement area. After adjusting the

position for the camera and the light, the power supply is turned on. During the TLC
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calibration, steady state conditions for the temperature and TLC color should be
achieved. The calibration starts from high temperature and ends with low temperature,

which is called the "down calibration method". Temperature and color stability can be

achieved more easily by using the down calibration method. In this case, the plate is
heated until the TLC color becomes blue at steady state conditions. By reducing the

DC electric power supply to the heater, the TLC color changes to green, followed by
red. For each calibration point, the image and corresponding temperature values (from
the thermocouples) are captured and recorded on the PC's hard drive using the
labview program. The first image in the calibration process is blue (around 3O0C
according to the selected TLC band). The DC power supply is decreased gradually in
small steps using fine toning switches. At each step, steady state conditions should be
achieved before capturing the image and recoding the thermocouple temperatures.
The image and thermocouple temperatures are recorded for every 0.1 or 0.20C
decrease in thermocouple temperature. The last image for calibration is recorded

when the target surface has a red color' and the thermocouple temperature reaches to
the temperature which corresponds to a red color, which is 250C for the current band
of TLC, although it changes from case to case depending on the selected TLC band.

Image processing for the TLC calibration is done to convert the image's color
from RGB to hue, and then to temperature. Throughout the current calibration

methodology, the target surface area is divided into regions of interest (ROIs) and
each region had a size of 5 ? 5 pixels (0.81 ? 0.81 mm2), as shown in Fig. 3.1 1. The
hue value for each ROI is calculated as an average with a mean filter. The hue value

for each ROI corresponds to the mean temperature of the thermocouples' reading at
the same time as the recording of temperatures and capturing images. By using the
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hue values and corresponding temperatures, which yield the curve fit for hue,

temperatures can be obtained, whereby each region has a unique calibration curve.
Figure 3.12 illustrates a sample of raw calibration images over the target

surface. The first image has blue color, which corresponds to an average temperature

of 29.93 0C. By reducing the DC power supply, the TLC color changes to green, then
to red, as shown in Fig. 3.12, where each color corresponds to a temperature value. A

polynomial fit is used to correlate the temperature and hue values. Calibration is
achieved by correlating the thermocouple reading and the corresponding hue values at

steady state measurement. A 3rd order polynomial is fit to the calibration data and is
appropriate for most ROIs, while a 5th order polynomial fit for other regions of
interest. Therefore, combinations of 3 rd and 5th order polynomial fits are used over the
target surface. A sample calibration curve for a single ROI is presented in Fig. 3.13.
The 3rd order curve fitting appropriately represented this ROI. As a result, by dividing
the target area into ROIs, good quality data points are provided covering the entire
color range, thus reducing the error obtained from other calibration methods.

3.6 Similarity analysis for the film cooling model in a gas turbine
The working conditions under which a gas turbine operates makes it difficult

to measure film cooling with good accuracy. Therefore, film-cooling models are

widely used. The analysis of the film cooling geometry is similar to that of the gas
turbine, except for the scale of the model arrangement. The ratio of physical
parameters such as velocity, pressure, and temperature are the same in order to
achieve a similar boundary layer.

Figure 3.14 shows a sketch of the film cooling modeling. The parameters that
describe gas turbine film cooling are; gas flow velocity (Um), mainstream temperature
(Tm), cooling flow injection velocity (Vj), and temperature (Tj) through a
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characteristic length of d. The total heat flux per unit area is qw, and the wall surface

temperature is Tw. The flow properties such as specific heat (Cp), density (p),
viscosity (µ), and thermal conductivity (k) are functions of temperature. The pressure
variation in the film-cooling model is neglected at low flow velocity. Therefore, the

flow density is proportional to 1/T. In the film cooling analysis, the properties of the
main stream are used as reference values. ,

For the adiabatic film-cooling model, the dimensionless parameters can be describes
as follows:

For the temperature:

? a {?»>-?^T = pj/pm, and ? = ,
V-* m ^w)

For the velocity:

Vx* =u/Um,Vy* =v/Um,andVz* =w/Um,
And for the pressure:

P* = P / (PmU2m).
The temperature, velocity and pressure can be presented as a relation as

follows: ? : i.- i,- \ '.. ; '

u ? w T
'TT 'TT 'TrT '

a
V U^uJuJtJ Pmum2) = /±^,Re,,Pr,*r,^ . (3.3)\d d d pm\

where, Re = ElA , Pr = SlH , and Br = -^f · (34)µ k pmVm

In order to present the downstream adiabatic wall temperature in
dimensionless form, film cooling effectiveness is selected.

*--Tt^-A^RM±\ <3·5)
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Figure 3.10. TLC calibration setup.
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Figure 3.11. Regions of interest (ROIs) for target surface.
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Figure 3.12. Sample raw of TLC images for calibration process.
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Figure 3.13. TLC calibration curve for a single ROI.
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In addition, Nusselt and Frossling numbers are used to present the

dimensionless form of the heat transfer coefficient over the film-cooling surface as

follows;

St=-^— = M^,Red,BrA, (3.6)PmCpUm J\d d-d9m\

F^iT=Ái-i^Br--\ (3J)y/Re [d d pj

The net heat flux reduction is used as a dimensionless combination of the heat

transfer coefficient ratio and film cooling effectiveness over the downstream surface

as follows:

MFR = I-^ = ??,??<,?G,-£-,?,?\. (3.8)q0 [d d pm ]

3.7 Heat transfer data reduction

The TLC technique is used to measure the wall temperature as a function of the
color and hence, by using the data reduction method, the local heat transfer coefficient
(h) and film cooling effectiveness (?) can be determined. The local heat transfer
coefficient is determined by assuming one dimensional transient heat conduction over
a semi-infinite solid as shown in Fig.3.15. The main flow has a uniform velocity and

temperature of Um and Tm> respectively, and the secondary flow has jet temperature of
Tj and velocity of Vj. The flat plate test section is made of a cast acrylic material with
a thickness of 3.2 cm to ensure the validity of the one-dimensional semi-infinite

assumption.

A brief summary of the data reduction method is follows:

The one dimension unsteady heat conduction equation without heat generation
can be written as follows:

; ..·?;';? W: >.:<! .
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pe, (3.9)dT_=d_\KdL
dt ôyy dy

In order to solve this equation, one initial and two boundary conditions are needed;

1- @ t = 0, T = T¡, Initial condition
????

2- @ y = 0, h(Tf-Tw) = -K—, Boundary condition y (3.10)

3. @ y = oo, T = T¡. Boundary condition
According to these initial and boundary conditions, Chen et al. (2001) gave the
solution for equation (3.9) as follows:

T -T.
-m- !- = l-exp
T -T k2 erfc

'WsP
k

(3.11)

where, erfc(y) = l-erf{y) = l —=· fexp(-x2)c/x, and ä is the thermal diffusivity

of the cast acrylic = k/pCp. Thermal conductivity of the cast acrylic is k, and t is the
time taken for the images after the test is initiated. In order to keep the semi-infinite

solid assumption; the target plate is made from a cast acrylic (Plexiglas) material
which had low thermal conductivity (k=0. 18737 W/m.K) and low thermal diffusivity

(ä=1.075215xl0"7 m2/s), as well as, low the lateral heat conduction. Moreover, the
plate thickness was large to insure that Fourier number was small. The duration time
for the experiment did not exceed 40 seconds, which is less than t. As a result, the
semi-infinite assumption is valid through the present study since the transient test
duration is 30 sec.

Fourier number = ^_L
s1

(3.12)

where, s is half of the plate thickness and t is the time required to transfer the
temperature from one side of the plate to the other by conduction.
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The initial temperature (T¡) over the target surface and the mainstream

temperature (Tm) are measured by using T-type thermocouples, and wall temperatures
are measured using the TLC technique. The film temperature (Tf) can be calculated as
a function of injection temperature (Tj), mainstream temperature (Tm) and film
cooling effectiveness (?) as follows:

or, 7>=77-;+?;0-7)· (3.13)? [Tj-Tn)
By substituting Tf into Eq. 3.11 from Eq. 3.13., Eq. 3.11 will be a function of

two variables; h and ?. In order to calculate the two variables, film cooling
effectiveness and the heat transfer coefficient (?, h), there are different methods which

can be used. The first method is a single event procedure, which was described by

Lieu (2000). This method allows for the simultaneous determination of the local heat
transfer and film cooling effectiveness during one transient test with multi event

sampling. If we assumed that the initial temperature is equal to the mainstream
temperature (T¡ = Tm). By applying this methpd at two different time events (ti and t2),
Eq. (3.1 1) can be written as follows:

T-T

?[Tj-T1) = V- exprh2at^
V k2 jerfc

hJcct^

T -T

WFÏ) p
( h2 (Xt2 '

k2 \erfc

k

h^Jc7t22

(3.14)

(3.15)

There are two unknowns in Eqs. 3.14 and 3.15. The numerical solution for these two

equations is dependent on the measurement error and the method of running the
experiment, as well as the selection of the TLC band according to the working fluid
temperature. There are many constraints to be considered in order to use this method,
such as no variations in injection temperature during the test period and a proper

selection of TLC range to produce a good and entirely available surface temperature
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(Tw) history over the target surface during one transient test. Therefore, all the
previous reasons should be considered in order to have a numerical solution for the
film cooling effectiveness and heat transfer coefficient, and to minimize the
experimental error. The second method is called the steady state test. This method is
performed by running two different steady state tests with different flow temperatures,
but fixing the other flow conditions for main and secondary streams. Therefore, there
are two sets of experimental results to calculate the two unknowns in Eqs. 3.14 and
3.15. This method is not valid for the current test rig due to the limitation of attaining

steady state conditions for the main flow ¡ t ; 1 1 *

Any variation for main and secondary flow temperatures during the
experiment should be minimized for the single transient test to minimize the
experimental error and calculate the two unknowns (?, h) in Eq. (3.14) or Eq. (3.15).
However, experimentally it is difficult to avoid the heat loss in the pipeline or plenum
during the test. As a result, the plenum temperature changes during the experimental
test, where the secondary flow temperature is higher than room temperature.
Therefore, Duhamel's superposition theorem or nonlinear least square regression
analysis technique should be used to calculate the two unknown in the case with
variation in secondary flow temperatures during running of the test.
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Figure 3.14. Sketch of film cooling modeling.

Main stream
t m> ^m

Film temperature (Tf) h\ Tr - T^ (0, t)\ = -K— \y=Q

Semi-infinite solid

Injection flow Tj , Vj

Figure 3.15. Flow and film cooling injection over flat plate.
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3.7.1 Duhamel's superposition method

Experimentally, the injection temperature (Tj) is dependent on the time, Tj =
Tj(t). Thermocouples are installed inside the plenum, close to the entrance of the film
hole to record the variation of secondary flow temperature with time (t). Figure 3.16

presents the discretized response for the secondary temperature. Chen et al. (2001)
modified equations (3.14) and (3.15) in order to take in the consideration the variation
of the jet temperature by using the superposition principle (Duhamel's theorem). The
gradual change of the mean bulk temperature is obtained using a series of time steps.
The final solution is calculated as follows:

\-exprh2ä(t-Zj)^ f , ?=

erfc h^a(t-Xj)
k * (ATj). (3.16)

In order to obtain the two unknowns, h and ?, equation (3.7) should be applied

at two different pairs of times as follows;

T -T-

T -T1 W(H) M i

fh2ä(t,-Tn)) .1-exp -\—— erfcV k ) \
hja{tx-Tn) W,)„

N2

1 - exp^2a(?2-t„)?erfc(hyja(t2-Tn)
(3.17)

'(^Tj)12

where, N is the number of time steps, which is the number of the frames, and ATj is
:; -, ,. >¦:;:! Ov1U. .!i.e. s . unu. ¦ ,

the incremental change of jet flow temperature with time. Equation (3.17) can be
solved iteratively to determine the local heat transfer coefficient. By calculating the
heat transfer coefficient from Eq. (3.17), the film cooling effectiveness can be
obtained from one of the following equations at any time; either at ti or at X1, as
presented in Eqs. 3.18 or 3.19, respectively:

?
V-* w(/l) ·'/-'

N\

S
U=I

1-exp'A2SXi,-^erfc\ h^a{t\-Tn)
(3.18)

* (ATj)n
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?
(T -T)

1-exp^2«(?2-t„)?
k2 \erfc

¦¦¦J::

hJa(t2-T„)
(3.19)

'* Wj)12

3.7.2 Regression analysis method

Hoffs (1996) and Lu (2007) used the regression analysis technique to reduce

the experimental error for the film cooling application. There were many important
parameters that should be considered in data analysis, such as time step, and
increment of changing the secondary flow temperature during the experimental test.
The regression method is the preferred method for high response of the secondary
flow temperature; however, the Duhamel's superposition method is used for slow
response of changing secondary flow temperature during the experimental test.

Many parameters are measured using the transient experimental method to
determine the heat transfer coefficient (h) and film cooling effectiveness (?), such as

the wall surface temperature using TLG technique, secondary flow temperature, and
initial and main stream temperatures. The one-dimensional non-linear least-square

regression method is used to solve Eq. (3.20) in order to calculate the two unknown
parameters; h and ?. For every ROI, there is one particular value for the heat transfer
coefficient and film cooling effectiveness for each test.

T-T = 1 -exp
rh2at^
V K J

erfc
hJat *[r\{Tj-Tm)+Tm-T,]. (3.20)

The surface temperature for each ROI over the target surface is calculated
using the TLC technique at each time step during the transient measurement as
follows: , ;

' W(ROI) (h,r\) = T
\t*z 7Ï.Ç (=t ' (3.21)

Therefore;
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r^iMJL-ïkcL =0 > fori= l toR ^3-22)
where, N is the total number of images captured during each transient test.

A total of 300 images (N) are captured during each experimental test. In the first

few images (n), there is no TLC response over the entire target area. As a result, N-n

equations are applied in Eq.(3.20) to calculate the two parameters (h and ?) using the

non-linear least square regression method. The optimum solution is achieved by

minimizing the least square error (e) for each ROI over the downstream film-cooling
surface as follows:

^(h^) = \jj,Tw(R0I/h^)[__rTTLC\J . (3.23)
where, e is the least square error.

Figure 3.17 presents the temperature response data for a single ROI as well as

the curve fit solution using the non-linear least square regression method. This

method minimizes the residual error for the heat transfer coefficient and film cooling

effectiveness and also reduces the experimental error. The number of unused images

(n) had an effect on the final solution of h and ?. The "n" is dependent on the time

response of the secondary flow over the downstream TLC surface. Each ROI, over the

surface, had a different value of n,, based on the flow conditions. For each

experimental test, different regions of interest are selected downstream of the film

holes to determine the proper "n" values that could provide the minimum least square

error (e), in Eq.3.23. A linear profile of "n" with x/d is used to calculate the two

parameters, h and ?, for the entire downstream surface. The "n" value increases in the
downstream direction.
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Figure 3.16. Discretized response of the secondary flow temperature.
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3.8 Experimental procedure

1 . Adjust appropriately all imaging equipment including the cameras and the lights to
obtain desired field of view and focus.

2. Initialize the imaging system and Data Acquisition Software, and then run the
labview program.

3. Open the main control valves then adjusted according to the required flow rate then
close it through solenoid valves until the secondary flow steady state condition is
achieved.

4. Open the secondary flow control valve and adjust the secondary flow rate
according to the required blowing ratio then start to turn on the air heater.
Meanwhile, the secondary flow is routed through the bypass solenoid valve until

heating the secondary flow to the target temperature.

5. At that time, all operating conditions are fixed and the test rig is ready to record the
data and images for a test period of 30 seconds. By pressing the start button
through the labview software, the two main solenoid valves are opened at the
same time, and the secondary flow is routed to pass to the plenum. The time delay

.:'.: ¦' .!·:.?:?'?·;; „'-::. ;i¡ "C1"1'. ?

between main and secondary solenoids valves can be controlled through the
labview.

6. Based on the calibration curve, the target surface temperature distributions are

determined using image processing MATLAB code.

7. The film cooling effectiveness and the heat transfer coefficient are determined for
the entire downstream surface using the regression analysis method.

¦,' i;;:ÌV.'!\ ;·.?; ?? ?.:.



3.9 Uncertainty analysis

An error analysis is investigated to determine the accuracy in measuring the
heat transfer parameters studied and the film cooling effectiveness. There are three
types of errors; conservative error, relative uncertainty error for measuring quantities,
and an average uncertainty error of the results. The error analysis is preformed using
the same methodology of Kline and McClintock (1953). The accuracy for various
measurement signals is presented in Table 3.1. The accuracy for the pressure
transducer, multivariable flow transmitter, and thermocouples are based on the
manufacturer specification. Typical uncertainty in TLC measurement is estimated to
be ± 0.5 0C. As well, uncertainty of thermal conductivity and diffusively are estimated
to be ±3%.

Table 3.1. Instruments accuracy.

Sensor

3095Mv multi-variable mass flow
transmitter

Type-T thermocouple
Type-? thermocouple
2088G pressure transducer (0-75 psig)

Accuracy
Measuring differential pressure and static
pressure, and temperature with 1% ( for
right length before and after the orifice)
Greater of 0.50C or 0.4% of the reading
Greater of 1 .00C or 0.4% of the reading

±0.2% of the span

The heat transfer coefficient over the flat plate can be presented as follows:

h=f(Tw,Tm, Tj, Ti, t,a,k),

Therefore, uncertainty for the heat transfer coefficient is,

Uh = U(Tw, Tm, Tj, Tbt, ä,k),

The variation in the parameters Tw, Tn,, Tj, T1, t, a , and h are ôTw, STm, STj, ôTu ôt,
da , and ôk, respectively, which cause variation in oh.
It follows that:
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Figure 3.17. Temperature response and data fitting.
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dh - dh -
<5ä = 5G; = — dt

dT< ' dt
dh a_ dh .-^^da = — Okda dk (3.24)

The relative variation in h is a function of all other uncertainty parameters;

EL = L^lLdT =^—^-
h h d?, ' h OT1 T,

k dh dk
h dk k

(3.25)

So that the heat transfer coefficient uncertainty from a single test can be presented as

follows;

Uh = ±.
h dTw Tw j

fT_ dh d??2
h d? T

+ .

m J

rk_dh_dk^
h dk ki j

(3.26)

It is difficult to calculate the error for thé heat transfer coefficient as in Eq.

(3.26), where h is presented in a complex form in Eq. (3.20). Therefore, the above
equation is simplified to use only the term of the square root of the summation of the
squares of the relative uncertainty for measuring, in order to calculate the accuracy of
the heat transfer coefficient, as shown in Eq (3.27).

Uh = ±,

or

( Qf V ( PiT ?
V T * J

+
dTm

\Tm j
rdT\

+

ktj J
+

( d?^
v^y

+
'??
? * J

2 /?™?2
+

da

? a y

fòk^ (3.27)
\? )

Oh = ±pTj +(UTj +K)2 +[UT1)2 +{Ut)2 +(Ua)2 + (Uk)2 . (3.28)
As a result, the error for each measured variable should be determined in order

to calculate the accuracy for the heat"' transfer coefficient using Eqs. 3.27 or 3.28.
Accordingly, the average uncertainty for the heat transfer ratio OVh0), film cooling
effectiveness, Frossling number, net heat flux reduction, and blowing ratio are
calculated.
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The uncertainty of the heat transfer coefficient is calculated using the root

mean square as in Eq. (3.28), and the film cooling effectiveness uncertainty is
calculated as the follows:

?? = ±J{UTj +(UTj +KF+fefi:t.(?^W, +{Uk)2+(Uh)2 . (3.29)
Moreover, the accuracy of measuring the blowing ratio can be calculated as the

following:

Br = f(P,Tm,Tj,V;A),

Therefore, according to the same previous theory,

UBr*=±
'' PdBrdP^

[BrHTn, Tm j
+fT¡mr^;

KBrdrJ TJ J

2

+ VdBrdV^ ( A dBrdÁ]
BrdV V

+!
yBrdA Aj

. (3.30)
¡{BrdP Pj

The current results are tested at atmosphere pressure; hence, the error due to

pressure is neglected in Eq. (3.30).

As a result, the uncertainty of each calculated parameter varies from one test

to another. The uncertainty value for these' parameters will be presented in the next

chapters.

3.10 Benchmark study

The performance of the film cooling effectiveness and heat transfer coefficient for
circular film holes is compared with previous published data in order to validate the
current experimental techniques and methodology. The cylindrical film geometry has
been selected since it is the most frequently used baseline geometry in previous

research. The film hole with a diameter of 1.39 cm, L/d = 4, and p/d = 3 with an

inclination angle of 35° and 0° compound angle is used for validation. One row with a

single hole is tested. Figures 3.18a and Il 8b present the test section configuration for
the circular film hole over flat plate including the main and the secondary streams
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directions. The test section for benchmark case is made from Plexiglas material with

3.2 cm thickness.

3.10.1 Benchmark geometry and boundary conditions

A circular film hole is selected to validate the output results of film cooling

and heat transfer using current experimental techniques and methodology. Many

researchers using various techniques under different laboratory environments

investigated the film cooling performance of the circular hole with a 0° compound
angle (CA) over a flat plate experimentally. Different techniques were used through
literature review to measure surface temperature for instance thermocouples, TLC,

Infrared (IR), and pressure sensitive paint (PSP) techniques. The film cooling
effectiveness and heat transfer coefficient are calculated based on measured surface

temperatures and flow conditions. The bottom part of the main test section is designed
to be replaced by different test sections with different film hole geometries or with
metal plate for TLC calibration, as well as for measuring heat transfer coefficients
without film cooling. After assembling the test section, the plenum is fixed
underneath the test section to be at the central of the inlet film cooling holes. In

addition, the secondary pipe line is connected to the plenum through a NPT 3/4

fitting. Table 3.2 presents the test matóxìfór validation study using the circular film
hole. The circular film hole is tested for blowing ratios of 0.5 and 1.0. A single

transient test is used for each blowing ratio. The secondary flow is heated, but the

main flow is kept at air supply temperature. The density ratio between the secondary
and main flow is 0.94. The main flow is fixed but the secondary flow is changed in

order to achieve the required blowing ratio. The operating secondary flow temperature

is adjusted to be greater than main flow temperature by 20-300C.
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Table 3.2. Test matrix for benchmark study.

Br

0.5

1.0

Dr

0.94

0.94

I

0.272

1.085

Reoeq (duct)
1.16xl05
1.16xl05

Rea (hole)
1.25 xlO4
2.5xl04

3.10.2 Film cooling effectiveness

Local centerline film cooling effectiveness for the present circular hole at Br = 0.5

and 1.0 is compared to published data, as shown in Figs. 3.19a and 3.19b. The results
show an agreement of more than 90 % of the centerline film cooling effectiveness
with published data at Br = 0.5, by Russin et al. (2009) at Br = 0.5, and Ekkad et al.
(1997) for x/d > 6, and Br = 0.5, and with Ekkad et al. (1997), Couthard et al. (2006),
and Yu et al. (2002) at Br = 1.0, as shown in Figs. 3.19a and 3.19b. However, there is
a distinct difference between the present results and published data near the injection

hole at low and high blowing ratios, which is expected to be due to 3D flow structure
in this region, which subsequently increases the error of image processing. The results
for Coulthard et al. (2006) provided the highest value compared to other studies since
they calculated film cooling effectiveness based on adiabatic wall conditions (Tf =
Tw). Figure 3.20 illustrates streamwise variation of laterally averaged film cooling
effectiveness results for the present circular hole with published data at blowing ratios
of 0.5 and 1.0. The results show that there is a good agreement between the present
obtained results and published data by Ekkad et al. (1995) at low and high blowing
ratios. The present spanwise average film cooling effectiveness sets between the
results of Yu et al. (2002) and Lee et al,(2Ö02) at Br = 0.5, as shown in Fig. 20a. At a
high blowing ratio (Br = 1.0), the provided data by Lee et al. (2002) has a higher
value of the laterally averaged film cooling effectiveness than the present obtained
results near the film hole injection. The spanwise-average film cooling effectiveness
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results for a circular hole by Yu et al. (2002) provides the highest value compare to

other results, as shown in Fig. 20b.

3.10.3 Heat transfer

Figure 3.21 presents a comparison of centerline heat transfer coefficient ratio
between the present obtained results of the circular hole and published data at blowing
ratios of 0.5 and 1.0. From the results, there is a good agreement at x/d > 3 between

the present obtained results and the provided data for a circular hole by Ekkad et al.
(1995), Sen et al. (1996) and Gritsch et al. (1998) at Br = 0.5, as shown in Fig.3.21a.
The disparity error between the predicted results and the published data decreases
along the downstream direction and it increases near the injection hole, as shown in
Fig. 3.21a. At high blowing ratio, the heat transfer coefficient ratio presented a
covenant, within experimental uncertainty (± 12%) with Sen et al. (1996), and Gritsch
et al. (1998), as shown in Fig.3.21b. Also, there is an agreement of centerline heat
transfer ratio between the present result and Sargison et al. (2002) at x/d > 5

(Fig.3.21b), but there is disagreement in the region near the exit hole (x/d < 5).
Moreover, there is a good agreement between the obtained laterally averaged heat
transfer coefficient ratio and published data by Yu et al. (2002) and Kim et al. (2001)

at Br = 0.5, as shown in Fig. 3.22. As a result, the test rig validation with other
published data gave good agreement within the experimental uncertainty, such that
the current experimental technique and methodology are deemed reliable.
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Chapter 4

Chapter 4 Film Cooling Performance of the Louver Scheme

The film cooling performance for the louver scheme was investigated
numerically by Immarigeon and Hassan (2006) then by Zhang and Hassan (2006).
They concluded that the louver scheme enhanced film cooling effectiveness and
reduced the heat transfer coefficient over the downstream surface area as compared to

other published schemes. The scheme was designed to combine the advantages of
traditional film cooling and the impingement effect. In this chapter, the film cooling

performance for the louver scheme will be tested experimentally over a flat plate
using the TLC technique across different blowing ratios using a 0.94 density ratio.

4.1 Louver scheme geometry and;operating conditions

Figure 4.1 shows a schematic for utilizing the louver film hole configuration
on an airfoil and a simplified sketch for the scheme on a flat plate. The louver scheme
combines film cooling and impingement effects. The secondary flow passes through a
bend that impacts the inner blade material (impingement effect) then exits to the outer
surface of the airfoil through the film cooling holes with less jet lift-off. Table 4.1 lists
the test conditions and geometrical parameters for the louver scheme. The main and
secondary stream Reynolds numbers are calculated based on the hydraulic diameter of
the main duct, and film hole diameter, respectively.

.«¦::;! ¦¦ uip^Vf;)-''?':'.
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Figure 4.1. Louver film hole geometry.
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Table 4.1. Geometrical parameters and measurement conditions of louver scheme.
Parameters

d (cm)
Louver scheme

1.27

p/d
Br 0.5, 1.0, 1.5
Dr 0.94
I 0.27, 1.071,2.385

Reo (duct) ¦1.24 xlO3
Rea (hole ) 1.23 ? IO4, 2.47 ? IQ4, 3.68 ? 10*

4.2 Results and discussion

Figure 4.2 demonstrates historical temperature profile at Br = 1.5, downstream
of the trailing edge of the louver scheme at two different span-wise locations: z/d =
0.0 and 1 . The secondary flow is heated, while the main flow is kept at supply air

temperature. The secondary flow sprays widely over the target surface when it is
expelled from the louver hole, consequently changing the TLC colors with the time
from black to red then to green followed by blue, as illustrated in Fig. 4.2a. The

temperature profiles have a high value at z/d = 0.0 and it diminishes faintly along the
downstream and span-wise directions and it increases with time as shown in Fig. 4.2b.
The results show that there is no variation in centerline temperature profiles for x/d <
3 with the time after 10 sec where the secondary flow starts to spray more, further

downstream as shown in Fig. 4.2b. The temperature profiles increase with time for x/d
> 3 in the streamwise direction, near the hole center, as well for z/d > 0 in the span-

wise direction.

4.2.1 Film cooling effectiveness

Figures 4.3a and 4.3b show the centerline film cooling effectiveness
performance at blowing ratios of 0.5 and 1.0 for the louver scheme, compared to

a ?.

88



t= 10 sec

z/d=1.0

z/d=0.0

t=20 sec

t=30 sec

a)

~ 30

?

I 27
¦" 26

25

24

23

O
?

¿Ik

I ¦
¦I'll

3
]

z/d=0:Oi

z/d=1.0

t= 10 sec
t= 20 sec
t= 30 sec
t= 1 0 sec
t= 20 sec
t= 30 sec

I ? ? ? ? I ? ? ? ? I ? ? ? ? I ? ? ¦ ' I ' ' ? ?
0 6

x/d

b)

8 10 12

Figure 4.2. Historical downstream TLC images and temperature profiles for louver
scheme at different span-wise locations (Br = 1.5).
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circular and shaped film holes. At a low blowing ratio (Br = 0.5), the secondary flow
exits the circular film hole then sprays over the ,surface and provides better film

. :?'·; ¿?, ? yj.,¦::¦¦
cooling performance along the centerline'trian the shaped hole (Yu et al., 2002). The
louver scheme provides enhancement of the film cooling effectiveness over the
surface compared to circular and shaped film holes, especially close to the jet holes.
The secondary flow jet lifts off and penetrates the main stream at high blowing ratios
for a circular hole (Jessen et al. 2007), so it does not attach to the downstream surface
after it exits from jet holes. As a result, the film cooling effectiveness is reduced at

high blowing ratios, compared to low blowing ratio results. Film cooling holes with
large exit areas enhance the film cooling performance (Taslim and Khanicheh, 2005)
since there is a reduction in the secondary flow momentum, with more uniformity at

the jet exit, which reduces the jet lift-off. Consequently, the film cooling effectiveness
performance for the fan shaped holes iof Xu1 et a^ (2002), and Goldstein et al. (1974),
provide higher performance, at high blowing ratios compared to circular holes, as
shown in Fig. 4.3b.

The results show that the louver scheme provides the highest film cooling

effectiveness performance at high blowing ratios compared to the fan shaped and
circular holes. The film cooling effectiveness increases for the louver scheme due to

the impingement effect of the secondary flow after it exits from the impingement jet
hole, thus the flow momentum is reduced, which reduces the jet lift-off. Moreover,
the secondary flow momentum becomes more uniform at the film hole exit (Zhang,
X., 2004), so the secondary flow attaches to the downstream surfaces after exiting
from the film hole, thereby producing the highest film cooling effectiveness. The film
cooling effectiveness decreases gradually in the streamwise direction due to a
decrease in the secondary flow momentum.
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Figure 4.3b presents a comparison between the film cooling performances of
the louver scheme and numerical results by Zhang (2008), at Br = 1.0. The numerical

data for the centerline film cooling effectiveness over predicted the obtained

experimental data by 10 %. The density ratio used in the numerical study is about
2.13 times that used in the experimental study, and the film cooling effectiveness

increases with density ratio (Ekkad et al. 1997). Higher density ratios can be achieved
in the laboratory by using gases other than air for the secondary flow. Downstream
boundary assumption is the second reason for the differences between experimental
and numerical results: it is assumed to be adiabatic in the numerical study while heat

losses could not be averted in the experimental test.

The local comparison for film cooling effectiveness is very important,

although a global performance is essential in order to evaluate the overall film cooling
performance for the film cooling geometries. The laterally averaged film cooling
performance for the louver scheme is compared with other traditional and advanced
published film hole geometries at blowing ratios of 1.0 and 1.5, as shown in Fig. 4.4.
A wider film hole exit area produces higher laterally averaged film cooling
effectiveness close to the hole exit. At a high blowing ratio (Br = 1.0), the louver

scheme directs the jet flow in the horizontal direction based on the downstream

velocity profiles by Zhang (2004, 2008), hence, the film cooling performance
increases downstream of the film holes with wider effect (Fig. 4.4a). The results show

that the louver scheme provides the highest lateral average film cooling effectiveness

with respect to the other film holes such as traditional circular hole, forward and
lateral shaped hole (Yu et al., 2002), and console film hole (Sargison et al., 2002) for
x/d > 4. The jet lift-off increases with blowing ratio for other traditional film holes
(Jessen et al. 2007) but the louver scheme is able to adjust the coolant momentum in
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the horizontal direction at high blowing ratios (Zhang and Hassan 2006). Therefore,

the louver scheme provides the highest lateral average film cooling effectiveness at Br
= 1.5, as shown in Fig. 4.4b, compared to experimental data for the straight fan
shaped holes by Dittmar et al.(2003), fan shaped holes by Lu et al. (2009) and
numerical data for fan shaped with trench holes by Baheri et al. (2008).

The film cooling effectiveness performance of the louver scheme at Br = 1.0 is

presented in Fig. 4.5. The film cooling effectiveness performance has a wider effect in
the spanwise direction at x/d < 2, which means that the louver scheme enhances the
laterally film cooling effectiveness. The louver scheme provides speared peak
performance in the spanwise direction, but other film hole geometries produce a peak
point. The film cooling performance of the louver scheme has a wider film cooling
effectiveness near the centerline along the downstream direction, up to x/d = 10. After

this point, the scheme provides a pronounced peak of film cooling effectiveness at the
centerline with the highest performance compared to the fan shaped hole with trench
(Baheri et al. 2008). The film cooling effectiveness gradually decreases along the
streamwise direction due to decreasing the secondary flow momentum.

Figure 4.6 presents the effect of blowing ratio on the centerline and lateral film
cooling effectiveness, as well the downstream contours at region -1.5 < z/d < 1.5 in
the spanwise direction and 0 < x/d < 15 in the streamwise direction. The results show
an enhancement of the film cooling effectiveness downstream from the film holes

with an increase in blowing ratio. The centerline film cooling effectiveness has the
highest value, close to 1.0, at high blowing ratios in the region of x/d < 3. At high
blowing ratios, the secondary flow is distributed laterally far downstream, which is
followed by an increase the lateral film cooling effectiveness performance.



1

0.9

0.8 -

0.7

0.6

>
™ 0.5

0.4

0.3

0.2

0.1

0

a
?
O
>

Louver Br = 1 .0
Present circular Br = 1 .0
Yu et al. (2002) Br= 1.0
Taslim et al. (2005) FLDH Br = 1 .28
Sargison et al. (2002) 1 = 1.1 Console shape

D

> >

P0<> o o
D

> > D

o O o O O o O
b ?

J-
• 6

x/d
a) Br=LO

10 12

1

0.9 t ?

0.8

0.7

0.6

>
·? 0.5

0.4

0.3

0.2

0.1

0

I o

D O
D

D

Louver Br = 1 .5

Dittmar et al. (2003) CAFSH Br= 1.5
Baheri et al. (2008) Br = 1 .25
Lu et al. (2009) Br= 1.5

O ? D

'«-ir O O C* o

1 ' ' ' ¦ ' ' ? ? ? ? ?

F

2 4 6 8 10 12
x/d

b) Br =1.5

Figure 4.4. Laterally averaged film cooling effectiveness performance of the louver
scheme at a high blowing ratios.

94



1.4

1.3

1.2

1.1

1

0.9

0.8

?" 0.7
0.6

0.5

0.4

0.3

?

a

O

Louver x/d = 2
Louver x/d = 4
Louver x/d = 6
Louver x/d = 10

Baheri et al/ (2008) Br = 1 .25 x/d = 1 0

¦ ¦¦"¦ ..AA
¦ ? ¦'¦¦¦¦¦ ?

aAAaaaaaaaaAa/" DUDDOon '
A D

1 a a
A °

00O000Oo.

»A dDo00
0.2 *°???

oo8°\
0.1 F

"i ¡G I ? ? ? ? I ? ? ? ? I ? ? lili 1 L
-1.5 -1 -0.5 0 0.5

¦..¦...,?/*!--;? ·.
(t .3 I . î'I'V/.i'Uf.î;

J-J I I—L
1 1.5

Figure 4.5. Spanwise film cooling effectiveness performance for louver compared to
other film hole schemes at Br = 1 .0.

95



Br = 0.5

Br=LO

5 x/d 10
Br= 1.5

a) Effectiveness contours
1

0.9

0.8

0.7

0.6

G0.5

0.4

0.3

0.2

0.1

0

* ° o '? A O
? o

? D

'•è
O

O O O

,..,,.....a?a?a,
O

-A Br= 0.5-
¦ Br=LO
# Br= 1.5 .-J
? Br=0:5

TD Br=LO
") Br=LS-1
?.????

Centerline

Average

J-J- J-J.

F

6
x/d

10 12

b) Centerline and average film cooling effectiveness
Figure 4.6. Effect of blowing ratio on downstream film cooling effectiveness for louver

scheme.

96



Surface film cooling effectiveness contours for the louver scheme at blowing

ratios of 1.0 and 1.5 are presented in Figs! 4.7a and 4.7b, respectively. The contours

display an inclusive performance of the louver scheme at high blowing ratios. The
maximum value of film cooling effectiveness is achieved at the central line of the film

hole and the value is not a pronounced peak point but a line with a length around 2d in

the spanwise direction. The maximum lateral film cooling effectiveness has a wide
performance near the film hole exit and decreases to a peak point far along the
downstream direction. The lateral film cooling performance is further enhanced with

increasing blowing ratios. The main reason for that is the large and wide exit area film
hole for the louver scheme, which leads the momentum flux of the secondary flow to

become more uniform at theexitareaV' thereby reducing jet lift-off. Therefore, the
secondary flow is sprayed widely over; the surface. Traditional film holes provide a
maximum peak point at z/d = 0.0. As a result, the louver scheme is able to provide better
film cooling effectiveness distribution on the downstream surfaces' area.

4.2.2 Heat transfer performance

Streamwise variations of the centerline heat transfer coefficient ratio (hf/h0) for

the louver scheme and other film holes are illustrated in Figs. 4.8a and 4.8b at 0.5 and 1 .0

blowing ratios, respectively. Near the injection hole, at a low blowing ratio, the louver
scheme produces variations in the heat transfer ratio similar to the circular hole of the
present study and Sen et al. (1996). Hpweyef¿íjt provides a higher value downstream, as
shown in Fig. 4.8a. The heat transfer coefficient ratio increases with blowing ratio for
traditional film cooling holes, but it is unvarying for the louver scheme as shown in Fig.
4.8b for Br = 1.0. From the results, the heat transfer coefficient ratio for the present
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circular film hole, as well as the holes studied by Sen et al. (1996), Eriksen and Goldstein

(1974) and Gritsch et al. (1998), have high values compared to that for the louver
scheme, as shown in Fig. 4.8b at a high blowing ratio. The louver scheme is expected to
create a thin layer of the secondary flow over the surface, which reduces the turbulent
vortices downstream from the film holes, according to results presented by Zhang and

Hassan (2006) and Zhang (2004). Therefore the ratio of hf/h0 is invariable downstream
with variations in blowing ratio. At Br = 1.0, the results show a good conformity between
the experimental and numerical data (Zhang 2004) of heat transfer coefficient ratio for
the louver scheme as displayed in Fig.4.8b.

Laterally averaged heat transfer coefficient ratio (hf/h0) profiles in the streamwise
direction for the louver scheme and other published film hole geometries, at low and high

blowing ratios, are presented in Figs. 4.9a and 4.9b, respectively. The laterally averaged
value of hf/ho for straight fan shaped ; hoìès^Dittmar et al., 2003), is equal to 1.2 at a
blowing ratio of 0.5 along the downstream direction. Straight fan shaped holes (Dittmar
et al. 2003) produce a higher heat transfer ratio compared to other film hole geometries,
such as fan shaped (Yu et al.,2002, and Saumweber et al.,2003), the present circular
study, circular holes (Jubran and Maiteh, 1999), for two rows of holes (Ligrani et al.,
1994), and the louver holes. The laterally averaged hj/ho for the louver scheme is similar
to the fan shaped results by Yu et al. (2002). The heat transfer coefficient ratio (Vh0)
results for the fan shaped holes (Yuen and Martinez, 2005) produce the highest value
close to the hole injection, and provides a similar trend as observed by Dittmar et al.
(2003) for x/d > 2.5, as shown in Fig. 4.9a. ^t Br = 1 .0, heat transfer ratio results for the
shaped hole (Yuen and Martinez, 2005) have the Highest value compared to that of Yu et
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al. (2002) and the louver scheme as presented in Fig. 4.9b. The laterally averaged hf/h0
performance increases more with blowing ratio for the two rows arrangement. The ratio
of hf/ho for the louver scheme increases gradually along the downstream direction until it

reaches unity, since the heat transfer coefficient increases far downstream with less film
cooling effectiveness.

The main flow velocity and film hole geometry have significant effects on the

heat transfer ratio. The Frossling number is investigated for the louver scheme. The

dimensionless number (NuWRe) combines' thè effect of the main flow velocity, heat
transfer coefficient, and film hole exit area! The Reynolds number is calculated based on

main stream velocity and hydraulic diameter for the film hole exit. Figure 4.10 presents
the effect of the blowing ratio on the laterally averaged Frossling number at two
downstream locations (x/d = 2.0 and 6.0) for the circular hole and the louver scheme.
From the results, there is a reduction in Frossling number for the circular film hole with
an increase in the blowing ratio due to jet lift-off but there is no significant effect in the
downstream direction at low blowing ratio. The Frossling number increases from 0.9 to

1.0 by increasing the blowing ratio from 0.5 to 1.0 for the louver scheme, but decreases
again with an increase in blowing ratio since the heat transfer decreases undersized for
blowing ratios greater than unity. Moreover^' the 'Frossling number has insignificant
effects in the downstream direction, at low and high blowing ratios.

4.2.3 Net heat flux reduction

The film cooling effectiveness and heat transfer coefficient are combined in order
to evaluate the film cooling performance for the film hole geometries using the net heat

100



flux reduction (NHFR). The derivation of the NHFR is presented in Eqs. 4.1 to 4.5, and

was presented earlier by Sen et al. (1996) and Gritsch et al. (2000).
The heat flux with and without film cooling can be presented as:

qf=hf(Tf-Tw)^ (41)
Io = K (Tm ~TJ _

Therefore, the heat flux ratio is:

qf _hf(Tf-Tw)
V0 KiTm-Tw)

q O h.

NHFR =\-lL = \-
kK

(4.2)

(4.3)

For ? = —- — ,and 77 = —-
(Tm-TJ ^r.R-.Vl: .

Thus 11. ^hLiX'- ri* ?) (4.4)

^{\-?*?)\ ,and0=l/(p. <4·5)
??

where f is the overall cooling effectiveness, which has value from 0.5 to 0.7 in a real
engine.

F~ l + 7cov(/?->7/) ' (4'6)
The convective efficiency and film effectiveness are represented by ??0? and r|f,

respectively, while ß is heat load to the part.·
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The NHFR can be presented as a map, as shown in Fig. 4.11, for a reference

temperature value of ? = 1.5. The map is covers a range of hf/h0 from 0.5 to 2.0 and from
0.1 to 1.0 for film cooling effectiveness (?). The NHFR can involve a negative effect

(NHFR < 0.0) when the film cooling effectiveness is relatively low with high heat
transfer coefficient ratio (hf/h0), as shown in Fig. 4.1 1. In this case, a hot spot may occur
over the airfoil surface. If the NHFR has a value between 0 and 1.0, the film cooling

performance will have a positive effect. Moreover, the NHFR is equal to zero for an
uncovered surface with coolant flow (? = 0.0 and hf/h0 = 1.0), which occurs far

downstream of the jet exit holes. As well, the.NHFR = 0 when the heat flux with and
without film cooling are equal, or at h0/hf = 1 ^?* T. When the film cooling effectiveness
is equal to a typical overall value of cooling effectiveness for gas turbine (? = f), the
NHFR value is equal to unity for all values of heat transfer ratio, according to Eq.4.5. In
addition, for NHFR > 1, the film cooling effectiveness (?) produced by the film hole
geometry is greater than the typical overall film cooling effectiveness (f). As a result,
there are three different overall film cooling performance regions for ? = 1.5 (? = 1/f):

negative film cooling (NHFR < 0), positive film cooling (0 < NHFR < 1), and hyper film
cooling (NHFR > 1) as shown in Fig. 4.1 1.

In this study, ? = 1.5 is used to calculate the NHFR, which is a typical value for
gas turbine airfoil applications, and was ' 'frequently used in previous film cooling
research. As a result, according to the NHFR -values, the overall film cooling performance
for the film hole geometries can be established by using the map in Fig. 4.1 1.

The NHFR is investigated for the louver scheme in order to further evaluate the
overall film cooling performance according to Eq.4.5. Figure 4.12 demonstrates the
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centerline NHFR performance of the louver scheme and other film hole geometries at Br
= 0.5 and 1.0. From the results, the louver scheme produces a higher NHFR compared to

traditional circular and fan-shaped holes (Yu1Ct al., 2002) at a blowing ratio of 0.5, as

shown in Fig.4.12a. There is a significant enhancement of NHFR for the louver scheme
near the film hole exit compared to other film hole geometries, and the NHFR values

decrease gradually along the streamwise direction. For x/d > 4, the NHFR for the louver
scheme is higher than the circular hole by » 15 %, and the shaped hole provides the
lowest value at a low blowing ratio (Fig. 4.12a). The NHFR performance of the louver

scheme at a high blowing ratio (Br = 1.0) is presented in Fig. 4.12b. The louver scheme

provides the highest NHFR at a high blowing ratio over the downstream surface with
respect to the other film holes. At a high blowing ratio, the jet lift-off increases for the
circular hole so it produces a lower NHFR, as shown in Fig. 4.12b. For x/d > 10, the
effect of the reattached secondary flow can be detected and the NHFR results for the
circular hole are nearly the sanie as those for the shaped hole.

Figures 4.13a and 4.13b present the lateral average variation of the NHFR for the
louver schemes compared to other film holes at blowing ratios of 0.5 and 1.0,

respectively. The results show that the louver scheme provides the highest NHFR near
the injection hole as compared to the circular hole, fan shaped hole (Yu et al., 2002), and
CAFSH (Dittmar et al, 2003) at a low blowing ratio (Br = 0.5). For x/d > 7, the NHFR of
all film hole configurations are consistent, as shown in Fig. 4.13a. At a high blowing
ratio, the NHFR for the louver scheme is further enhanced near the injection hole, and far
downstream, as the secondary flow is widely distributed over a large downstream surface
area. Due to jet lift-off, the NHFR of the circular hole decreases near the injection
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circular film hole (Fig. 4.13b) and it provides the lowest NHFR values compared to the

fan shaped hole and the louver scheme.

Spanwise NHFR profiles for the louver scheme and other film hole configurations
near the film hole exit (x/d = 2) and far downstream (x/d = 6), at a blowing ratio of 1.0,

are presented in Fig. 4.14. From the results, the louver scheme produces higher NHFR in
the spanwise direction at x/d = 2, compared .to the shaped holes (Cho et al., 2001), as
shown in Fig. 4.14. However, for x/d - 6, there is a consistency between the results for
the louver scheme and shaped film hole close to centerline in the spanwise direction (-0.5

< z/d < 0.5), but the louver scheme provides a higher value for -0.5 > z/d > 0.5.
Figure 4.15 illustrates the effect of the blowing ratio on the downstream NHFR

contours and the centerline NHFR performance for the louver scheme. Near the film hole

exit, the NHFR for the louver scheme is enhanced with increasing blowing ratio. The
NHFR diminishes in the downstream direction, due to the reduction in the secondary

flow momentum. As a result, there is no significant increase in heat flux for the louver

scheme, where there are no negative values of NHFR.

Figure 4.16 shows the laterally ,averaged overall cooling performance for the
louver scheme and the circular hole, with blowing ratios at different downstream

locations. The NHFR performance deteriorates with increasing blowing ratio for the
circular hole at locations near the film hole injection. However, far downstream (x/d = 6),

the NHFR performance of the circular hole increases gradually for any increase in the
blowing ratio since the secondary flow reattaches the surface after jet lift-off. At x/d = 4,
the NHFR is nearly independent of the blowing ratio. In contrast, the performance of
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NHFR for the louver scheme improves with any increase in blowing ratio at all

downstream locations (x/d .= 2, 4 and 6). The NHFR has a value greater than 1 close to

the film hole injection and decreases in the downstream direction for the same blowing
ratio. The enhancement in NHFR for the louver scheme with blowing ratio is due to a

significant increase in film cooling effectiveness with relatively low heat transfer
coefficient ratio values.

Typically the uncertainty in TLC measurement is estimated to be ± 0.5 0C. As well,
the uncertainty in thermal conductivity and diffusivity is estimated to be ± 3%.
Accordingly, the average uncertainty for the heat transfer ratio, film cooling
effectiveness, Frossling number, net heat flux reduction, and blowing ratio were
estimated to be ± 1 1 %, ± 8 %, ± 14 0X, ± Ì5Vo, ahd± 1 1 %, respectively.

4.3 Summary

Throughout this chapter, the film cooling effectiveness performance of the louver
scheme has been investigated experimentally using TLC technique for a single transient
method. The film cooling performance of the louver scheme has been presented and
compared with other traditional and advanced published film hole geometries. The film
cooling performance of the louver scheme was investigated for blowing ratios from 0.5 to
1.5 and a 0.94 density ratio. The results showed that the louver scheme provided a
superior centerline and lateral film cooling effectiveness compared to other published
film hole geometries. In addition, the film cooling effectiveness was enhanced with
increasing blowing ratio for the louver scheme.

The centerline and laterally averaged heat transfer coefficient for the louver

scheme demonstrated lower values over the downstream surface compared to circular
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holes but it provided similar results to fan shaped holes. Moreover, there was no

significant effect on the heat transfer coefficient ratio with increasing blowing ratios for
the louver schemes. The Frossling number performance increased with blowing ratio for
the louver schemes until reaching a peak point at which it decreases with any increase in
the blowing ratio and remains constant in the downstream direction. The net heat flux
reduction was presented to illustrate the overall film cooling performance by combining
the film cooling effectiveness and heat transfer coefficient ratio. The dimensionless
reference temperature, ? = 1.5, was used to calculate the NHFR. The louver schemes
provided a high film cooling effectiveness with relatively low heat transfer coefficient
ratio, and therefore demonstrated the highest NHFR in the streamwise and lateral
directions compared to the circular and fan shaped holes. As a result, the louver scheme
is able to increase the airfoil's lifetime and the inlet gas turbine temperature can be

increased, which in turn improves the overall gas turbine efficiency.
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Chapter 5

Chapter 5 Film Cooling Performance of Hybrid Scheme
This chapter will present an experimental investigation of the film cooling

performance of a New Hybrid Film Cooling Scheme on a flat plate using the
Thermochromic Liquid Crystal (TLC) technique for a single transient measurement. The
new scheme has been designed to improve the film cooling performance of a gas turbine
airfoil. The scheme includes two consecutive film hole configurations with interior

bending. The cooling performance of the new scheme will be analyzed across blowing
ratios of 0.5 to 1.5, at a density ratio of 0.94. The hybrid film-cooling scheme is expected

to provide improved protection on the outer surfaces of gas turbine airfoil, hence
increasing the airfoil life expectantly.

5.1 Hybrid scheme geometry and operating conditions

Figure 5.1 shows a schematic view of the new hybrid film hole scheme over a flat
plate. The proposed scheme includes two consecutive film hole configurations. The first
is a circular hole, having 6.4 mm diameter (d) and an inclination angle of 30°. The second
shaped hole configuration starts at a distance of 0.8d from the external surface, and
intersects the circular hole. The slot angle, iof the,·, shaped hole is 10° in the streamwise

direction, yielding a lengthwise opening of 3d. The new scheme is designed to combine
the advantages of circular and shaped film hole configurations. The hybrid scheme has
the ability to reduce the jet lift-off of the secondary flow by directing the secondary flow
over the surface in the horizontal direction due to interior scheme bending. The bending

116



Um, ?G 3d
?

0.8 d

^30°
Plenum

mn
Secondary flow

Jet exit

Figure 5.1. Hybrid scheme geometry.

117



effect of the new scheme throttles the secondary flow causing it to spray widely over the

downstream surfaces, enhancing the film cooling performance at low and high blowing

ratios. The film cooling performance of the hybrid scheme will be investigated over a flat

plate using the TLC technique across different blowing ratios for a 0.94 density ratio.
Table 5.1 lists the test conditions and geometry parameters for the circular hole and the

hybrid scheme. The main and secondary stream Reynolds numbers are calculated based
on the hydraulic diameter of the main duct,, and film hole diameter, respectively.

Table 5.1. Geometrical parameters and measurement conditions of the hybrid scheme.

Parameters

d (cm)
Br
Dr
I

Reo (duct)
Red (hole )

Circular hole
1.39

0.5,1.0
0.94

0.27, 1.085
1.14 ? 10J

1.25 xlO4, 2.5 xlO4

Hybrid scheme
0.64

0.5,1.0,1.5
0.94

0.27,1.0783,2.3592
1.25 ? W

6.26 ? 10J, 1.25 ? 10*, 1.85 ? 1(G

5.2 Results and discussion

5.2.1 Film cooling effectiveness

Downstream historical raw TLC surface images, and downstream temperature

profiles, at z/d = 0.0 and 0.5 of the hybrid scheme at Br = 1.5 are illustrated in Figs. 5.2a,
and 5.2b, respectively. The secondary flow, expelled from the film hole, is sprayed over
the target surface downstream. Consequently, the TLC colors change with the time from
black to blue, followed by red and green colors, as illustrated the raw TLC images in Fig.
5.2a. Figure 5.2a shows that the secondary flow is sprayed widely at a high blowing ratio
to provide superior protection for the downstream surface. The hybrid scheme has been
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designed to reduce the vertical jet flow by directing the secondary flow in the horizontal
direction while providing a more uniform momentum at the film hole exit (Ghorab et al.

2007). The bending throttles the secondary flow, so it is sprayed more latterly along the
streamwise direction. The unsymmetrical distribution of spraying the secondary flow

temperature in the downstream region is attributed to errors in the manufacturing process
of the hybrid scheme. Figure 5.2b presents the streamwise temperature profiles at z/d =
0.0 and 0.5 for the hybrid scheme. From the results, the hybrid scheme provides a high

temperature profile near the injection holes and diminishes faintly along streamwise and
spanwise directions, as shown in Fig. 5.2b. Figure 5.2b shows that the downstream
temperatures increase with time during the transient test, and after 20 sec, there is no
variation of the centerline temperature profiles (at z/d = 0.0) with time for x/d < 2. While

for x/d > 2 and z/d > 0.0, the temperature profiles increased with time.

Figures 5.3a and 5.3b present the centerline and the laterally averaged film
cooling effectiveness performance of the hybrid scheme at different blowing ratios,
respectively. The results show that the hybrid scheme increases the downstream film
cooling effectiveness with increasing blowing ratio. The centerline film cooling
effectiveness attains a unity value close' to' thè' film' holes at a high blowing ratio (Br =

1.5), as shown in Fig. 5.3a, and decreases gradually in the streamwise direction. The
laterally averaged film cooling effectiveness of the proposed scheme increases with
blowing ratio since the secondary flow sprays widely in the streamwise direction, due to
the throttling effect. As a result, the highest laterally averaged film cooling effectiveness,
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with greater enhancement in film cooling effectiveness compared to other blowing ratios,
is observed at Br = 1 .5, as shown in Fig. 5.3b.

Four downstream locations are selected (x/d = 2, 4, 6 and 10) to present the local

film cooling effectiveness performance of the hybrid scheme in the spanwise direction at
Br = 1.0 and 1.5 (Figs. 5.4a and 5.4b). The downstream distance (x/d) is measured from
the trailing edge of the film hole exit, as illustrated in Fig. 5.1. At Br = 1.0, the hybrid
scheme provides a high film cooling effectiveness with a wider effect near the central
zone (z/d = 0.0) and it decreases gradually along the streamwise direction. The film
cooling effectiveness is further enhanced at high blowing ratio for the hybrid scheme in
the downstream and spanwise directions, as shown in Fig. 5.4b. From the results, the film

cooling effectiveness performance is greater than 0.9 at x/d = 2, and reduces in the
streamwise direction due to the reduction in secondary flow momentum.

Film cooling effectiveness surface contours of the hybrid scheme, at blowing
ratios of 1.0 and 1.5, are presented in Fig. 5.5 for the downstream region of -1.5 < z/d <
1.5 in the spanwise direction, and 0 < x/d < 14 'in the streamwise direction. The contours
displayed an inclusive performance of the hybrid/scheme at high blowing ratios over the
downstream surfaces. The maximum value of the film cooling effectiveness with a wide

spread is achieved at a region near the center of the film hole injection and it decreases
gradually in the streamwise direction, as shown in Fig. 5.5a for Br = 1.0. The film
cooling effectiveness is further enhanced in the streamwise and spanwise directions at
high blowing ratio as shown in Fig. 5.5b. The hybrid scheme is able to direct and to
throttle the secondary flow in the horizontal direction; therefore, the secondary flow
sprays more over the downstream surface with increasing blowing ratio.
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5.2.2 Heat transfer analysis

The central and laterally averaged heat transfer coefficient ratio performances of

the hybrid scheme at different blowing ratios are presented in Figs. 5.6a and 5.6b,
respectively. The results show that the hybrid scheme provides centerline heat transfer
ratio (hf/ho) of 1.15 near the film hole exit and it decreases to 1.05 far along the
streamwise direction, as shown in Fig. 5.6a. The proposed scheme produces a value of

the centerline heat transfer coefficient ratio greater than unity near the trailing edge of the

film holes. This is due to high velocity in the boundary layer with three dimensional flow

structures, near the film hole. Along the streamwise direction, the velocity decreases and
the flow become mainly two dimensional flow structures. The centerline heat transfer
coefficient ratio results show also that there is no significant effect of blowing ratio on

the centerline heat transfer ratio. The reason for that is the hybrid scheme provides a thin

constant boundary layer thickness over the downstream surfaces with increasing the
blowing ratios (Ghorab et al. 2007), which will be discussed in chapter 6. Figure 5.6b
presents the laterally averaged heat transfer coefficient ratio (IVh0) of the hybrid scheme
at different blowing ratios. The results show that the hybrid scheme provides a small
increase in spanwise averaged hf/h0 performance with increasing blowing ratio, however
this is within the range of experimentar uncertainty. As a result, the hybrid scheme
produces an average heat transfer coefficient ratio near unity without a significant effect
of the blowing ratio (Fig. 5.6b).

The main stream velocity and film hole geometry have significant effects on the
heat transfer coefficient ratio. Therefore, the Frossling number (Nu / VRe) is presented
for the hybrid scheme in order to combine the effects of the main flow velocity, heat
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transfer coefficient, and film hole exit dimensions. The Reynolds number is calculated

based on the main stream velocity and the hydraulic diameter at film hole exit. Figure 5.7
shows the downstream centerline Frossling number performance of the hybrid scheme at

different blowing ratios. From the results, the hybrid scheme provides an average

Frossling number near 0.6 over the downstream surfaces; there is no significant effect of
the blowing ratios on the streamwise Frossling number. The effect of blowing ratios on
laterally averaged Frossling number at downstream locations of x/d = 2.0, 4.0 and 6.0 for
the hybrid scheme and circular hole are presented in Fig. 5.8. The results show that there
is a small increase in Frossling number with blowing ratios with unaffected in streamwise

direction for the hybrid scheme. While the Frossling number decreases with blowing ratio
due to an increase in the jet lift off in the circular hole, the secondary flow does not attach
to the downstream surfaces. Moreover, trie Frossling number is affected in the streamwise

direction at high blowing ratios due to reattachment of the secondary flow on the surface,
as shown in Fig. 5.8.

5.2.3 Net heat flux reduction

In order to evaluate the overall film cooling performance of the hybrid scheme,

the NHFR was investigated through this study according to Eq. (5.1). Figure 5.9 presents

the downstream centerline NHFR performance of the hybrid scheme at different blowing

ratios for ? = 1.5. The results show that the hybrid scheme produces a high NHFR values

close to the film hole exit, while values diminish gradually in the streamwise direction at

low and high blowing ratios. The NHpR1 ^performance also increases with increasing
blowing ratio. The hybrid scheme provides NHFR values greater than unity for ? = 1.5
over the most of the downstream region and it increases with blowing ratios. This means
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that the film cooling effectiveness performance provided by the hybrid scheme is greater

than the overall cooling effectiveness (f). The results show that the overall downstream
film cooling effectiveness values of the hybrid scheme are positive and hyperactive,
without negative values. Therefore, there is no possibility of created hot spots over the
downstream surfaces.

h,NHFR =1--^- = !- LL (1-/7*0) ,and0=l/cp. (5.1)

Figure 5.10 illustrates the effect of blowing ratio on the downstream NHFR
contours of the hybrid scheme. Near the film hole exit, the NHFR enhances with
increasing blowing ratio, and diminishes in the spanwise and downstream directions due
to a reduction in the secondary flow momentum.* thé hybrid scheme provides a wider
NHFR performance in the spanwise direction at high blowing ratios due to the throttling
effect. As a result, the hybrid scheme provides superior protection performance on the
downstream surfaces, and it increases with blowing ratio. Thus, there is no significant
increase in the heat flux for the hybrid scheme.

Figure 5.11 shows the laterally averaged NHFR, at different downstream
locations for the hybrid scheme and the circular hole as function of blowing ratio. The
NHFR performance decreases with increasing blowing ratio for the circular hole, at
locations near the film hole injection. However, far downstream (x/d = 6) the NHFR

performance increases gradually for any increase in the blowing ratio, since the
secondary flow reattaches to the surface after jet lift-off At x/d = 4, the NHFR is nearly
independent of the blowing ratio. In contrast, the overall NHFR performance of the
hybrid scheme improves with any increase in blowing ratio at all downstream locations
(x/d = 2, 4 and 6). The NHFR has a positive value on the downstream surfaces and it is
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greater for the hybrid scheme, as compared to the circular film hole. The enhancement in
the NHFR for the hybrid scheme with blowing ratio is due to a significant increase in
film cooling effectiveness with a relatively low heat transfer coefficient ratio value.

5.2.4 Comparison of film cooling performance between the hybrid scheme and other
film cooling geometries

Figures 5.12a and b present the centerline and laterally averaged film cooling
effectiveness of the hybrid scheme with other film hole configurations at low and high
blowing ratios, respectively. The circular film hole produces jet lift-off (Jessen et al. 2007
and Ghorab et al. 2007), and the secondary flow penetrates into the main stream. As a

result, the downstream film cooling effectiveness reduces with blowing ratio, as shown in
Fig. 5.12a. Conversely, the film cooling effectiveness for the shaped hole is further
enhanced with blowing ratio. The results show that the hybrid scheme produces the

highest local centerline film cooling effectiveness compared to circular and fan shaped
holes (Yu et al. 2002) in the streamwise. direction at a low blowing ratio. At high blowing
ratios (Br = 1.0, 1.5), the centerline film cooling effectiveness is further enhanced for the
hybrid scheme compared to the shaped hole by Eriksen et al. (1974), the forward and
lateral shaped hole by Yu et al. (2002) and trench shaped film hole Baheri et al. (2008)
for Br = 1.25. The hybrid scheme causes the secondary flow to inject over and attaches
more to the downstream surfaces at high blowing ratios (Ghorab et al. 2007). As a result,

film cooling effectiveness is further enhanced more with increasing blowing ratio. Due to
a reduction of the secondary flow momentum over the downstream surfaces, film cooling
effectiveness declines gradually in the streamwise direction.
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Although the local comparison of film cooling effectiveness is very important, the
average performance is most essential in order to evaluate overall film cooling
performance for film hole geometries. The laterally averaged film cooling performances
for the hybrid scheme are compared with other film hole configurations at low and high
blowing ratios, as shown in Fig. 5.12b. The results show that the hybrid scheme provides
the highest laterally averaged film cooling performance downstream of the injection film
holes compared to fan shaped holes (Yu et al. 2002), circular holes and trench shaped
film hole Baheri et al. (2008) at Br = 1.25. In addition, it produces higher performance at

x/d < 5 than fan shaped holes (Saumweber et al. 2003) at low blowing ratio, but for x/d >
5, the film cooling effectiveness performance for both schemes are similar. The hybrid
scheme has the ability to direct the secondary flow horizontally at high blowing ratios

through the bending effect within the film hole.' Consequently, the laterally averaged film
cooling performance for the hybrid scheme is further enhanced far along streamwise
direction at high blowing ratios compared to low blowing ratios. As a result, the new
scheme produces the highest laterally averaged film cooling effectiveness at low and high
blowing ratios compared to published data for different film hole configurations.

Figure 5.13a presents the centerline film cooling effectiveness performance for
the louver and the hybrid schemes at low and high blowing ratios. The results show that,
the hybrid scheme provides higher film cooling effectiveness with elongated downstream
performance compared to the louver scheme at a low blowing ratio (Br = 0.5). The
bending effect inside the film hole has" the ability to direct the secondary flow
horizontally over the target surface. Ai a riigh blowing ratio (Br = 1.0), film cooling
effectiveness is enhanced, but it increases more for the louver scheme than the hybrid
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scheme, as shown in Fig. 5.13a. Increasing the film hole exit area provides uniform
momentum of the secondary flow, reducing penetration with the main flow, thereby

increasing downstream film cooling effectiveness. The comparison of laterally averaged
film cooling effectiveness for the two novel schemes is presented in Fig. 5.13b. The
louver scheme has a wider exit area, so the laterally averaged film cooling effectiveness

is higher than that for the hybrid scheme. However, the laterally averaged film cooling
effectiveness provided by the hybrid scheme is further enhanced far downstream and the
results are close to the louver scheme. This is because the interior bending of the hybrid

scheme throttles and diffuses the secondary flow over the downstream surface so that the

film cooling effectiveness performance increases and is further enhanced with increasing
blowing ratio.

The streamwise laterally averaged heat transfer coefficient ratio of the hybrid

scheme is compared with other film hole configurations at low and high blowing ratios,
as presented in Fig. 5.14. The laterally averaged value of hf/h0 for straight fan shaped
holes (Dittmar et al., 2003) and two rows arrangement (Yuan and Martinez, 2005) has the
highest heat transfer coefficient ratio compared to the hybrid scheme at low and high
blowing ratios. The fan shaped hole (Yu et al., 2002), and circular hole provide a low
value of the heat transfer coefficient ratio close to the film hole exit and increase close to

unity far downstream. The hybrid scheme provides a laterally averaged Vh0 value of 1.1
close to the film hole exit and it decreases gradually to unity far downstream. There is no

significant effect of the blowing ratio on the downstream laterally averaged ratio of Vh0
for the hybrid scheme. As a result, the hybrid scheme provides an average heat transfer
coefficient ratio near unity and is unaffected by blowing ratio.
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The heat transfer coefficient must be minimized in order to reduce heat flux over

the cooling surface. Consequently, hot spots may not be created over the cooling
surfaces. Figure 5.15 shows the laterally averaged heat transfer coefficient ratio for the
louver and the hybrid schemes at low and high blowing ratios. The laterally averaged
heat transfer coefficient ratio increases gradually for the louver scheme until it reaches a

unity downstream where the film cooling effectiveness is diminished. Meanwhile the
hybrid scheme provides an average heat transfer coefficient ratio near unity over the
downstream surfaces. The effect of the blowing ratio on the heat transfer ratio for both

schemes is not significant since both the louver and the hybrid schemes create a thin
boundary layer. The sub layer thickness does not vary with blowing ratio for both
schemes. Creating uniform secondary flow at the film hole exit reduces the downstream
turbulent boundary, such that the heat transfer ratio is relatively low.

Figure 5.16 presents the NHFR performance of the hybrid scheme compared to
other film hole configurations at low and high' blowing ratios using ? = 1.5. The results
show that the hybrid scheme produces a higher NHFR compared to traditional circular
holes and fan-shaped holes (Yu et al., 2002) at blowing ratios of 0.5 and 1.0. The NHFR
performance of the hybrid scheme increases the hyperactive film cooling region (NHFR
> 1) in the region close to the trailing edge of the exit hole compared to other film hole
configurations. The NHFR values decrease in the streamwise direction due to a reduction
in the secondary flow momentum. At a high blowing ratio the jet lift-off increases for the
circular holes (Jessen et al. 2007), thereby producing a lower NHFR than the fan shaped
holes (Yu et al. 2002). The NHFR results for both film hole configurations are similar far
downstream. As a result, the hybrid scheme enhances NHFR performance due to
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a significant increase in the film cooling effectiveness with relatively low heat transfer
coefficient ratio and increases with blowing ratio.

Figure 5.17 presents a comparison of the centerline NHFR for the louver and
hybrid schemes at different blowing ratios. From the local centerline results, the hybrid
provides a higher NHFR compared to thè louvèr scheme at low blowing ratio (Br = 0.5),
since the hybrid scheme provides high film cooling effectiveness with relatively low heat
transfer ratio. The NHFR performance of the louver scheme is enhanced at high blowing

ratios and it has similar NHFR performance as the hybrid scheme for x/d < 4. However,

for x/d > 4, the NHFR for the louver scheme is higher than that for the hybrid scheme, as

shown in Fig. 5.17, where the heat transfer coefficient ratio is lower for the louver
scheme.

The uncertainty in TLC measurement is estimated to be ± 0.50C. The uncertainty
of thermal conductivity and diffusivity are estimated to be ± 3 %. Accordingly, the
average uncertainty for the heat transfer ratio, film cooling effectiveness, Frossling
number, net heat flux reduction, and blowing ratio are estimated to be ± 10 %, ± 8 %, ±
1 4 %, ± 1 0 %, and ± 1 2 %, respectively. '

5.3 Summary

The film cooling performance of the hybrid scheme has been investigated for
blowing ratios from 0.5 to 1.5 and a 0.94 density ratio using the TLC technique through
this chapter. The results of the hybrid scheme are presented in terms of film cooling
effectiveness, heat transfer coefficient ratio, Frossling number and NHFR, at low and

high blowing ratios. Subsequently, the film cooling performances of the hybrid scheme
have been compared with other traditional, and advanced published film hole geometries,
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as well as with the louver scheme. From the results, the hybrid scheme augments

centerline and laterally averaged film cooling effectiveness with respect to other film

holes at different blowing ratios. In addition, the film cooling effectiveness is enhanced

with increasing blowing ratio for the hybrid scheme.

The centerline and lateral average heat transfer coefficient ratio of the hybrid

scheme demonstrate an average near unity over the downstream surface and there is not a

significant effect of hf/h0 with increasing blowing ratio. Moreover, the hybrid scheme
provided similar results of heat transfer coefficient ratio as the circular and fan shaped
holes at high blowing ratios. The proposed scheme also produced lower values of
Frossling number compared to circular holes and it is unfaltering with blowing ratio. The
net heat flux reduction was presented to illustrate the overall film cooling performance by

combining film cooling effectiveness and the heat transfer coefficient ratio. The
dimensionless reference temperature, ? = 1.5, was used to calculate the NHFR. The

hybrid scheme provided a high film cooling effectiveness with a relatively low heat
transfer coefficient ratio, and therefore demonstrates the highest NHFR in the streamwise

and lateral average directions compared to other film hole geometries. As a result, the
hybrid scheme is able to increase the airfoil's lifetime and the inlet gas turbine
temperature can be increased, which in turn improves the overall gas turbine efficiency
without any possibility of creating hot spots on the downstream surfaces.
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Chapter 6

Chapter 6 Adiabatic and Conjugate Heat Transfer Analysis of

Hybrid Scheme

Throughout this chapter, the adiabatic film cooling and flow structures of the

hybrid scheme will be investigated numerically. The flow field and film cooling
effectiveness at different locations of the computational domain will be presented in order

to understand the physics of the hybrid scheme cooling performance throughout the flow

structures at different blowing ratios. The film cooling performance of the hybrid scheme

will be evaluated with respect to the circular hole. Subsequently, the film cooling and

conjugate heat transfer will be combined to investigate the cooling performance of the
hybrid scheme with different flow arrangements, specifically, parallel flow and jet
impingement with different gap heights, at different blowing ratios.

6.1 Adiabatic film cooling effectiveness and flow structure analysis of

the hybrid scheme

This section will present the adiabatic film cooling effectiveness performance and
flow structure of the hybrid scheme and the circular hole numerically. The local and

average downstream adiabatic film cooling effectiveness and the heat transfer coefficient
ratio in lateral and downstream directions will be illustrated at low and high blowing

ratios. As well, the downstream boundary layer and velocity contours at different planes

will be presented in order to understand the film cooling physics of the hybrid scheme
compared to that of the circular film hole geometry.
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6.1.1 Geometry and boundary conditions

The hybrid scheme was simulated based on the finite volume technique. The
computational domain included the main duct, the hybrid scheme, and supply plenum, as
shown in Fig. 6.1a. The main duct dimension was 85d long, 15d height, and 3d width.
The hybrid scheme included two consecutive film hole configurations. The new scheme
was designed to combine the advantages of circular and film hole shaped configurations.
The first hole of the hybrid scheme was circular, having 6.4 mm diameter (d) and an

inclination angle of 30°. The second shaped hole configuration started at a distance of
0.8d from the external surface, and intersected the circular hole, as shown in Fig. 6.1b.

The slot angle of the hole shape was 10° in the streamwise direction, yielding a
lengthwise opening of 3d. Fig. 6.1b also illustrates all hybrid scheme dimensions based
on diameter. The main flow had a uniform inlet velocity and temperature of 10 m/s and

300 K, respectively. The turbulent intensity of the secondary and mainstream flow was
3%. The turbulent length scales for main and secondary flows were 0.001m and 0.0015m,

respectively. The secondary flow with temperature of 320 K passes through a plenum,
and then moves through the hybrid scheme to spray over the downstream surface.

The main and secondary flows were considered as incompressible-ideal-gas flows

with constant inlet properties. The inlet velocity aruí temperature profiles for both streams
were uniform. A single hole was simulated with symmetry boundary conditions at ? = ±

1.5d in the spanwise direction. External walls for the duct, plenum, downstream and
upstream bottom surfaces of the duct were considered adiabatic walls with no slip
condition. The exit flow from the duct was considered a pressure outlet with zero gauge

pressure (Pabs= 1.01325 bar).
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Structured and unstructured grids with a multi-block were employed throughout

the numerical study to provide the highest grid quality. The grids were generated using

Gambit 2.4 software. Figure 6.2 demonstrates the center plane computational grids of the

circular hole and the hybrid scheme. The grids near the target surface were adapted to

investigate the results with different y+ values for the grid independence study. Moreover,
the grids were designed to be intensive, with high quality close to the inlet and exit of the
hybrid scheme to capture the interaction and jet characteristics of the flow. In order to
resolve the viscosity effects near the wall, the turbulence model with enhanced wall
treatment was used in this study. The mesh was designed to give an average y+ value less
than unity. Many researchers have used y+ less than unity or of order unity near the target
wall for their simulation studies such as Jia et al. (2005), who used a y+ less than unity to

investigate numerically the effect of different jet 'angles on film cooling. Li et al. (2005)
investigated the effect of different model schemes on mist film cooling by using y+ at the
order of unity. Moreover, Immarigeon and Hassan (2006) used y+ equal unity to study the
louver scheme on film cooling effectiveness.

The adiabatic film cooling effectiveness performance for the circular and the

hybrid film hole configurations, as well as the flow characteristics over a flat surface
were investigated throughout this study at different blowing ratios. Table 6.1 lists
different adiabatic cases studied for the circular hole and the hybrid scheme. Figure 6.2

shows the center plane view of the grids used, which consists of both structured and
unstructured meshes for the circular hole and the hybrid schemes.

Table 6.1. Adiabatic study test matrix.

Br
Dr

Circular'.
0.5,1.0,2.0

0.95

Hybrid
0.5,1.0,2.0

0.95
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Figure 6.2. Computational domain grids of circular hole and hybrid scheme.
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6.1.2 Grid test and validation

In order to validate the present numerical methodology, the hybrid scheme

experimental results were used. The film hole scheme was experimentally studied in

chapter 5. , : ,
The grids were designed to be fine close to the target surface and film holes, in

order to capture the flow separation as well as the jet lift-off. Each layer of turbulent
boundary layers required different treatment for accurate simulation. In the numerical
simulations, the grids were designed to provide an average y+ value over the target
surfaces less than unity, which has been recommended and used by Jia et al. (2005), Li

and Wang (2005) and Immarigeon and Hassan (2006).

Figure 6.3 demonstrates the film cooling performance of the hybrid scheme using a
different grid design of y+ value less than unity. The discrepancy of film cooling
effectiveness between a fine grid of 1.35 M cells and an even finer grid of 1.5 M cells is

very small. As a result, the gridded system with a total number of 1 .35 M cells was used
in the present simulations. Différent turbulence models, Realizable k-e, Standard k-co, and
Spalart Allmaras were examined to accurately simulate film-cooling flow. Figure 6.4
presents the effect of the different turbulence models on the film cooling effectiveness for
the hybrid scheme. From the results, the film cooling effectiveness obtained using the
Realized k-e model matched well with the experimental data. The best prediction for the

film cooling effectiveness was also obtained using the Realizable k-e model among the
several available turbulent models (Zhang and Hassan, 2006). As a result, Realizable k-e

model with enhanced wall treatment was used as the turbulence model within this study.
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6.1.3 Adiabatic film cooling results and discussion

This section will illustrate the film cooling performance and flow characteristics of

the hybrid scheme and the circular hole at blowing ratios from 0.5 to 2.0. The results will
present the local and average film cooling performance over the downstream surface and
will then analyze the physical flow structures.

6.1.3.1 Film cooling effectiveness and flow field

Figure 6.5 illustrates the downstream velocity ratio boundary layer for the hybrid
scheme and the circular film hole at different downstream locations and blowing ratios.

The secondary flow provided by the hybrid scheme was usually attached to the
downstream surfaces with small boundary layer thickness. Moreover, the secondary flow

was attached and sprayed over the entire downstream surfaces at high blowing ratios. On

the other hand, the boundary layer profiles for the circular hole were relatively high at

low blowing ratios compared to the hybrid scheme. Secondary flow jet lift-off was
detected for the circular hole at high blowing ratios; it increased with increasing blowing

ratios, as shown in Figs. 6.5b and 6.5c. Moreover, the boundary layer thickness increased
along the streamwise direction at high blowing ratios (Fig.6.5c). As a result, the
secondary flow penetrated the main flow and reduced film cooling effectiveness for the
circular hole at high blowing ratios.

Figure 6.6 demonstrates the center plane velocity contours for the circular hole and
the hybrid scheme at different blowing ratios. The contours are presented to provide a
physical understanding of the secondary and main flow structures for the two film hole
geometries at different blowing ratios. Figure 6.6a shows that the secondary flow attaches
to the downstream surface with less penetration with the main flow for the
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circular hole at low blowing ratio (Br = 0.5). For the same blowing ratio, the hybrid
scheme directed the exit secondary flow velocity in the horizontal direction due to

interior scheme bending. The advantage of the bending effect increased with increased

blowing ratios by reducing the infiltration of the secondary flow with mainstream flow,
as shown in Figs. 6.6b and 6.6c for the hybrid scheme. Consequently, the downstream
film cooling effectiveness will be enhanced with blowing ratios compared to the circular
hole. On the other hand, the jet lift-off increased with blowing ratio for the circular hole
(Figs. 6.6b and 6.6c), hence the film cooling effectiveness diminishes at high blowing
ratios.

Figures 6.7a and b demonstrates the local downstream centerline film cooling
performance of the hybrid scheme and the circular hole at low and high blowing ratios,
respectively. From the results, the hybrid scheme provided a higher film cooling
effectiveness performance compared to the circular hole at low blowing ratio (Br = 0.5).
The film cooling effectiveness values were high close to the film hole exit and where
reduced along the streamwise direction due to a decrease in the secondary flow
momentum over the downstream surfaces. The secondary flow jet lift-off increased at

high blowing ratios for the circular hole, hence downstream film cooling effectiveness
was reduced. The reduction in film cooling effectiveness increasing with increased

blowing ratio for circular holes, as shown in Fig. 6.7b. However, the hybrid scheme
directed the secondary flow in the horizontal direction thereby diminishing the jet lift-off
of the secondary flow. Consequently, downstream film cooling performance for the

hybrid scheme enhanced with increased blowing ratios (Fig. 6.7b). As a result, the hybrid
scheme provided superior film cooling effectiveness at high blowing ratios.
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Figures 6.8 illustrates a comparison of laterally averaged film cooling
performance between the hybrid scheme and the circular hole at low and high blowing
ratios, respectively. The results show that the latterly averaged film cooling effectiveness
over the downstream surfaces is enhanced for ¡the hybrid scheme compared to the circular

hole, as shown in Fig. 6.8a. The hybrid scheme sprayed the secondary flow intensively in

the spanwise direction. Thus, the laterally averaged film cooling performance increased,
and further increased at high blowing ratios. However, the laterally averaged film cooling

effectiveness performance decreased for the circular hole and reached near zero at high
blowing ratios for 3.0 < x/d < 10 due to the jet lift-off, as shown in Fig. 6.8b.

Local laterally averaged film cooling effectiveness performances for the circular

hole and the hybrid scheme are presented in Fig. 6.9 for different downstream locations
and blowing ratios. The results show that, at x/d = 3.0, the film cooling effectiveness

performance provided by the hybrid scheme was superlative compared to the circular
hole. The difference in film cooling performance between the two film hole

configurations increased more with increasing blowing ratios, as shown in Fig. 6.9. The
downstream film cooling effectiveness decreased along the streamwise direction for both

configurations, due to a reduction in secondary flow momentum. The laterally averaged
film cooling effectiveness performance of the hybrid scheme was still higher than that
produced by the circular hole at x/d - 9.0, as shown in Fig. 6.9. At a high blowing ratio
(Br = 2.0), the circular film hole provided a lateral film cooling performance near zero, as

shown in Fig. 6.9c.
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Figure 6.5. Boundary layer profiles of circular hole and hybrid scheme at different
blowing ratios and downstream locations.

153



a) Br = 0.5

HS»·«»

-4 -2 O 10 12 14 1ß 18 20

b) Br =1.0

7 >,„> jQ^u¿

•2024 ß ¿ 10 12 14 1ß ;18 20 '1S -8 . -ß -4 ·2 0 2 4 ^ 6 10 12 14 1ß 18 21

c) Br = 2.0
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different blowing ratios.
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Figure 6.10 demonstrates the downstream centerline plane of the film cooling
effectiveness contours for the circular hole and the hybrid scheme at different blowing

ratios. At a low blowing ratio, the circular film hole provided less jet lift-off, hence the

film cooling performance improved for the circular hole. However, the hybrid scheme
provided a higher performance compared to the circular hole, as shown in Fig. 6.10a. The
reason for this is because the hybrid scheme directed the secondary flow in the horizontal

direction, reducing the vertical flow. Consequently, the film cooling effectiveness for the
hybrid scheme was enhanced with increasing blowing ratio, but decreased for the circular
hole due to an increase in the jet lift-off, as shown in Figs.6.10b and 6.10c.

Downstream film cooling effectiveness contours for the circular hole and the

hybrid scheme at blowing ratios of 0.5, 1.0, and 2.0 are presented in Fig. 6.11. The
contours illustrate the performance of each film hole configuration at different blowing
ratios to cover the downstream surface areas with the secondary flow, therefore,

protecting the outside airfoil from extreme main stream temperatures. The results showed
that the circular hole provided downstream film cooling effectiveness with a maximum

value of= 0.63 near the trailing film hole edge at a low blowing ratio (Br = 0.5). Due to a

reduction in the secondary flow momentum, the film cooling effectiveness performance

decreased along the streamwise and spanwise directions. The hybrid scheme enhanced
the film cooling effectiveness, and it 'reached a value near unity close to the film hole
exit, and reduced gradually along the downstream and spanwise directions, as shown in
Fig. 6.1 la. The effect of the secondary flow jet lift-off on the downstream film cooling
effectiveness for the circular hole can be seen at high blowing ratios, as shown in Figs.

6.11b and 6.11c. In contrast, the downstream film cooling effectiveness increased for the
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hybrid scheme with increasing blowing ratio. The hybrid scheme was designed to direct
the secondary flow in the horizontal direction. The horizontal jet velocity component was

dominant at high blowing ratios compared to the vertical velocity component. As a result,
the hybrid scheme provided superior film cooling effectiveness over the downstream
surface at high blowing ratios, as shown in Figs. 6.1 lb and 6.1 Ic.

Vertical downstream planes in the spanwise direction at x/d = 1.0, 3.0, and 9.0

present the film cooling effectiveness and velocity ratio contours for the circular hole and
the hybrid scheme at blowing ratios of 0.5 and 2.0, as shown in Figs. 6.12 and 6.13
respectively. From the results, the secondary flow attached to the downstream surfaces at
x/d = 1 .0 and provided a wider film cooling effectiveness in the spanwise direction for
the circular hole, as shown in Fig. 6.12a. Further downstream, the secondary flow

sprayed far away from the target surface in the vertical direction, hence reducing the film
cooling effectiveness along the streamwise directions (x/d = 3.0 and 9), as shown in
Fig.6.12a. In addition, the secondary flowi circulation was created over the downstream
surface with a high value near the film hole ' exitj and decreased along the streamwise
direction. However, the hybrid scheme provided a uniform velocity ratio at the

downstream location with a little damping for the velocity ratio profile near the trailing

film hole due to the shape of the exit film hole. Therefore, the film cooling effectiveness

provided a wider positive effect on the hybrid scheme along the downstream locations, as
shown in Fig. 6.12b for low blowing ratio (Br = 0.5). At high blowing ratio (Br = 2.0),
the secondary flow sprayed far away from the downstream surface. The velocity ratio
profile had a crescent shape and became more concave far downstream, as shown in Fig.
6.13a. On the other hand, the secondary flow vortex began with kidney shape in the
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region, close to the film hole exit and grew along the streamwise direction into a horse
shoe shaped vortex. As a result, the film cooling effectiveness for the circular hole was
reduced at high blowing ratios. Conversely, the hybrid scheme produced an extensive
film cooling effectiveness in the spanwise direction along the downstream locations, as
shown in Fig. 6.13b. Furthermore, the secondary flow velocity ratio for the hybrid
scheme sustained attachment to the downstream surface with less flow circulation

compared to the circular hole at high blowing ratios.

6.1.3.2 Heat transfer coefficient performance of the hybrid scheme

Figure 6.14 illustrates the centerline and laterally averaged performance of the
heat transfer coefficient ratio (HTCR) for the hybrid scheme at Br = 0.5 and 1.0. The

hybrid scheme produced local laterally averaged values near unity at low blowing ratios.
At a high blowing ratio, the laterally averaged HTCR increased by 20% above unity due
to an increase in the velocity ratio in the boundary layer region. Figure 6.14 presents the
experimental laterally averaged HTCR of the hybrid scheme at Br = 0.5 and 1.0. From
the experimental results, the effect of the blowing ratio on the HTCR was small. The
difference between the predicted results and the experimental data was within

experimental uncertainty. The lateral performance HTCR of the hybrid scheme for Br =
0.5 and 1.0, at different downstream locations are illustrated in Fig. 6.15. The hybrid

scheme provided a lower HTCR near the film hole center along the downstream direction
at a low blowing ratio. The HTCR profiles increased for Br = 1.0 and produced a dimple
around the center, near the film hole exit due to the leading shape of the film hole exit.
Moreover, the HTCR performance decreased in the streamwise and spanwise directions,
as shown in Fig. 6.15.
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The downstream HTCR contours of the hybrid scheme are presented in Fig. 6.16.

The hybrid scheme provided low HTCR values near the centerline over the downstream
surface at Br = 0.5. Furthermore, the HTCR values decreased gradually in the streamwise

direction as secondary flow momentum decreased, as shown in Fig. 6.16.

6.2 Film cooling and conjugate heat transfer analysis of the hybrid
scheme

Combining the conjugate heat transfer (CHT) with film cooling is essential for
developing and improving the thermal design of gas turbine airfoils. Parallel, cross and
jet impingement flows are effective methods for internal cooling. In the gas turbine
engine, it is preferable to cool the critical region, which has the highest thermal load.
Usually, internal cooling methods are appropriate for airfoil cooling near the leading
edge, where the airfoil material is thick. Therefore, there will be enough solid material to
create internal passes. The secondary ¦ fïow exiting1 the plenum passes through internal
holes with different flow configurations, and then exits from the film hole for external

airfoil cooling. The internal cooling can be affected by different designs and flow
conditions such as the number of jets, jet to target plate spacing, jet shape, jet

arrangement (inline or staggered), effect of flow directions, and jet inclination angle. The
main objective of this study is to investigate the film cooling performance along the
upstream and downstream surfaces of the hybrid scheme by combing internal and film
cooling for different flow configurations, gap height and operating conditions.
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6.2.1 Geometry configurations and boundary conditions

Different geometries were simulated to study the cooling performance of the
hybrid scheme by combing the CHT and film cooling at different blowing ratios. Figure
6.17 demonstrates different conjugate geometries studied: cross flow, parallel flow and

jet impingement flow. The cross flow case with a circular hole, which was studied by Lu
et al. (2005), is used as a benchmark conjugate case study. One film hole was simulated
for all case studies with symmetry boundary conditions. The inlet secondary flow was

fixed for all flow configurations studied and blowing ratios were changed by varying the
outflow of the secondary flow. For the hybrid scheme study, the main flow stream was

simulated with a uniform inlet velocity and temperature of 10 m/s and 300 K,

respectively. An inlet secondary flow of 0.0191 m3/s was used with a 320 K inlet
temperature. This amount for the secondary flow rate was equivalent to a blowing ratio of
1.46 without outlet flow. A median turtmíérit" intensity of 3% was used for the injection

and the main flows. The main and secondary 'flow turbulence lengths were 0.0015 and

0.001, respectively. The conjugate plate material was the same used by Lu et al. (2005),
with constant physical property values of 1180 kg/m3, 0.3315 W/m K and 1730 J/Kg K
for density, thermal conductivity, and specific heat, respectively. Table 6.2 illustrates
simulated cases for the conjugate heat transfer study.
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Table 6.2. Conjugate study test matrix.

Case no

1

T

T

Plate

Condition

Conjugate

Adiabatic

Conjugate

Conjugate

Conjugate

Flow Directions

Cross

n/a

Parallel

Impingement

Impingement

Gap height

(H/d)

n/a

0.8

0.8

1.2

Blowing

ratio

0.764

0.5 , 1.0

0.5,1.0

0.5 , 1.0

0.5,1.0

Film hole

Circular

Hybrid

Hybrid

Hybrid

Hybrid

6.2.2 Benchmark case study

The grid independence and turbulence models were studied to simulate the
conjugate heat transfer. The conjugate heat transfer for the circular hole with cross flow
configuration, which presented by Lu X. et al (2005), was used for the conjugate
validation study. Figure 6.17a illustrates the computational domain of the conjugate heat
transfer validation study. Lu X. et al (2005) investigated conjugate heat transfer over a
flat plate. The cross section of the main duct was 240 mm wide by 300 mm high, with a
length of 600 mm. The dimensions of the secondary flow duct were 240 mm wide and 10
mm high. The two ducts were separated with a 20 mm thick plate. One of five circular
film holes was simulated on the plate with a 5 mm diameter and a 30° inclination angle.

The hole length and the pitch to diameter ratio were 40.3 mm and 8.06, respectively. The
inlet and exit boundary conditions were the same as those used by Lu et al. (2005) for the
validation study.
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Figure 6.17. Different configurations of the conjugate heat transfer study.
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Figure 6.18a presents the local centerline surface temperatures for different grid
studies, which achieved different average y+ values over the surface at a 0.764 blowing
ratio. From the results, the difference in the temperature profiles between a fine and a

finer mesh (y+ = 0.85 and 0.6) was negligible. Furthermore, there was a difference in
temperature profile results obtained for y+ = 90 and y+ values less than unity. Lu et al.
(2005) noticed that accurate results from the simulation were obtained by designing y+
less than unity.

Figure 6.18b shows the effect of different turbulence models on the output surface
temperature profiles for the validation case study. The k-e, k-? SST and Spalart-Allmaras
(SA) turbulence models were examined for turbulence model tests. The output
temperature profiles compared with the infrared (IR) experimental data obtained by Lu et
al. (2005) are shown in Fig. 6.18b. From the results, there was a good agreement between
the experimental data and the predicted results obtained by using k- e turbulence model
with enhanced wall treatment. The k-e turbulence model predicted the flow

characteristics and physics near the wall more accurately, compared to other two
turbulence models: k-? SST and Spalart-Allmaras. As a result, the grids, which provided

an average y+ of 0.6 and k- e model with enhanced wall treatment, will be used
throughout this study.

6.2.3 Computational grid of the hybrid scheme

Figure 6.19 illustrates the centerline grid plans used to simulate the conjugate heat
transfer of the hybrid scheme. Three different grids were designed for an average y+ value
less than unity to examine grid independence for the hybrid scheme. Grids that provided
an average y+ value of 0.6 over the surface were used to simulate the CHT for the hybrid
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Figure 6.18. Conjugate heat transfer validation with Lu et al. (2005), Br = 0.764.
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scheme. Structured and unstructured' grids with multi-block numerical grids were

employed throughout the CHT study to provide enhance grid quality. Clustered grids
were designed near the walls, inlet and exit of the hybrid scheme, as shown in Fig. 6.19.
A close view of the mesh near the hybrid scheme and the first hole (circular hole) are

presented in Figs. 6.19a and 6.19b.

6.2.3 Film cooling and conjugate heat transfer results and discussion of the hybrid
scheme

Figure 6.20 presents the centerline downstream film cooling effectiveness for case
studies 2, 3, 4, and 5 (in Table 6.2) at blowing ratio of 0.5 and 1.0. At a low blowing ratio

(Br = 0.5), the adiabatic film cooling effectiveness of the hybrid scheme provided the
highest performance compared to other conjugate cases studied for x/d < 5, as shown in
Fig. 6.20a. Since the parallel flow and jet impingement configurations had the same gap
height and the same secondary inlet flow rate, there was no significant effect on the
downstream film cooling effectiveness performance. The impingement configuration
with H/d = 1.2 (case 5) produced the highest film cooling performance compared to other
conjugate heat transfer cases studied for all downstream locations as well as the adiabatic
case study for x/d > 5. The downstream film cooling effectiveness of the hybrid scheme
was affected by gap height. A large gap height provided smoothing inlet flow to the
hybrid scheme with less interior flow circulation. The film cooling effectiveness
enhanced with increasing blowing ratio compared to other conjugate cases, as shown in
Fig. 6.20b. Case (5) produced the highest film cooling effectiveness compared to other
conjugate cases, but it provided a lower performance than the adiabatic case for x/d < 7.5.
Moreover, the outlet flow enhanced the downstream cooling effectiveness due to
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downstream conjugate heat transfer. The effect of the downstream CHT on cooling
effectiveness can be observed further in the spanwise direction (z/d > 0.5).

Figure 6.21 demonstrates the lateral film cooling effectiveness at different
downstream locations of x/d = 1, 3, and 9 for the hybrid scheme cases studied at Br = 0.5

and 1.0. The results show that the adiabatic case study enhanced the film cooling

effectiveness compared to the conjugate cases, near the film hole center until the
downstream distance of x/d < 9.0. For x/d = 9, the adiabatic case provides lower film

cooling effectiveness values compared to the jet impingement (case 5) near the film hole
centerline. Moreover, it provides the lowest value of film cooling effectiveness further in
the spanwise direction with respect to other conjugate case studies. Since there was CHT
for the downstream surface from the outlet secondary flow, the film cooling effectiveness

increased further in the spanwise direction, as shown in Fig.6.21. Moreover, the parallel
flow configuration produced the lowest film cooling effectiveness near the hole center,
but it provided the highest values further in the spanwise direction. Further downstream
(x/d > 9), the film cooling effectiveness performance was similar for all conjugate case
studies, as shown in Fig. 6.21 .

Figure 6.22 illustrates the downstream filrri cooling effectiveness contours for the
different case studies at Br = 0.5 and 1.0!At Br = 0.5, the adiabatic case produced the

highest film cooling effectiveness performance near the film hole center compared to
other conjugate case studies as shown the left side contours in Fig. 6.22. The conjugate
heat transfer enhanced the film cooling effectiveness far in the streamwise direction

compared to the adiabatic case study. The jet impingement with large gap height
provided the highest film cooling effectiveness compared to other case studies.
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Figure 6.20. Downstream centerline film cooling effectiveness performance of the hybrid
scheme for different case studies at Br = 0.5 and 1.0.
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The hybrid scheme is able to spray the secondary flow widely and intensively
over the downstream surface in the spanwise direction at high blowing ratios. As a result,

the downstream film cooling effectiveness isenhanced at a high blowing ratio (Br = 1.0),
as shown in Fig. 6.22. The jet impingement configuration with large gap height provides
the highest downstream cooling performance among other flow configuration studies. In
addition, Fig. 6.23 illustrates the laterally average downstream cooling performance of
the hybrid scheme for different flow configurations at Br = 0.5 and 1.0. The results show
that the adiabatic case study provides the highest cooling performance near the film hole
exit (x/d <1.5). While, the conjugate case with large gap height enhances the downstream
laterally cooling performance for x/d > 1.5 among other configuration cases studied. For
the same gap height (H/d = 0.8), there is a significant effect of flow configuration
(parallel or impingement) on downstream laterally film cooling performance at Br = 0.5
and 1.0.

Figure 6.24 illustrates centerline velocity ratio contours near the hybrid scheme
entrance for different conjugate case studies at a blowing ratio of 1.0. From the results,

the parallel flow and jet impingement configurations with gap height of H/d = 0.8
provided the same flow structure at the entrance region. A large gap height provided a
more uniform inlet flow to the hybrid scheme compared to small gap height cases. In

addition, the inlet velocity ratio for the hybrid scheme was less for large gap heights,

reducing the circulation flow inside the hybrid scheme. As a result, the secondary flow
sprayed effectively over the downstream surface.

Figure 6.25 illustrates velocity 'ratio component contours at the inlet and exit area
of the hybrid scheme for different conjugate case studies at a blowing ratio of 1.0. The
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Figure 6.23. Laterally averaged downstream cooling performance of the hybrid scheme
for different configurations.
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results showed that the gap height affected the' inlet velocity of the hybrid scheme. Large

gap height produced uniform velocity ratio contours with less flow disturbance at the
entrance cross section, as shown the left side velocity ratio contours in Fig. 6.25. The

velocity component U was dominant with respect to the V component at the entrance area
of film hole scheme. At the inlet cross-section, the vortex flow generated due to the

change in flow direction was decreased for large gap heights. Therefore, the inlet flow
structure was affected by the flow at the exit area of the scheme. The results showed that
the horizontal velocity component for the hybrid scheme was dominant since the internal

bending directed the flow in the streamwise direction with less jet lift-off as shown in
Fig. 6.25. The U velocity for the exit scheme had the highest value near the leading edge
and decreased gradually in the streamwise 'direction. The horizontal velocity component
sprayed more toward the trailing edge for large gap heights. Consequently, the secondary
flow sprayed entirely over the downstream surface to enhance the film cooling
effectiveness.

Figure 6.26 demonstrates centerline cooling performance of CHT and film
cooling of the hybrid scheme for different flow configurations at Br = 1.0. In addition, the
results presented the cooling gradient inside the conjugate plate and boundary layer over
the bottom surface of the duct. The downstream cooling performance for parallel flow

and jet impingement cases studied with the same gap height is almost similar. However,
the impingement configuration provides higher upstream cooling performance compared
to the parallel configuration. The upstream 'and downstream cooling performance were
enhanced for the jet impingement configuration with large gap height. The secondary
flow is circulated more around the X-axis for a large gap height as shown in Fig.6.27).
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Figure 6.26. Centerline cooling performance contours of different flow configuration
cases studied (Br = 1.0).
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Therefore, the upstream cooling performance is further enhanced with respect to small
gap heights. ¦*;.7;^7^ [ ??'.'

Figure 6.27 illustrates vertical-spanwise planes of velocity ratio contours inside
the gap for different flow configurations at different locations of x/d = 1, 6, and 15
measured from the centerline of the first hole (R2 In Fig. 6.17c). Near the conjugate

plate, the secondary velocity values were lower for parallel flow (Fig. 6.27a) compared
with the jet impingement configuration. As a result, the convective heat transfer between
the secondary flow and the conjugate plate was reduced. The secondary flow circulation
inside the gap increased for the jet impingement cases near the first hole and reduced
along the streamwise direction, as shown in Figs. 6.27b and c. Less flow circulation was
observed, for jet impingement cases with smaller gap height, in the region far from the

conjugate surface and x/d > 1 (Fig. ;6Ì7b), while the secondary flow was further
circulated in large domains for jet impingement with a large gap height (in Fig. 6.27c),
improving the convective heat transfer inside the gap. Therefore, the upstream cooling
performance was affected by the flow structure inside the gap. Furthermore, increased
vorticity of the flow enhanced the cooling performance.

The upstream cooling performances of the parallel flow and the jet impingement
with small and large gap heights at Br = 1.0 were presented in Fig. 6.28. Since the
secondary inlet flow rate was fixed, there was no significant effect of blowing ratio on the
upstream cooling performance for each flow configuration. The jet impingement
improved the cooling performance due to the impact of the secondary flow on the
conjugate plate bottom surface, and created vortex flow inside the gap. As a result, the
convective heat transfer increased subsequently, and the cooling performance was

184



x/d=1.0 x/d = 6.0 x/d=15.0

iflT^^s^^^Bm^^tSwillly^^^^^
Mmm

'-Ì.5 -1 -0.5 0 0.5 1 1.5z/d
-1.5 -1 -0.5 0.5 1 1.5 -1.5 -1 -0.5 0 0.5 1 1.5

a) Parallel (case 3)

b) Impingement H/d = 0.8 (case 4)

1 .5 -1 -0.5 0.5 1 1.5

c) Impingement H/d = 1 .2 (case 5)
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different configurations (Br = 1.0).
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enhanced compared to the case of the parallel flow configuration. The vortex flow
increased with increasing gap height, thereby improving the cooling performance, as

shown in Fig. 6.28.

6.3 Summary

The adiabatic film cooling effectiveness performance and flow characteristics of

the circular film hole and the hybrid scheme were investigated numerically at blowing

ratios of 0.5 and 1 .0. The results showed that the secondary flow jet lift-off was reduced

for the hybrid scheme since the secondary flow injected mainly in the horizontal direction
over the surfaces due to interior bending effect. Consequently, the downstream film

cooling effectiveness was enhanced and increased with increasing blowing ratio.
Conversely, the film cooling effectiveness was reduced for the circular hole at high
blowing ratios due to increasing jet lift-off.

Moreover, the conjugate heat transfer and film cooling were combined to evaluate
the cooling performance of the hybrid scheme for different flow configurations at Br =
0.5 and 1.0. Parallel flow and jet impingement' with two different gap heights have been
simulated to study the hybrid scheme cooling performance including CHT. The
secondary flow rate for the three cases studied was fixed and the outlet flow was changed
to obtain the required blowing ratio. The results showed that there was no significant
effect of blowing ratio on upstream cooling performance for each case study. Jet

impingement configurations enhanced the upstream film cooling performance and
increased for large gap height. Moreover, the jet impingement with a large gap height
provided improvement in the downstream film cooling effectiveness. The outflow

l-M



enhanced downstream film cooling effectiveness due to the downstream conjugate heat

transfer and increased further, especially in the spanwise direction.
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Chapter 7

Chapter 7 Conclusion and Recommendation

7.1 Conclusion

A new test facility was designed and constructed to investigate film-cooling

performance of advanced film cooling schemes over a flat plate and airfoil surfaces.
Software codes, including Labview and image processing using Matlab, for transient film
cooling tests, were developed through the current experimental work. The
Thermochromic liquid crystal (TLC) technique was used to measure the wall surface
temperature. A circular film hole over the flat plate was used to validate the current
experimental technique and methodology through a comparison between the obtained
results and published data. The validation resültsshöwed a good agreement, such that the
current experimental technique and methodology are deemed reliable.

The film cooling performance of the louver scheme was investigated and
compared with other traditional and advanced published film hole geometries. The film
cooling performance of the louver scheme was tested for blowing ratios of 0.5, 1.0, and
1.5 and a density ratio of 0.94. The results show that the louver schemes provided

superior centerline and lateral film cooling effectiveness compared to other published
film hole geometries. In addition, the film cooling effectiveness was enhanced with
increasing blowing ratio for the louver scheme. The centerline and lateral average heat
transfer coefficient for the louver scheme had lower values over the downstream surface

with respect to the circular hole scheme, but it provided similar results to the shaped hole.
Moreover, there was an insignificant effect on the heat transfer coefficient ratio with
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increasing blowing ratio for the louver scheme. In addition, the Frossling number was
introduced to evaluate the heat transfer performance of the louver scheme by combining

the heat transfer coefficient, Reynolds number, and exit area of the film hole. From the

results, the Frossling number performance of the louver scheme increased with increasing
blowing ratio until it reached a peak point, for which it then decreased with any further
increase in the blowing ratio. However, it provided a constant value along the
downstream jet holes. The net heat flux reduction (NHFR) was determined to present the
overall film cooling performance by combining the film cooling effectiveness and heat
transfer coefficient ratio. The dimensionless reference temperature, ? = 1.5, was used to

calculate the NHFR. The louver schemes provided a high film cooling effectiveness with

a relatively low heat transfer coefficient ratio, therefore providing the highest NHFR in
the streamwise and laterally averaged directions compared to circular and fan shaped
holes.

The film cooling performance of the hybrid scheme was presented in terms of

film cooling effectiveness, heat transfer coefficient ratio, Frossling number and NHFR, at
low and high blowing ratios. Subsequently, the film cooling performances of the hybrid
scheme were compared with other traditional and advanced published film hole

geometries. The film cooling performance of the' hybrid scheme was investigated for
blowing ratios from 0.5 to"1.5 and a 0.94 density ratio. From the results, the hybrid
scheme augmented the centerline and the laterally averaged film cooling effectiveness
with respect to other film holes at different blowing ratios. In addition, the film cooling
effectiveness was enhanced with increasing blowing ratio for the hybrid scheme. The

centerline and laterally averaged heat transfer coefficient ratio of the hybrid scheme
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demonstrated an average value near to unity, over the downstream surface. In addition
there was no significant effect of hf/h0 with increasing blowing ratio. The hybrid scheme
provided similar results for the heat transfer coefficient ratio as the circular and fan
shaped holes at high blowing ratio! The proposed scheme provided lower values of
Frossling number compared to the circular hole scheme, which was unaffected by the
blowing ratio. The net heat flux reduction was presented to illustrate the overall film
cooling performance by combining the film cooling effectiveness and heat transfer
coefficient ratio. The dimensionless reference temperature, ? = 1.5, was used to calculate

the NHFR. The hybrid scheme provided a high film cooling effectiveness with a
relatively low heat transfer coefficient ratio. Therefore, it demonstrated the highest
NHFR in the streamwise and laterally averaged directions compared to that of the

circular and fan shaped holes.

As a result, the louver and the hybrid schemes are able to increase the airfoil's
lifetime. Furthermore, the inlet gas turbine temperature can be increased, which in turn
improves the overall gas turbine efficiency without any possibility of creating hot spots
on the downstream surfaces.

The adiabatic film cooling effectiveness performance and flow structures for the

hybrid and circular hole schemes were investigated numerically, at different blowing
ratios. The results showed that the hybrid scheme spewed the secondary flow in the

horizontal direction with less jet lift-off. Consequently, the downstream film cooling
effectiveness was enhanced, and increased with increasing blowing ratios. However, the

film cooling effectiveness was reduced for the circular hole scheme with increasing
blowing ratios due to increased jet lift-off;
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Different flow configurations were simulated to study the conjugate heat and film

cooling performance of the hybrid scheme at blowing ratios of 0.5 and 1.0. Parallel flow
and jet impingement configurations with gap heights of 0.8d and 1.2d have been
simulated. For the three cases studied, the inlet secondary flow rate was fixed, and the

outlet flow was varied to obtain the required blowing ratio. The results showed that the

upstream cooling performance for each case studied was constant for variable blowing
ratio. The jet impingement configuration enhanced the upstream film cooling
performance with respect to the parallel flow. Moreover, a large gap height with jet
impingement provided improvement on the downstream film cooling effectiveness and
enhanced the upstream performance.

7.2 Recommendation

The film cooling performance of the louver and hybrid schemes were tested

experimentally on a flat plate. It was found that both schemes enhanced the film cooling
effectiveness at different blowing ratios. Future studies are recommended to investigate

the performance of the schemes on an airfoil. This could include optimizing their
locations on the pressure and suction sides of the airfoil for peak film cooling
performance. The louver scheme ,was', designed ^. include jet impingement, and was
found to significantly effect on the conjugate heat transfer (CHT). Future experimental
and numerical studies are therefore recommended to combine CHT and film cooling on

an airfoil.

The CHT and film cooling analysis of the hybrid scheme were investigated over a

flat plate through this study. Future numerical and experimental studies could include
CHT and film cooling of the hybrid scheme on airfoil with multi-row configurations.
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New designs that incorporate internal cooling, including swirling flow, are recommended
to improve the hybrid schemers overall cooling performance for gas turbine airfoils. The
evaporative cooling for the inlet cooling air. has significant effect on overall film cooling
effectiveness, hence on overall thermal efficiency of the engine, therefore it is
recommended for future studies with advanced film cooling schemes.
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Appendix A: Different Methods to Calculate h and ?
A.l Comparison between three different methods to calculate h and ?

This section presents a comparison of three different methods used to solve heat
transfer coefficient and film cooling effectiveness. The flow-chart in Fig.A.l shows the
three methods: two points, Nonlinear Least Square Regression, and Duhamel' s
Superposition methods. The method selected is highly dependent on test rig design as
well as the procedure used to run the experimental where it will affect thermally changing
flow conditions. Thermal flow conditions are very difficult to keep constant during

transient tests due to heat transfer losses either from the working fluid to test rig material

or to the surroundings. , if,; I. ? {{>, I, ¦
The first method to solve film cooling effectiveness and heat transfer coefficient is

called the two points method. Two pairs of time should be selected in order to solve Eq.
Al. The transient time is 30 sec and there is a different value of jet, main, and wall

temperatures for each corresponding time. For the selected two pairs of time, heat
transfer coefficient can be calculated can be determined from Eq. A.4, then the film

cooling effectiveness from Eqs. A.2 and A3. From the results, there is more than one
solution of film cooling effectiveness for every two pairs of time as shown in Table A.l.
Each solution is obtained by Eq. A.l with a specific error. Moreover, there are many
solutions of heat transfer coefficient for the same two pairs of time, as presented in Table
A.2. As a result this method cannot be used in the present study to calculate film cooling
effectiveness and heat transfer coefficient for the transient test.
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Methods of solving the equation of HTC and ?

I

Constant flow conditions Variable flow conditions

I
Two points Method f

Duhamel' s Superposition
Method

1
1

Nonlinear Least Square
Regression Method

Figure A.l. Flow chart for different methods to solve heat transfer coefficient and film
cooling effectiveness.
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A. 1.1 Two points methods

Tm -T1 =[l-exp^2 >r/c(A)]*[^, -Tml)+Tml -T1]
, hyfätwhere ß =

??
t -t1Wl 1I

.[!-«plpVjbrfcfe,)] + (t,-t??) (Tj1-T1nJ

?2 =

T-T =

T -T-1 w 2 ·

v[l-exp(ß22>^ (P2)]

\-^22\rf<{ß2)]*

+ (T1-Tn,)

Twì Ti -+{t, -Tj

[Tj2-Tml)

(Tj2-Tm2)
[l-exp^V^,)

(A. 1)

(A.2)

(A.3)

J

J, \ _/2 (?? ß rri rri (A.4)

Table A. 1. h and ? at different time steps for two points method.

10
12

14
16
20
24

30
30
30
30
30
30
30
30
30

Average

295

471.95
379.2
315.5
255.2
164.1
129.8
191.2

144.5
260.7167

JLL
0.786207
0.768279
0.775509
0.783051
0.793861
0.826463
0.851664
0.780798
0.789914
0.795083

JU_
0.0707

0.070178
0.070389
0.07061
0.070927
0.071881
0.072619
0.071496
0.072257
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Table A.2. h and ? at one pairs of time for two-point method.

12 30

93.3
104.05
116,75

: 132, 15
151.25

175.8
208.65
255.2

327.05
453.7
740.5

JLL
0.972655
0.941972
0.913453
0.886689
0.861553
0.837779
0.815262
0.793861
0.773408
0.753802
0.734923

JU
0.074058
0.073521
0.073022
0.072555
0.072116
0.071699
0.071304
0.070927
0.070563
0.070212
0.06987

A. 1.2 Nonlinear least square method

The second method is called nonlinear least square regression. This method is used to

further reduce experimental error for film cooling applications. It is preferable to use the
regression method with high response of the secondary flow temperature during the
experimental test. Many parameters aie'mëasufed, using the transient experimental
method to determine the heat transfer coefficient (h) and film cooling effectiveness (?),

such as wall surface temperature using TLC technique, secondary flow temperature, and
initial and mainstream temperatures. All these parameters are changeable during the
transient test except the initial temperature. The non-linear least-square regression
method is used to solve Eq. (A.5) in order to calculate the two unknown parameters: h

and ?. For every ROI, the surface wall temperatures values for each transient test (during
30 sec) are related to one particular value for heat transfer coefficient and film cooling
effectiveness.
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T~T 1-exp
?2??

erfc
hyjat *b(Tj-T*)+T~-T'] (?·5)

The downstream wall surface temperature for each ROI over the target surface is

measured using the TLC technique at each time step during the transient measurement

according the following equation:

1W(ROI) (h,7) -T1TLC\t=T O
(A.6)for i = 1 to N.

where N is total number of images captured during each transient test.

To obtain the optimum solution for solving the two unknown parameters (h and

?), N-Nb equations should have minimum values in the error function for each ROI over
the target area as follows:

If*2; W(ROI) (M) TLC \?=t)=F,?) (AJ)

Where Nb is the number of black images (without cooling effect) and e is the least square

error (LSE).

Figure A.2 presents the temperature response data for a single ROI as well as the
curve fit solution using the non-linear least square regression method. The residual error
of heat transfer coefficient and film cooling effectiveness is minimized by using the LSQ

method, such that the experimental error will also be reduced.
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Figure A.2. Measured and calculated temperature profiles using LSQ.
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A.1.3 DuhamePs superposition method (DSM)

Duhamel' s superposition method is used for slow response of changing secondary
flow temperature during the experimental test. The following results present the solution
of the heat transfer coefficient and film cooling effectiveness using Duhamel' s

superposition method considering the variation of the secondary flow. Two time steps are
selected and applied to Eq. A. 8 to calculate the two unknowns (h and ?). The second time
step is selected to be 30 sec while the first time step is changed in order to study the
effect of the first time on the final value of h and ?, as shown in Table A. 3. Firstly, the

heat transfer coefficient is calculated from Eq. A. 8, and then the film cooling

effectiveness can be calculated from either Eq. A.9 or Eq. A. 10. Theoretically, ?? and ?2

should be the same however in reality, there is a difference, as shown in Table A. 3. Each

value of ? has an error according to Eq. A.l 1, as shown in Table A. 3. From these results,
there is no solution for the two variables if ti<14 sec. When the two times steps become

very close, the heat transfer coefficient has low value. As a result, h and ? have different
values according to the selection of ti. Therefore, the final values of h and ? are
considered as an average value.

lw(t\)

Ni

t S 1-expf tfäity-nt¦arfa hyja Jtx-Tn)
k ·*(?G;)„

TMl2)-Ti <µ,
n=\

1-expÍh1a{t1-Tn)serfc h^Ja Jt2-Tn)
k ¦* (?G,),

(T^1n-T,)
Vx

Ni

S
( ui

1 - exp h2 a (Jx-Tn) erfci hyj'a Jtx-Tn)
k

M

W,.)„

(A.8)

(A.9)
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(A. 10)

S 1-exprh2a(t2-Tn) r , r=

erfq hja(t2-r„)
k W,)„

where ATj is the incremental change in jet temperature.

1TLC Tw,1,2
'1,2" T

!100 (A.11)
TLC

where 1 and 2 in e are biased on ? ? and ?2, respectively. In Tw, 1 and 2 refer to the first

and second selected time.

Table A.3. h and ? at different time steps for Duhamel's superposition method.

t! (Nl)

10

12
14

15

17
19

21

23
25

t2 (N2)

30
30
30
30
30

30
30
30
30
30
30

30
Average values

h
(W/m2.K) ?? e? ?2 E2

No solution found

196.1
196

195.4
195.3
183.1

125.2
77.7

166.9714

0.8702
0.8664
0.842
0.838
0.8267
0.8695
0.9583
0.8673

3.3749
3.5202
4.3207
4.5297
4.9431
3.5703
1.0443

3.614743

0.825
0.82

0.7944
0.7908
0.7802
0.8202

0.9041
0.819243

5.1779
5.3583
6.3167
6.4577

6.8777
5.3497
2.5909

5.446985714
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A. 1.4 Summary

The method selected to calculate h and ? values is affected by the main and

secondary flow conditions during the experimental measurement. The two points method
is used for constant temperature of the two flows, as well as for two different steady state

experimental runs. If the secondary flow temperature response is slow, the Duhamel' s
superposition method must be used at two different pairs of times, and the final results of
heat transfer coefficient and film cooling effectiveness is considered as an average value

of output results of each two pairs of times. Conversely, the nonlinear least square
regression method is used if the secondary flow temperature response is high. Table A.4
presents the percentage difference between the three methods (two points, Duhamel' s
superposition, nonlinear least square method), using Eq. A. 12.

{h> VÌDuhamel.Tno.noints ~ V1' 1I)LSQ
£h,n~ : (ä, 17)

;100. (A.12)
LSQ

Table A.4. Comparison of h and ? for different solved methods.

Two points
eh%

45.3227 %
e ?%

0.22801%

Duhamel 's superposition method
lsh%'
6.7 %

e??%
8.83%

e ?2%
2.8%

The nonlinear least square method requires an initial guess for h and ? , which
has a significant effect on the final result of the heat transfer coefficient, film cooling
effectiveness, as well on LSQ error. Therefore, different downstream selected points are
tested with scanning a range of heat transfer coefficient and film cooling effectiveness as
an initial guess to investigate the acceptable initial guess value of h and ? to be used for
all downstream surfaces with a minimum LSQ error. Figure A. 3 presents the output
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values of the heat transfer coefficient ratio (h/h0), film cooling effectiveness and the LSQ

error for different initial guess values of heat transfer coefficient and film cooling
effectiveness. These results are obtained for a single ROI located at x/d = 2 on the

centerline. From the results, the initial guess values for h < 400 (W/m 0C) has a

significant effect on the output stability values of Wh0, ? and the LSQ error, as shown in
Fig.A.3. The final output values are stable with minimum LSQ error value of 5 for an
initial guess value of h > 450 (W/m2oC) with any value of ?. Other ROIs are tested at
different downstream locations. For example, Fig.A.4 presents the effect of initial values

on the output results for different ROIs, located at x/d = 10. The results show that the
minimum LSQ error has a stability value of 0.44 for an initial guess hiG > 500, which
corresponds to the stability of ? with a small variation of 2-3% for h/h0 values, as shown
in Fig.A.4. As a result, according the two ROIs tested, the initial guess value for heat
transfer coefficient should be > 500 (W/m2oC) with any initial value of film cooling
effectiveness in order to achieve stability of the solution with a minimum LSQ error. The

LSQ error over the downstream surfaces has a maximum value near the film hole exit
and decreases along the streamwise direction.
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Figure A.3. Output results for different initial guess values for a single ROI at the
centerline and x/d = 2 (Br = 1 .0) (min error around 5).
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Figure A.4. Output results for different initial guess values for a single ROI at the
centerline and x/d = 10 (Br = 1.0) (min error around 0.44).
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Appendix B: Local and average experimental data
Table B. 1 . Centerline downstream cooling data of circular film hole Br = 0.5.

x/d

0

0.061

0.122

0.183

0.244

0.305
0.365
0.426

0.487

0.548

0.609
0.67

0.731

0.792

0.853
0.914

0.975
1.036

1.096
1.157

1.218
1.279

1.34

1.401

1.462
1.523

1.584
1.645

1.706
1.766
1.827
1.888

HTCR

0.481
0.485

0.488
0.491

0.492

0.493

0.494

0.498

0.5

0.503

0.502
0.504

0.506

0.511

0.512
0.511

0.512

0.517

0.515

0.513
0.51

0.513

0.512
0.516

0.514
0.514
0.513

0.511

0.509
0.509
0.509
0.509

0.6

0.585

0.608

0.692

0.748
0.754
0.77

0.769
0.781

0.789

0.777
0.78

0.779

0.776
0.786

0.789

0.789

0.802

0.798

0.807

0.805

0.806

0.81

0.809
0.811

0.812

0.819
0.814

0.817
0.827
0.825
0.82

Fn NHFW

0.718
0.719
0.719

0.719
0.718
0.719

0.718
0.718
0.718
0.718

0.719

0.718
0.718

0.718
0.718

0.718

0.718

0.719

0.718
0.719

0.718
0.718

0.719
0.718
0.718
0.718
0.719
0.718
0.719
0.719
0.718
0.718

x/d

0.833
0.841

0.837

0.818

0.805
0.804

0.8

0.806

0.804
0.807

0.808

0.81

0.813

0.819

0.818

0.816
0.816
0.82

0.818
0.814

0.811

0.814
0.812
0.817
0.814
0.814
0.812
0.81

0.807
0.805
0.805
0.806

1.949

2.01

2.071

2.132

2.193

2.254
2.315

2.376

2.437

2.497

2.558

2.619

2.68

2.741

2.802

2.863

2.924

2.985

3.046
3.107

3.168

3.228
3.289

3.35

3.411
3.472
3.533

3.594
3.655
3.716
3.777
3.838

0.508
0.51

0.508

0.507

0.508
0.505

0.506
0.505
0.504

0.501

0.497

0.497
0.496
0.495

0.494

0.494
0.492

0.49
0.486

0.484
0.482
0.477

0.475

0.47
0,47,

0.46,7
0.466
0.463
0.461
0.459
0.455
0.45

HTCR

0.813

0.816

0.824

0.834

0.835

0.83

0.84
0.828
0.842
0.836
0.836
0.831

0.838

0.844

0.841
0.84

0.83

0.846
0.842

0.833

0.838
0.843

0.833
0.836

0,842
0.84l·

0.849
0.843
0.853
0.855
0.854
0.853

Fn NHFW

0.718
0.718

0.718
0.718

0.718

0.718
0.719
0.718
0.719
0.718

0.718
0.719
0.718
0.719

0.718
0.718
0.718
0.718

0.718
0.718
0.718
0.718

0.718

0.719

0,71?

0.718
0.718

0.718
0.719
0.718
0.718

0.807

0.808

0.803
0.801

0.801

0.799
0.798

0.799

0.794

0.792

0.787

0.788

0.786
0.783

0.782
0.783

0.782
0.776

0.772

0.772
0.768
0.761

0.76
0.754

0.752

0,748
0.744

0.742
0.737
0.733
0.728
0.723

x/d

3.898
3.959

4.02

4.081

4.142

4.203

4.264

4.325

4.386

4.447

4.508

4.569

4.629

4.69

4.751
4.812

4.873

4.934

4.995

5.056
5.117

5.178

5.239
5.299
5.36

5.421
5.482
5.543
5.604
5.665
5.726
5.787

0.445

0.443

0.437

0.436
0.435

0.432

0.426

0.42

0.422

0.418

0.415

0.409

0.409

0.401

0.402

0.397

0.391
0.387

0.387

0.387

0.385
0.379

0.376
0.376

0.373
0.37

0.366
0.363

0.36
0.355
0.349
0.343

HTCR

0.85

0.851

0.846

0.842

0.849

0.854

0.851

0.845

0.846

0.852

0.857

0.847

0.851
0.845

0.851

0.867

0.857

0.849

0.844

0.849

0.86

0.855

0.845
0.845

0.855

0.849

0.844

0.829

0.835
0.826
0.834
0.829

Fn

0.717

0.717

0.717

0.718

0.717

0.718

0.715

0.718

0.716
0.717

0.715

0.718

0.718

0.718

0.717

0.715

0.714
0.71

0.716
0.717

0.717

0.717

0.718

0.717

0.716

0.715

0.716

0.71

0.717
0.717
0.716
0.715

NHFW

0.718
0.714

0.709
0.708
0.705

0.699
0.692
0.688

0.689

0.683

0.677

0.673

0.671

0.664

0.662
0.649

0.645
0.644

0.645

0.644

0.637

0.631

0.632

0.632

0.623

0.622

0.619

0.622

0.616
0.614
0.602
0.598
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Table B. 1. (Continue).

x/d

5.848

5.909
5.97

6.03

6.091

6.152

6.213

6.274

6.335

6.396

6.457

6.518

6.579
6.64

6.701

6.761
6.822

6.883
6.944

7.005

7.066
7.127

7.188

7.249

7.31

7.371
7.431

7.492
7.553
7.614
7.675
7.736

?

0.337

0.333

0.332

0.328

0.325

0.32

0.318
0.315

0.313
0.312

0.31

0.305

0.302

0.299

0.299

0.298
0.293

0.29

0.29

0.285

0.287

0.285

0.284

0.285

0.282

0.284

0.279
0.278

0.275
0.277
0.275
0.275

HTCR

0.83

0.82

0.82

0.826

0.816

0.824
0.832

0.839

0.843

0.846

0.847

0.847

0.847

0.847

0.85

0.855
0.863
0.853

0.86
0.868
0.862
0.872
0.877

0.888
0.877

0.887

0.883

0.867
0.861
0.86

0.859
0.866

Fn NHFiq

0.716
0.711
0.716
0.716
0.716
0.716

0.716
0.715

0.717

0.714

0.714
0.717
0.715

0.716
0.717

0.718

0.717

0.713
0.712
0.719
0.717
0.717

0.717

0.718
0.717

0.717

0.718

0.718
0.717
0.72

0.721
0.72

0.59
0.59

0.588
0.581
0.582
0.571

0.565
0.558

0.553
0.55

0.546
0.54

0.536
0.532
0.531

0.527

0.517

0.518
0.515

0.503
0.509

0.501

0.497
0.492

0.495

0.491

0.486

0.495
0.494
0.498
0.495
0.491

x/d

7.797
7.858

7.919

7.98

8.041

8.102
8.162

8.223

8.284

8.345

8.406

8.467
8.528

8.589

8.65

8.711

8.772

8.832
8.893

8.954

9.015
9.076
9.137
9.198

9.259

9.32
9.381

9.442
9.503
9.563
9.624
9.685

? .

0.273
0.27'

0.266

0.27

0.267

0.266
0.262
0.256

0.255

0.255

0.252

0.25

0.255
0.25

0.247

0.246
0.243

0.24G
0239
0.236
0.234

0.234
0.234

0.234
0.234
0.232
0.226

0.228
0.228
0.227
0.223
0.224

Hi1GR

0?863
0.S72
0.877

0.875
0.874

0.877

0.87

0.852

0.856

0.868

0.866

0.866

0.868

0.87

0.88

0.868

Ö.&7S
m$
p.882
0.876
0.875
0.879
0.879
0.87

0.88

0.877

0.875

0.884
0.885
0.884
0.878
0.875

> Fn.

0.719

0.722

0.722
0.719

0.72

0.719
0.72

0.718

0.718
0.72

0.719

0.72

0.719

0.718

0.72

0.72

0.722

0.724
0.72
0.72

0.721
0.727

0.719

0.718

0.719

0.725

0.719

0.72
0.719
0.721
0.722

NHFRl
0.49
0.481

0.473

0.479

0.475

0.473

0.472

0.475

0.471

0.464

0.462

0.46
0.464

0.456
0.446
0.452

0.444
0.445

0.434

0.434

0.433

0.429

0.43

0.436
0.429
0.428

0.422

0.418

0.418
0.417
0.416
0.419

x/d

9.746
9.807
9.868

9.929
9.99
10.05

10.11

10.17

10.23

10.29

10.36

10.42

10.48

10.54

10.6

10.66
10.72

10.78

10.84

10.9

10.96

11.03

11.09

11.15

11.21

11.27

11.33

11.39

11.45
11.51
11.57
11.63

0.223
0.221

0.22

0.216
0.215
0.216

0.218

0.215

0.216

0.212

0.215

0.22
0.222

0.215

0.211

0.214

0.216

0.217

0.215

0.213

0.21

0.201

0.206
0.206

0.202

0.201

0.201

0.197

0.193
0.198
0.199
0.193

HTCR

0.87

0.863

0.868

0.869
0.866

0.864

0.873

0.872

0.88

0.874

0.875

0.873

0.88

0.874

0.874

0.879

0.866

0.877

0.875

0.874

0.883

0.877

0.884

0.888

0.881
0.882

0.867

0.882

0.883
0.881
0.893
0.88

Fn

0.719

0.719

0.721

0.726
0.721

0.718

0.718

0.719

0.718

0.718

0.719

0.718

0.72

0.719

0.716

0.72

0.717

0.72

0.715

0.718

0.719

0.72

0.722

0.722

0.717

0.717

0.712

0.718
0.718
0.714
0.715
0.717

NHFM
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Table B. 2. Centerline downstream cooling data of circular film hole Br - 1 .0.

x/d

0
0.061

0.122

0.183

0.244

0.305

0.365

0.426

0.487
0.548

0.609

0.67

0.731

0.792

0.853

0.914

0.975

1.036
1.096

1.157

1.218

1.279

1.34

1.401

1.462

1.523

1.584

1.645
1.706

1.766

1.827

1.888
1.949

0.193

0.202

0.207

0.219

0.227

0.239
0.248

0.255

0.262

0.268

0.276

0.283

0.286

0.29

0.293

0.297
0.299

0.3

0.301

0.304

0.306

0.305

0.304

0.306

0.307

0.305
0.305

0.307

0.306

0.306

0.306
0.306

0.304

HTCR

0.608

0.591

0.616

0.693

0.756

0.755
0.768

0.769

0.786

0.795

0.786

0.787
0.786

0.791

0.799

0.792

0.799

0.813

0.807

0.818

0.812

0.819
0.819

0.821

0.816

0.828

0.837

0.816

0.836

0.841

0.843
0.825
0.829

Fn

0.74

0.739

0.74

0.732
0.738

0.733

0.729

0.731

0.736

0.736
0.74

0.737
0.737

0.745

0.743

0.733

0.74

0.741
0.739

0.742
0.737

0.743

0.739

0.742

0.734

0.745

0.748

0.733
0.748

0.744

0.746

0.734
0.746

NHFN

0.569

0.588
0.576

0.535

0.502

0.516

0.518

0.525
0.523

0.525

0.539

0.546

0.551

0.553

0.552

0.561
0.559

0.553
0.557

0.555

0.56

0.555

0.555

0.556

0.56
0.551

0.546

0.56

0.548

0.545

0.545
0.554

0.549

x/d

2.01

2.071

2.132

2.193

2.254

2.315
2.376

2.437

2.497

2.558

2.619

2.68
2.741

2.802

2.863

2.924

2.985

3.046

3.107

3.168

3.228

3.289

3.35
3.411

3.472

3.533

3.594

3.655

3.716

3.777

3.838
3.898
3.959

0.303

0.302

0.3

0.298
0.297

0.296

0.295

0.291

0.289

0.285

0.285
0.284

0.284

0.283

0.282

0.28

0.277

0.276

0.274

0.273

0.27
0.269

0.267

0.264

0.265

0.264

0.262

0.26Ì

0.258
0.256

0.25
0.247
0.243

HTCR

0.82

0.827
0.837

0.844

0.833

0.843

0.833

0.849

Q.839.
0. 839
0Ì838
0.838

0.851

0.853

0.846

0.836

0.848

0.846
0.834

0.84

0.847

0.833
0.84

0.846

0.84

0.852

0,843

0,858
0.852

0.853

0.858
0.854

0.853

Fn

0.734

0.733

0.733

0.738

0.734

0.734

0.735

0.738
0.733

Q.733
0.738

0.731

0.737

0.741

0.736
0.735

0.732
0.735

0.731

0.732

0.734

0.73

0.735

0.734

0.731
0.734

0.73

0.735
0.728
0.73

0.735
0.733
0.731

NHFft

0.552

0.548

0.541

0.534

0.538

0.531
0.536

0.522

0.524

0.52

0.52

0.519

0.512
0.509

0.512
0.515

0.505

0.504

0.508

0.504

0.496
0.503

0.497

0.488

0.493

0.485

0.488

0.477

0.478
0.475

0.464

0.462
0.458

x/d

4.02

4.081

4.142

4.203
4.264

4.325

4.386

4.447

4.508

4.569

4.629
4.69

4.751

4.812

4.873

4.934

4.995

5.056

5.117
5.178

5.239

5.299

5.36

5.421

5.482

5.543

5.604
5.665

5.726

5.787

5.848

5.909
5.97

0.243

0.243
0.239

0.238

0.237

0.236

0.234

0.233

0.232
0.229

0.228

0.225

0.222

0.219

0.218

0.217

0.218
0.216

0.216

0.216

0.213

0.212

0.212

0.212

0.213
0.211

0.21

0.21

0.209

0.208

0.206
0.204

0.205

HTCR

0.847

0.842

0.851

0.858

0.854

0.851

0.847
0.86

0.857

0.843

0.854

0.84

0.86

0.871

0.866
0.858

0.849

0.856

0.858

0.859

0.848

0.85

0.855
0.861

0.858

0.844

0.845

0.824

0.83

0.836

0.839
0.83

0.816

Fn

0.731

0.73

0.731

0.734

0.729

0.736
0.73

0.737

0.727

0.727

0.733

0.726

0.738
0.731

0.734

0.73

0.732

0.735

0.728

0.734
0.732

0.733

0.729

0.737

0.74

0.735

0.737

0.727

0.725

0.734
0.736

0.732
0.724

NHFW

0.461

0.465

0.455
0.448

0.45

0.45

0.45

0.441

0.442
0.446

0.437
0.444

0.426

0.414

0.417

0.421

0.429

0.421
0.419

0.419

0.422

0.421

0.417

0.413

0.417

0.424
0.422

0.435
0.43

0.424

0.42

0.424
0.435
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Table B.2. "(Continue).

x/d

6.03

6.091
6.152

6.213

6.274

6.335

6.396

6.457

6.518
6.579

6.64

6.701

6.761

6.822

6.883

6.944
7.005

7.066

7.127

7.188

7.249

7.31

7.371

7.431

7.492

7.553

7.614
7.675

7.736

7.797

7.858
7.919

7.98

0.203

0.199

0.197

0.196

0.193

0.191

0.192

0.189
0.186

0.184

0.184

0.181

0.18

0.176
0.176

0.175

0.176

0.173

0.172

0.172

0.17

0.165

0.166

0.162

0.163
0.161

0.163

0.162

0.161

0.16

0.161
0.16

0.158

HTCR

0.821

0.829

0.84

0.845
0.84

0.843
0.862

0.845

0.849

0.864

0.867

0.871
0.878

0.874

0.883

0.884

0.877

0.878

0.88

0.909

0.912
0.921

0.899
0.914

0.9
0.91

0.862

0.891

0.887

0.903

0.886
0.905
0.922

Fn

0.725

0.74
0.742

0.741

0.729

0.729

0.74

0.725

0.731

0.742
0.745

0.747

0.75

0.739

0.751

0.744

0.738

0.743

0.736
0.756

0.75

0.766

0.74

0.756

0.759

0.771

0.735

0.761

0.751

0.764

0.746
0.758
0.77

NHFIU

0.428

0.419

0.408

0.403

0.404

0.398

0.386

0.395

0.388
0.375

0.372

0.366

0.359

0.357

0.35

0.349

0.354
0.35

0.347

0.326

0.321

0.307

0.324

0.309

0.32

0.309

0.348

0.325
0.327

0.313

0.329
0.312

0.296

x/d

8.041

8.102

8.162

8.223

8.284

8.345
8.406

8.467
8.528

8.589

8.65

8.711

8.772

8.832

8.893
8.954

9.015

9.076

9.137

9.198

9.259

9.32

9.381

9.442

9.503
9.563

9.624

9.685

9.746

9.807

9.868
9.929
9.99

0.156

0.16

0.158

0.159

0.156

0.155
0.155

0.152

0.154

0.153

0.152

0.151

0.152
0.151

0.15

0.149^
0.149

0.149

0.15

0.147

0.148

0.148

0.149
0.152

0.15

0.148

0.148

0.149

0.147

0.148

0.151
0.151
0.151

HTCR

0.92

0.883

0.896
0.882

0.922

0.918

0.9

0.89

0.884

0.915

0.916
0.917

0.879

0.921

0.893,
0.943
0.888

0.937

0.918
0.929

0.946

0.94

0.907

0.889

0.951

0.929

0.93

0.871

0.921
0.938

0.877

0.927
0.884

Fn

0.771

0.736

0.754

0.755

0.787

0.775

0.76

0.753

0.745
0.769

0.762

0.773

0.738

0.775

0.746

o:78;8
0.743
0.781

0.771

0.781

0.786

0.784

0.765

0.735

0.786

0.768

0.777

0.731
0.774

0.795

0.741

0.788
0.749

NHFW

0.295

0.329

0.317

0.329

0.294

0.296

0.309

0.313

0.32
0.295

0.293

0.291

0.321

0.288

0.308
0.268

0.311

0.272

0.289

0.276

0.264

0.268

0.295

0.313

0.263
0.277

0.277

0.323

0.282

0.269

0.322
0.284
0.316

x/d

10.05

10.11

10.17

10.23

10.29

10.36

10.42
10.48

10.54

10.6

10.66

10.72

10.78
10.84

10.9

10.96

11.03

11.09

11.15

11.21

11.27

11.33
11.39

11.45

11.51

11.57

11.63

11.7

11.76

11.82

11.88
11.94

?

0.15

0.151

0.151

0.152

0.153

0.157

0.155
0.154

0.154

0.153

0.154

0.154

0.156
0.155

0.155

0.155

0.154

0.159

0.154
0.159

0.163
0.163

0.151

0.147

0.148

0.148

0.149

0.146

0.144

0.139
0.133

0.136

HTCR

0.886

0.894

0.897
0.919

0.907

0.89

0.897

0.911

0.9

0.905

0.898
0.895

0.925

0.936

0.922

0.917

0.92

0.911
0.932

0.935

0.958

0.916

0.913

0.907

0.922

0.947

0.913

0.923
0.928

0.952

0.907
0.967

Fn

0.75
0.748

0.753

0.763

0.757

0.744

0.751

0.757

0.753
0.755

0.748

0.754

0.774

0.778

0.77
0.76

0.768
0.758

0.77

0.774

0.792

0.766

0.756

0.751

0.761

0.771

0.757

0.757
0.766

0.768

0.736
0.77

NHFR
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Table B. 3. Laterally average downstream cooling data of circular film hole.

Br = 0.5

x/d

1

2

3

4

5

6

7

8

9

10

11

0.222
0.217

0.196
0.173
0.152

0.128
0.116
0.105
0.085
0.083
0.069

HTCR

0.893

0.898
0.913

0.919
0.925
0.914
0.938

0.94

0.948
0.948
0.955

Fn

0.825

0.804

0.788

0.777

0.791

0.812

0.794

0.779
0.777

0.775

0.78

NHFR

0.404
0.394
0.356
0:319

0;286
0.262
0.225

0.208

0.173

0.17

0.144

Br=LO

x/d

1

2

3

;4
,5 \
6

7

8

9

10

11

0.092

0.097
0.088
0.082
0.075

0.074
0.068

0.064
0.057

0.056
0.059

HTCR

0.807

0.775

0.748

0.739
0.785
0.744

0.773

0.776

0.76
0.825

0.842

Fn

0.758

0.706
0.657

0.636
0.684

0.672

0.665

0.654

0.633
0.686

0.7

NHFR

0.305

0.338

0.351

0.352

0.302

0.338
0.306
0.299
0.306

0.244

0.232
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Table B.4. Centerline downstream cooling data of Louver scheme Br - 0.5.

x/d HTCR Fn NHFW x/d HTCR Fn

0
0.08
0.16
0.24
0.32
0.4

0.48
0.56
0.64
0.72
0.8

0.88
0.96
1.04
1.12
1.2

1.28
1.36
1.44
1.52
1.6

1.68
1.76
1.84
1.92

2
2.08
2.16
2.24
2.32
2.4

2.48

1

1
1
1
1
1
1

0.999
1
1

0.979
0.975
0.961
0.941
0.926
0.918
0.902
0.887
0.871
0.854
0.848
0.84
0.825
0.808
0.796
0.789
0.773
0.758
0.748
0.736
0.72
0.7

0.888
0.85

0.854
0.825
0.799
0.839
0.846
0.845
0.853
0.854
0.875
0.861
0.842
0.864
0.88
0.866
0.873
0.823
0.883
0.875
0.904
0.881
0.893
0.877
0.881

0.9
0.906
0.927
0.938
0.946
0.928
0.939

0.867
0.88
0.877
0.864
0.839
0.874
0.876
0.86

0.861
0.857
0.869
0.871
0.857
0.864

0.868
0.852
0.871
0.833
0.878
0.875
0.876
0.86
0.876
0.875
0.871
0.86
0.86

0.876
0.875
0.879
0.858
0.865

1.444

1.425
1.427
1.413
1.399
1.42

1.423
1.422
1.426
1.427
1.409
1.398
1.372
1.355
1.343
1.326
1.308
1.272
1.271
1.246
1.245
1.229
1.213
1.186
1.171
1.165
1.145
1.127

1,115,
1.099
1.074
1.047

2.56
2.64
2.72
2.8

2.88
2.96
3.04
3.12
3.2

3.28
3.36
3.44
3.52
3.6

3.68
3.76
3.84
3.92

4
4.08
4.16
4.24
4.32
4.4

4.48
4.56
4.64
4.72
;4.8;
4,88
4.96
5.04

0.69
0.686
0.679
0.66

0.655
0.648
0.626
0.613
0.607
0.597
0.587
0.584
0.578
0.566
0.562
0.556
0.551
0.545
0.541
0.537
0.537
0.533
0.528
0.525
0.519
0.514
0.51
0.506
0.503
0.501
0.501
0.494

0.94
0.931
0.898
0.913
0.859
0.848
0.853
0.871
0.845
0.881
0.881
0.889
0.891
0.877
0.865
0.898
0.908
0.914
0.928
0.933
0.941
0.934
0.938
0.947
0.954
0.948
0.95
0.955
0.955
0.958
0.961
0.959

0.875
0.866
0.864
0.88

0.871
0.878
0.877
0.873
0.871
0.877
0.877
0.875
0.875
0.878
0.879
0.88
0.88

0.881
0.881
0.881
0.878
0.879
0.881
0.88

0.881
0.881
0.881
0.881
0.88

0.881
0.881
0.881
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Table B.4. (Continue).

x/d

5.12
5.2

5.28
5.36
5.44
5.52
5.6

5.68
5.76
5.84
5.92

6
6.08
6.16
6.24
6.32
6.4

6.48
6.56
6.64
6.72
6.8

6.88
6.96
7.04
7.12
7.2

7.28
7.36
7.44
7.52
7.6

0.493
0.484
0.482
0.479
0.476
0.471
0.468
0.465
0.459
0.457
0.456
0.451
0.443
0.438
0.433
0.429
0.422
0.417
0.415
0.413
0.406
0.405
0.399
0.397
0.393
0.388
0.386
0.385
0.384
0.381
0.378
0.372

HTCR
0.968

0.961
0.951
0.956
0.954
0.947
0.946
0.942
0.937
0.942
0.951
0.946
0.953
0.949
0.948
0.947
0.95

0.956
0.96
0.959
0.967
0.968
0.958
0.969
0.974
0.97

0.943
0.964
0.978
0.969
0.952
0.96

Fn
0.881

0.88
0.88
0.88
0.88
0.88
0.879
0.879
0.88
0.879
0.879
0.877
0.881
0.879
0.876
0.881
0.881
0.88

0.881
0.866
0.88
0.872
0.876
0.881
0.878
0.881
0.88

0.881
0.881
0.884
0.882
0.881

NHFW x/d HTCR

0.747
0.737
0.737
0.731 :
0.726
0.723
0.718
0.715
0.708
0.704
0.699
0.694
0.68

0.675
0.668
0.663
0.652
0.642
0.638
0.634
0,623
??62'
0.615
0.608

0.6
0.595
0.603
0.593
0.586
0.585
0.587
0.575

7.68
7.76
7,84
7.92
¦¦ 8··-
8.08
8.16
8.24
8.32
8.4

8.48
8.56
8.64
8.72
8.8

8.88
8.96
9.04
9.12
9.2

9.28
9.36
9.44
9.52

0.373
0.376
0.379
0.374
0.375
0.374
0.379
0.381
0.378
0.38
0.377
0.373
0.371
0.373
0.376
0.376
0.373
0.374
0.364
0.366
0.364
0.362
0.355
0.357

0.948
0.962
0.975
0.968
0.967
0.969
0.968
0.974
0.976
0.987
0.982
0.977
0.972
0.969
0.982
0.987
0.974
0.986
0.976
0.986
0.981
0.985
0.984
0.99

Fn NHFW

0.884
0.881
0.884
0.883
0.882
0.882
0.88
0.88

0.881
0.882
0.873
0.88

0.874
0.875
0.875
0.878
0.865
0.881
0.881
0.873
0.878
0.881
0.879
0.876

0.583
0.581
0.579
0.576
0.577
0.574
0.582
0.582
0.578
0.576
0.573
0.57

0.569
0.573
0.572
0.569
0.572
0.567
0.556
0.555
0.554
0.55
0.54
0.54
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Table B. 5. Centerline downstream cooling data of Louver scheme Br = 1.0.

x/d

0

0.08

0.16
0.24

0.32

0.4

0.48
0.56

0.64

0.72

0.8

0.88
0.96

1.04

1.12

1.2

1.28
1.36

1.44

1.52

1.6

1.68
1.76

1.84

1.92

2

2.08

2.16

2.24
2.32

2.4

2.48

2.56

2.64

0.834
0.829

0.866

0.951

0.945

0.95
0.866

0.942

0.943

0.934

0.934
0.951

0.95

0.948

0.946

0.943
0.941

0.94

0.94

0.934

0.929

0.933
0.929

0.923

0.924

0.927

0.926
0.923

0.921

0.918

0.916

0.913

0.911
0.909

HTCR
0.91

0.863

0.87

0.851

0.84
0.853

0.855

0.872

0.876

0.898
0.888

0.872

0.872

0.884
0.894

0.903

0.889

0.877
0.894

0.882
0.912

0.91

0.906

0.886

0.894
0.925

0.932

0.935

0.946

0.952

0.949

0.958

0.949
0.947

Fn

0.985

0.993

0.992
0.989

0.979

0.986

0.982

0.986
0.983

1

0.98

0.98

0.984
0.981

0.979

0.986

0.984

0.985
0.987

0.978

0.981

0.986

0.986

0.981

0.981
0.981

0.982

0.981

0.978
0.982

0.975
0.981

0.98

0.978

NHFIU x/d

1.228
1.21

1.26

1.363

1.35

1.362

1.256
1.36

1.363

1.36

1.356

1.372
1.371

1.372

1.375

1.375
1.366

1.36

1.367

1.353

1.359

1.364

1.356
1.341

1.345

1.362

1.362
1.36

1.361

1.359

1.355

1.355

1.348

1.344

2.72
2.8

2.88

2.96

3.04

3.12
3.2

3.28

3.36

3.44
3.52

3.6

3.68

3.76
3.84

3.92
4

4.08

4.16

4.24

4.32
4.4

4.48

4.56

4.64

4.72
4.8

4.88

4.96

5.04

5.12

5.2

5.28
5.36

0.907
0.904

0.899

0.897

0.893

0.89
0.889

0.885

0.881

0.877
0.876

0.871

0.867

0.865
0.862

0.858

0.855

0.853

0.852
0.849

0.848
0.845

0.84

0.838

0.835
0.832

0.832

0.829

0.827

0.82;
0.818
0.812

0.809

0.812

HTCR

0.919

0.919

0.869

0.852
0.858

0.88

0.856

0.881
0.89

0.898

0.893
0.§81
0.871

0.904

0.909

0.916

0.924
0.937

0.944

0.936

0.942

0.947

0.956

0.949
0.953

0.955

0.957

0.959

0,96V
0.958

0.969

0.963

0.952

0.957

Fn NHFfl

0.981

0.984
0.978

0.978

0.979

0.979

0.979
0.973

0.984

0.982

0.974

0.98
0:983

0.984

0.978

0.979

0.973
0.982

0.978

0.978

0.981

0.976

0.979
0.978

0.981

0.977

0.979
0.978

0.977

0.976

0.979

0.979

0.979

0.978

1.331
1.327

1.303

1.294

1.291

1.295
1.286

1.289

1.286

1.284
1.281

1.27

1.262

1.269

1.267
1.263

1.261

1.262

1.262

1.257

1.256
1.253

1.248

1.244

1.241

1.237

1.237
1.233

1.231

1.22

1.22

1.21
1.203

1.209

x/d
5.44

5.52

5.6

5.68

5.76
5.84

5.92

6

6.08
6.16

6.24

6.32

6.4

6.48
6.56

6.64

6.72

6.8

6.88
6.96

7.04

7.12

7.2

7.28

7.36
7.44

7.52

7.6

7.68

7.76
7.84

7.92

8.08

0.81

0.804

0.799

0.797
0.794

0.793

0.788

0.785
0.78

0.785

0.778

0.77

0.77
0.759

0.76

0.761

0.756

0.753
0.757

0.75

0.744

0.742

0.746

0.737
0.744

0.738

0.736

0.734

0.733
0.727

0.722

0.718

0.713

0.708

HTCR

0.956

0.949
0.948

0.937
0.934

0.939

0.945

0.95
0.952

0.951

0.953

0.946

0.946
0.956

0.956

0.97

0.967
0.977

0.962

0.968

0.976

0.969

0.942
0.964

0.975

0.956

0.951

0.958
0.943

0.962

0.968

0.966

0.966

0.966

Fn

0.978
0.979

0.978

0.97

0.974

0.973
0.971

0.978

0.976

0.978

0.977
0.977

0.974

0.978

0.974

0.972
0.977

0.977

0.976

0.976

0.978
0.977

0.976

0.978

0.975

0.968
0.978

0.976

0.976

0.978

0.975

0.978
0.978

0.976

NHFW
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Table B.5. (Continue).

x/d

8.16

8.24
8.32

8.4

8.48
8.56

8.64

8.72

8.96

9.04

9.12
9.2

9.28

9.36
9.44

9.52

9.6

9.68
9.76

9.84

9.92
10

10.08

10.16

10.24
10.32

10.4

10.48

10.56

10.64

10.72
10.8

0.708
0.702

0.7

0.697

0.694
0.686

0.683

0.686

0.681
0.67

0.673

0.664
0.659

0.664

0.66

0.652
0.65

0.649

0.649
0.646

0.642

0.637
0.637

0.634

0.626

0.625
0.621

0.61

0.615

0.608
0.599

0.592

0.583

0.583

HTCR

0.966
0.967

0.972
0.986

0.991

0.976

0.976

0.973
0.987

0.989
0.99

0.984

0.976

0.993
0.974

0.979

0.981

0.995
0.954

0.971

0.98
0.965

0.964

0.973

0.98
0.974

0.99

0.995

0.996
1.013

1.02

1.019

1.011
0.996

Fn NHFW

0.975

0.97

0.974
0.977

0.978

0.977
0.974

0.975

0.977

0.976
0.976

0.976

0.977
0.976

0.968

0.971

0.972
0.977

0.965

0.976
0.976

0.972

0.977

0.973
0.976

0.978

0.977

0.976
0.976

0.973

0.973

0.977
0.974

0.976

x/d

1.06
1.051

1.04?
1.045
1.04

1.028

1.024

1.028
1.021

1.005

1.009

0.997
0.988

0.996

0.99

0.979

0.975
0.974

0.974
0.97

0.963

0.957

0.957
0.952

0.941

0.939

0.932
0.915

0.922

0.911

0.896

0.886
0.874

0.874

10.88
10.96

11.04

11.12
11.2

11.28

11.36
11.44

11.52

11.6
11.68

11.76

11.84

11.92

12
12.08

12.16

12.24
12.32

;12.4
12.48
12.56

12.64

12.72

12.8

12.88
12.96

13.04

13.12

13.2
13.28

13.36

13.44

13.52

0.583
0.578-
0.578
0.57
0.561

0.561

0.559
0.548

0.545

0.536
0.534

0.525

0.523

0.521
0.516

0.506

0.502

0.495

0.489,
0.483
0.47,8
0.478

0.468

0.467
0.464

0.462

0.458

0.453

0.453
0.45

0.445

0.438

0.433
0.43

HTCR

1.006

I1. 008
LO1 05
1.001

1.012

1.012
1.016

1.022

1.02
1.011

1.024

1.015

1.014
1.021

1.029

1.026

1.021

1,031
1Í04,
1:046
1:04?
1.044

1.031

1.033
1.04

1.037

1.022
1.023

1.022

1.015

1.024
1.03

1.025

1.034

Fn NHFW

0.977
0.977
0.977

0.974

0.978
0.977

0.977

0.976
0.976

0.978

0.977

0.977

0.977
0.978

0.978

0.978
0.978

0.978

0:978
0:977
0.978

0.978
0.978

0.978

0.977

0.978
0.978

0.976

0.977

0.977
0.977

0.978

0.978

0.979

0.873
0.865

0.866

0.854
0.84

0.84

0.835

0.817
0.814

0.802

0.797
0.785

0.782

0.776

0.767
0.753

0.747

0.734
0.723

0.711

0.705

0.705
0.693

0.691

0.683
0.681

0.679

0.672
0.673

0.67

0.66

0.646

0.64
0.633

x/d
13.6

13.68

13.76
13.84

13.92

14
14.08

14.16

14.24
14.32

14.4

14.48

14.56
14.64

14.72

14.8

14.88
14.96

15.04

15.12
15.2

15.28

15.36

15.44
15.52

15.6

15.68

15.76
15.84

0.424

0.423
0.42

0.424

0.422

0.414
0.411

0.409

0.407
0.407

0.402

0.401

0.404
0.402

0.39

0.394
0.39

0.385

0.393

0.387
0.387

0.385

0.382

0.386
0.386

0.389
0.387

0.385

0.398

HTCR

1.037
1.028

1.048

1.048
1.051

1.053

1.064

1.065

1.054
1.068

1.075
1.081

1.078

1.088

1.095
1.111

1.066

1.105
1.105

1.08

1.119

1.132
1.132

1.158

1.216

1.215
1.202

1.244

1.307

Fn
0.98

0.977

0.982

0.978
0.981

0.982

0.988
0.99

0.982

0.991

0.996
0.988

0.983

0.998
1.007

1.003

0.977

1.012
1.008

0.978

1.014

1.017
1.018

1.022

1.058
1.054

1.059

1.059

1.082

NHFW
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Table B. 6. Centerline downstream cooling data of Louver scheme Br - 1 .5.

x/d
0

0.08

0.16

0.24

0.32
0.4

0.48

0.56

0.64

0.72

0.8

0.88

0.96
1.04

1.12

1.2

1.28

1.36

1.44

1.52

1.6

1.68

1.76

1.84

1.92

2

2.08

2.16

2.24
2.32

2.4

2.48

2.56

2.64

0.731

0.728
0.756
0.827

0.814

0.874
0.839

0.967

0.967

0.966
0.966

0.984

0.985
0.985
0.981

0.979
0.976
0.972

0.978
0.973

0.967

0.976

0.964
0.957

0.967

0.969

0.969

0.964

0.968
0.966

0.965

0.965

0.966
0.96

HTCR

0.928
0.856
0.878

0.895

0.857

0.884
0.854

0.871

0.891

0.882

0.91

0.882

0.891

0.901

0.899

0.905

0.897

0.887

0.899
0.892

0.922

0.918

0.912

0.898
0.896

0.938
0.944

0.944
0.956

0.964

0.96
0.965

0.961

0.953

Fn

0.905

0.886
0.902

0.937

0.9

0.92

0.884

0.886
0.9

0.884

0.903
0.892

0.906
0.901

0.887

0.89

0.894

0.897

0.894

0.891

0.893

0.896
0.894

0.895
0.885

0.895

0.895

0.891
0.891

0.896
0.888
0.89

0.894

0.887

NHFW

1.09

1.079

1.118

1.215

1.19
1.275
1.221

1.392
1.402

1.396
1.409

1.42

1.425

1.43

1.424

1.424

1.417

1.407

1.42
1.41

1.415

1.427

1.407

1.391
1.403

1.426

1.427

1.421

1.432

1.433

1.429

1.432
1.431

1.42

x/d
2.72
2.8

2.88
2.96

3.04

3.12

3.2
3.28

3.36
3.44
3.52

3.6
3.68
3.76

3.84

3.92

4

4.08

4.16
4.24

4.32

4.4

4.48

4.56
4.64

4.72

4.8

4.88

4.96

5.04

5.12
5.2

5.28

5.36

0.96

0.955

0.955

0.953
0.952

0.948

0.944

0.94$
0.936
0.94

0.938

0.936
0.932
0.932

0.929

0.926
0.924
0.924

0.922
0.921

0.922

0.917

0.916
0.916
0.91 ?
0.912,
0.91

0.908
0.908
0.903
0.902

0.901

0.892

0.897

FTTCR

0.937

0.925

0.889

0.857

0.875

0.889

0.879

0.8.94
0:89
0.904
0.907

0.886
0.873

0.905

0.91

0.924

0.932

0.947

0.963
0.945

0.951

0.952

0.956
0.952

Q.9^
0;962
,0.96
0.969

0.966
0.966
0.981

0.973

0.953

0.959

Fn NHFW
0.901

0.891

0.901

0.887

0.899
0.891
0.906

0.889
0.886
0.89

0.891

0.888

0.887

0.887

0.882

0.89

0.884

0.893

0.899
0.889

0.892

0.884

0.882
0.884

0.894
0.887
0.885

0.89

0.886
0.886
0.892

0.891

0.882

0.883

1.412

1.399

1.384
1.368

1.374

1.375

1.366

1.373

1.36

1.37

1.369
1.358

1.348

1.361
1.358

1.36

1.36

1.366

1.368

1.36

1.364

1.358
1.358

1.356

1.354

1.353

1.35

1.351

1.35

1.343

1.346

1.341

1.322

1.332

x/d
5.44

5.52

5.6
5.68

5.76

5.84

5.92

6

6.08

6.16

6.24

6.32

6.4

6.48

6.56

6.64

6.72

6.8

6.88

6.96

7.04

7.12

7.2

7.28

7.36

7.44

7.52

7.6

7.68
7.76

7.84

7.92

Í

8.08

0.896

0.893
0.89
0.89

0.89

0.886
0.88

0.882

0.878

0.884

0.88
0.877

0.877

0.87

0.869

0.871

0.867

0.866

0.869

0.863

0.855

0.86

0.86
0.855

0.859

0.854

0.854

0.852

0.854

0.848

0.847

0.845

0.84

0.838

HTCR

0.964

0.953

0.952
0.946

0.943

0.954

0.959

0.952

0.959

0.954

0.958
0.949

0.951

0.963

0.963

0.977

0.978

0.983

0.966
0.975

0.979

0.977

0.949

0.971

0.981

0.967

0.952

0.967

0.946

0.967
0.973

0.967

0.966

0.971

Fn

0.889

0.885
0.885
0.882

0.886
0.89

0.887

0.882

0.886

0.884

0.885

0.883

0.882

0.887

0.883

0.882
0.89

0.885

0.883

0.885

0.883
0.887

0.885

0.887

0.884
0.882

0.882

0.887

0.882

0.885

0.882

0.882
0.881
0.884

NHFW
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Table B.6. (Continue)

rfd
8.16
8.24
8.32
8.4

8.48

8.56
8.64
8.72

8.96
9.04
9.12

9.2
9.28

9.36
9.44
9.52
9.6

9.68

9.76
9.84
9.92

10

10.08
10.16
10.24
10.32

10.4
10.48
10.56
10.64

10.72
IO

0.837
0.836
0.834
0.832
0.832
0.827

0.829
0.823
0.822

0.815
0.816

0.812
0.809
0.811
0.811

0.809
0.809
0.806
0.807
0.806
0.802

0.802
0.798
0.795

0.792
0.792
0.788
0.782

0.785
0.784
0.78

0.775

0.772
0.771

HICR
0.971

0.977
0.979
0.989
0.995
0.979
0.98

0.983
0.988
0.992
0.992
0.986

0.974
0.999
0.986
0.987

0.988
1

0.966
0.972
0.984
0.969

0.965
0.976
0.987

0.968
0.991
0.999
0.997
1.013

1.025
1.018
1.015
0.999

Fn

0.882
0.883
0.883

0.882
0.884
0.882
0.881
0.887

0.881
0.882
0.881
0.881

0.879
0.884
0.882
0.882
0.882
0.885

0.88
0.88
0.882
0.879

0.881
0.879
0.885
0.875

0.881
0.882
0.88

0.875
0.881

0.879
0.881
0.881

NHFÍU
1.249
1.247
1.246
1.245
1.247

1.235
1.238
1.23

1.231
1.221
1.222
1.214
1.209
1.217

1.214

1.21.
1 .21 i
1.209
1.203

1.203
1.2

1.196
1.191
1.188

1.186
1.182
1.18

1.173

1.177
1.179
1.174
1.166

1.161
1.156

s'a
10.88
10.96
11.04

11.12
11.2

11.28
11.36
11.44
11.52
11.6

11.68
11.76
11.84
11.92

12

12.08
12.16
12.24
12.32
12.4

12.48

12.56
12.64
12.72
12.8

12.88
12.96
13.04

13.12
13.2

13.28
13.36

13.44
13.52

0.764

0.756
0.767
0.762
0.754
0.755

0.756
0.748
0.74
0.734
0.738

0.736
0.732
0.729
QÏÏ2A
0.7¿9
0.721
0.718
0.712
0.708
0.713

0.702
0.702
0.701
0.697

0.701
0.697
0.694
0.689

0.687
0.684

0,68,-
0.68
0.679

HICW
1.006
1.004
1.006

1.002
1.012
1.013
1.017
1.024

1.022
1.014
1.026
1.016

1.015
1.024

:ï.029
L023;
l'.Ö21
1.032

1.04
1.045
1.043
1.044

1.018
1.02
1.04

1.024

1.022
1.011
1.01

1.004

1.024
1.03'

?.025
1.032

En
0.88
0.877
0.881
0.879

0.88
0.881
0.881

0.881
0.881
0.883
0.882
0.881
0.881

0.883
0:88Ï
0.878
0.881
0.881

0.88
0.879
0.881
0.88
0.87

0.87
0.881
0.869
0.881

0.869
0.87
0.87

0.88

0,88
0*88
0.88

NHFM
1.147
1.134
1.151

1.143
1.132

1.135
1.136
1.126
1.113

1.102
1.109
1.105

1.1

1.096

1.092
1.096
1.083
1.08
1.07

1.065

1.072
1.056
1.054
1.052

1.047
1.052
1.046
1.041

1.034
1.031
1.026
1.021
1.02

1.018

s'a
13.6

13.68
13.76
13.84
13.92

14

14.08
14.16
14.24

14.32
14.4

14.48
14.56
14.64
14.72

14.8
14.88
14.96
15.04
15.12
15.2

15.28
15.36
15.44

15.52
15.6

15.68
15.76

15.84

HICR
0.679

0.675
0.67
0.667
0.664
0.663

0.657
0.653
0.648
0.654
0.647

0.644
0.634
0.635
0.634
0.627

0.626
0.618
0.613
0.611
0.61

0.605

0.594
0.595
0.594

0.593
0.592
0.592
0.533

1.016
1.028
1.029
1.031

1.032
1.038
1.053

1.042
1.04
1.038
1.041
1.057

1.061
1.065

1.055
1.072
1.056

1.059
1.065
1.074
1.073
1.083
1.082

1.102
1.07
1.097
1.058

1.097
1.154

Fn

0.864
0.88
0.869
0.866

0.868
0.872
0.881

0.872
0.873
0.867
0.869
0.87

0.871

0.88
0.874
0.872
0.872

0.874
0.875

0.876
0.875

0.876
0.877
0.877

0.838
0.857
0.839

0.842

0.86

NHFM

1.019
1.013
1.005

1

0.996

0.994
0.984
0.979
0.971

0.981
0.969
0.965
0.948
0.95

0.948
0.937
0.935
0.922
0.914
0.91

0.908
0.9

0.882
0.881

0.883
0.878
0.882

0.876
0.768
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Table B. 7. Laterally averaged downstream cooling data of Louver scheme.

x/d
1
2
3
4
5
6
7

Br = 0.5
HTCRl

0.736
0.568
0.433
0.342
0.267
0.214
0.166
0.117
0.067

0.873
0.912
0.923
0.957
0.969
0.969
0.985
0.986
0.997

Fn
0.875
0.883
0.895
0.908
0.908
0.914
0.893
0.898
0.889

NHFM

1.091,
0.866
0.677
0.534
0.419
0.342
0.261
0.186
0.103

x/d
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

Br=LO
HTGR

0.843
0.776.
0.683
0.61
0.544
0.483
0.441
0.396
0.373
0.333
0.301
0.265
0.246
0.219
0.201

0,883
0.91

0.913
0.936
0.947
0.946
0.975
0.973
0.987
0.991
1.002
1.017
1.034
1.055
1.095

Fn
0.982
0.979
0.984
0.986
0.985
0.99
0.982
0.983
0.978
0.978
0.973
0.972
0.978
0.987
0.986

NHFR
1.234
1.149
1.022
0.921
0.826
0.739
0.671
0.604
0.564
0.504
0.45

0.388
0.347
0.291
0.235

x/d
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

?

0.897
0.852
0.791
0.74
0.692
0.649
0.609
0.576
0.542
0.516
0.487
0.458
0.433
0.409
0.389

Br= 1.5
HTCR
0.892
0.92

0.917
0.934
0.945
0.937
0.975
0.971
0.989
0.993
1.011
1.031
1.06

1.081
1.138

Fn
0.894
0.891
0.889
0.886
0.885
0.884
0.884
0.884
0.882
0.883
0.884
0.887
0.903
0.91

0.923
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Table B. 8. Centerline downstream cooling data of Hybrid scheme Br = 0.5.

x/d

0
0.12
0.24
0.36
0.48

0.599
0.719
0.839
0.959
1.079
1.199
1.319
1.439
1.559
1.678
1.798
1.918
2.038
2.158
2.278
2.398
2.518
2.638
2.758
2.877
2.997
3.117
3.237
3.357
3.477
3.597
3.717
3.837
3.956
4.076
4.196
4.316
4.436
4.556
4.676

0.956
0.94

0.859
0.706
0.739
0.786
0.833
0.861
0.873
0.883
0.895
0.89

0.875
0.876
0.868
0.867
0.855
0.836
0.825
0.81

0.798
0.788
0.785
0.773
0.763
0.754
0.739
0.722
0.72

0.711
0.698
0.686
0.676
0.663
0.666
0.653
0.641
0.636
0.631
0.618

HTCR
1.073
1.076
1.078
1.079
1.09

1.104
1.12

1.126
1.146
1.16

1.184
1.177
1.182
1.188
1.159
1.184
1.176
1.162
1.139
1.12

1.101
1.08
1.09
1.097
1.106
1.109
1.125
1.117
1.13

1.129
1.151
1.142
1.144
1.15

1.149
1.133
1.124
1.116
1.104
1.101

Fn NHFR

0.587
0.586
0.591
0.593
0.605
0.613
0.613
0.611
0.617
0.624
0.625
0.626
0.626
0.638
0.625
0.638
0.642
0.64

0.635
0.626
0.622
0.615
0.618
0.62

0.626
0.62
0.624
0.611
0.612
0.604
0.615
0.609

0.6
0.604
0.598
0.593
0.587
0.588
0.589
0.582

1.466
1.44
1.31

1.063
1.119
1.198
1.279
1.327
1.355
1.377
1.405
1.395
1.369
1.374
1.35

1.356
1.332
1.295
1.27
1.24
1.217
1.197
1.194
1.175
1.16

1.145
1.122
1.094
1.091
1.075
1.054
1.032
Í.017
0.994
0.998
0.977
0.957
0.948
0.941
0.92

x/d
4.796
4.916
5.035
5.155
5.275
5.395
5.515
5.635
5.755
5.875
5.995
6.114
6.234
6.354
6.474
6.594
6.714
6.834
6.954
7.074
7.194
7.313
7.433
7.553
7.673
7.793
7.913
8.033
8.153
8.273
8.392
8.512
8.632
8.752
8.872
8.992
9.112
9.232
9.352
9.471

0.618
0.612
0.604
0.597
0.583
0.581
0.571
0.565
0.565
0.558
0.554
0.553
0.547
0.543
0.54
0.536
0.529
0.529
0.524
0.52

0.515
0.512
0.515
0.515
0.508
0.503
0.501
0.501
0.499

0.493
0.488!
0.48 G
0.48

0.478
0.474
0.47
0.468
0.462
0.458
0.46

HTCR
1.094
1.085
1.093
1.098
1.09

1.098
1.094
1.084
1.08

. 1:09
1.091

1.08.3
1.079
1.078
1.084
1.091
1.076
1.063
1.056
1.058
1.06
1.076
1.088
1.104
1.103
1.103
1.096
1.101
1.08

i;o69
?.066
Í.069
1.066
1.071
1.067
1.07
1.075
1.086
1.095
1.097

Fn IS[HFR

0.584
0.584
0.594
0.596
0.598
0.608
0.614
0.608
0.611
0.609
0.62
0.614
0.612
0.614
0.614
0.619
0.619
0.617
0.613
0.617
0.612
0.621
0.619
0.629
0.621
0.618
0.608
0.614
0.603
0.602
0:602
0.6Ó1
0.605
0.61
0.61

0.603
0.602
0.602
0.602
0.598

0.921
0.911
0.897
0.885
0.863
0.858
0.843
0.835
0.835
0.823
0.815
0.815
0.807

0.8
0.795
0.785
0.779
0.781
0.774
0.767
0.759
0.75

0.753
0.749
0.737
0.729
0.728
0.726
0.729
0.722
0.715
0.702
0.701
0.697
0.692
0.684
0.68

0.666
0.657
0.66

x/d

9.591
9.711
9.831
9.951
10.07
10.19
10.31
10.43
10.55
10.67
10.79
10.91
11.03
11.15
11.27
11.39
11.51
11.63
11.75
11.87
11.99
12.11
12.23
12.35
12.47
12.59
12.71
12.83
12.95
13.07
13.19
13.31
13.43
13.55
13.67
13.79
13.91
14.03

? HTCR
0.458
0.454
0.45

0.442
0.438
0.435
0.428
0.423
0.417
0.411
0.405
0.404
0.395
0.392
0.385
0.382
0.382
0.381
0.385
0.372
0.379
0.384
0.391
0.389
0.384
0.383
0.383
0.376
0.377
0.379
0.384
0.381
0.383
0.38

0.365
0.364
0.358
0.34

1.103
1.099
1.088
1.082
1.094
1.087
1.092
1.09

1.097
1.102
1.099
1.089
1.11

1.104
1.111
1.099
1.105
1.128
1.103
1.102
1.106
1.105
1.127
1.146
1.142
1.129
1.126
1.126
1.128
1.132
1.136
1.112
1.115
1.13

1.129
1.122
1.133
1.135

Fn NHFR
0.611
0.61

0.605
0.604
0.609
0.608
0.617
0.604
0.606
0.614
0.609
0.599
0.614
0.603
0.604
0.594
0.604
0.615
0.609
0.612
0.617
0.614
0.62

0.624
0.614
0.612
0.613
0.615
0.622
0.621
0.619
0.603
0.601
0.606
0.61

0.608
0.618
0.612
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Table B.9. Centerline downstream cooling data of Hybrid scheme Br = 1 .0.

x/d
0

0.12
0.24
0.36
0.48

0.599
0.719
0.839
0.959
1.079
1.199
1.319
1.439
1.559
1.678
1.798
1.918
2.038
2.158
2.278
2.398
2.518
2.638
2.758
2.877
2.997
3.117
3.237
3.357
3.477
3.597
3.717
3.837
3.956
4.076
4.196
4.316
4.436
4.556

0.791
0.853
0.75
0.865
0.893
0.909
0.917
0.919
0.912
0.916
0.908
0.908
0.902
0.895
0.885
0.881
0.877
0.869
0.864
0.857
0.851
0.848
0.84
0.836
0.833
0.826
0.822
0.813
0.801
0.796
0.801
0.799
0.791
0.788
0.783
0.775
0.77

0.767
0.758

HTCR
1.139
1.139
1.136
1.122
1.114
1.127
1.125
1.153
1.153
1.143
1.146
1.149
1.131
1.137
1.116
1.109
1.103
1.088
1.084
1.075
1.069
1.073
1.068
1.07

1.071
1.092
1.089
1.112
1.123
1.134
1.14
1.149
1.159
1.175
1.174
1.163
1.166
1.157
1.151

Fn NHFR
0.623
0.622
0.623
0.617
0.619
0.627
0.616
0.626
0.622
0.616
0.606
0.612

0.6
0.611
0.603
0.599
0.603

0.6
0.604
0.601
0.604
0.611
0.606
0.605
0.607
0.611
0.604
0.608
0.609
0.608
0.61

0.613
0.608
0.617
0.612
0.609
0.61
0.61

0.615

1.212
1.319
1.142
1.333
1.378
1.411
1.423
1.436
1.425
1.428
1.414
1.416
1.399
1.39

1.365
1.356
1.348
1.33

1.321
1.307
1.296
1.292
1.277
1.273
1.268
1.26

1.254
1.245
1.227
1.22
1.23

1.228
1.216
1.215
1.205
1.188
1.181
1.175
1.157

x/d
4.676
4.796
4.916
5.035
5.155
5.275
5.395
5.515
5.635
5.755
5.875
5.995
6.114
6.234
6.354
6.474
6.594
6.714
6.834
6.954
7.074
7.194
7.313
7.433
7.553
7.673
7.793
7.913
8.033
8.153
8.273
8.392
8.512
8.632
8.752
8.872
8.992
9.112

: 9.232

0.759
0.759
0.746
0.734
0.739
0.735
0.729
0.728
0.723
0.715
0.713
0.707
0.701
0.695
0.691
0.688
0.682
0,678
0.667
0.657
0.651
0.652
0.64

0.641
0.631
0.631
0.62
0.616
0.603
0.601
0.59
0.586
0.575
0.567
0.563
0.554,
0.5.44
0.541
0.535

HTCR
1.154
1.153
1.151
1.14

1.124
1.109
1.097
1.086
1.09
1.08
1.077
1.063
1.068
1.079
1.072
i.064
1.065
í¡043
1.041
1.049
1.048
1.048
1.06

1.072
1.057
1.067
1.082
1.066
1.083
1.09

1.082
1.085
1.082
1.085
1.082
\m
1.081
1.079
1.092

Fn NHFR
0.611
0.616
0.62
0.621
0.611
0.609
0.608
0.61

0.612
0.611
0.603
0.605
0.606
0.613
0.611

,0.604
0.604
:0.i6

0.605
0.609
0.611
0.606
0.613
0.611
0.603
0.601
0.606
0.591
0.605
0.609
0.61
0.613
0.609
0.617
0.617
0.614

, 0,609
0.605
0.606

1.16
1.16
1.138
1.115
1.123
1.113
1.102
1.101
1.092
1.078
1.076
1.064
1.055
1.046
1.039
1.035
1.024
1.018
1.001
0.984
0.976
0.977
0.958
0.959
0.944
0.943
0.924
0.918
0.897
0.893
0.876
0.869
0.852
0.839
0.831
0.819
0.801
0.796
0.784

x/d
9.352
9.471
9.591
9.711
9.831
9.951
10.07
10.19
10.31
10.43
10.55
10.67
10.79
10.91
11.03
11.15
11.27
11.39
11.51
11.63
11.75
11.87
11.99
12.11
12.23
12.35
12.47
12.59
12.71
12.83
12.95
13.07
13.19
13.31
13.43
13.55
13.67
13.79
13.91

? HTCR
0.528
0.515
0.516
0.51

0.501
0.494
0.487
0.479
0.471
0.464
0.464
0.456
0.454
0.445
0.443
0.435
0.436
0.434
0.427
0.419
0.415
0.413
0.411
0.414
0.408
0.402
0.398
0.397
0.395
0.392
0.388
0.386
0.38

0.372
0.374
0.374
0.376
0.373
0.369

1.093
1.106
1.102
1.088
1.085
1.09
1.096
1.086
1.087
1.088
1.097
1.106
1.096
1.108
1.114
1.112

1.1
1.108
1.111
1.093
1.109
1.103
1.085
1.096
1.093
1.106
1.11

1.112
1.111
1.105

1.1
1.1

1.103
1.121
1.122
1.12
1.13
1.12

1.135

Fn NHFR
0.602
0.603
0.611
0.605
0.604
0.609
0.61

0.608
0.614
0.603
0.607
0.617
0.609
0.611
0.617
0.608
0.599

0.6
0.608
0.597
0.613
0.612
0.605
0.61

0.602
0.603
0.598
0.603
0.605
0.604
0.607
0.604
0.602
0.609
0.605
0.601
0.611
0.608
0.619

232



Table B.9. (Continue).

x/d ? HTCR

14.03

14.15
14.27
14.39
14.51
14.63
14.75
14.87
14.99
15.11
15.23
15.35
15.47
15.59
15.71
15.83
15.95
16.07
16.19
16.31
16.43
16.55
16.66
16.78
16.9

17.02
17.14
17.26
17.38
17.5

17.62
17.74
17.86
17.98

18.1

0.369
0.369
0.364
0.363
0.361
0.36
0.357
0.356
0.356
0.353
0.353
0.348
0.344
0.343
0.341
0.337
0.332
0.331
0.329
0.325
0.326
0.325
0.323
0.316
0.315
0.31
0.307
0.307
0.303
0.299
0.297
0.296
0.293
0.29
0.288

1.138
1.143!
1.145
1.14

1.141
1.14

1.128
1.123
1.145
1.123
1.139
1.139
1.142
1.139
1.135
1.144
1.142
1.139
1.14

1.128
1.127
1.14

1.132
1.139
1.13
1.15
1.15

1.141
1.148
1.145
1.144
1.161
1.154
1.13

1.152

Fn NHFR x/d
0.614
0.616
0.609
0.607
0.609
0.607
0.61
0.607
0.618
0.604
0.614
0.61

0.615
0.613
0.608
0.614
0.603
0.603
0.604
0.599
0.601
0.613
0.598
0.601

0.6
0.614
0.614
0.606
0.613
0.61
0.6

0.61
0.6

0.592
0.613

0.493
0.489:

'?|48 ]
0,482,
0.476
0.475
0.477
0.477
0.467
0.471
0.465
0.455
0.446
0.447
0.445
0.434
0.427
0.426
0:422'
9-W^
0,423;
0.415
0.417
0.401
0.404
0.386
0.38

0.385
0.374
0.369
0.366
0.355
0.353
0.361
0.3.45

18.22
1$.34
18:46-
Ì8.5fc.
18.7

18.82
18.94
19.06
19.18
19.3

19.42
19.54
19.66
19.78
19.9

20.02
20.14
20.26
2038
20.5?

20.6:2
20.74
20.86
20.98
21.1

21.22
21.34
21.46
21.58
21.7

21.82
21.94
22.06
22.18

0.285
0.281
0.277
0,278
0.279
0.28

0.275
0.275
0.272
0.268
0.264
0.263
0.263
0.258
0.258
0.263
0.263
0.265
0.265
0.263
0.263
0.26

0.261
0.263
0.258
0.264
0.263
0.26
0.26
0.262
0.261
0.258
0.253
0.23

HTCR Fn NHFR
1.131

1.15
1.162
1.138
1.128
1.115
1.141
1.129
1.129
1.149
1.144
1.148
1.121
1.127
1.13

1.163
1.142
1.147
1.139
1.131
1.116
1.126
1.121
1.09

1.105
1.099
1.092
1.096
1.102

1.1
1.128
1.121
1.123
1.146

0.589
0.609
0.618
0.602
0.603
0.599
0.616
0.611
0.601
0.619
0.615
0.618
0.606
0.61
0.609
0.625
0.611
0.612
0.623
0.614
0.607
0.618
0.615
0.604
0.614
0.608
0.607
0.607
0.613
0.605
0.622
0.607
0.602
0.612
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Table B. 10. Centerline downstream cooling data of Hybrid scheme Br = 1 .5.

x/d
0

0.12
0.24
0.36
0.48

0.599
0.719
0.839
0.959
1.079
1.199
1.319
1.439
1.559
1.678
1.798
1.918
2.038
2.158
2.278
2.398
2.518
2.638
2.758
2.877
2.997
3.117
3.237
3.357
3.477
3.597
3.717
3.837
3.956
4.076
4.196
4.316
4.436
4.556

0.852
0.903
0.793
0.96

0.975
0.981
0.978
0.985
0.983
0.987
0.976
0.975
0.973
0.973
0.956
0.957
0.958
0.949
0.947
0.94

0.936
0.935
0.922
0.923
0.924
0.917
0.911
0.904
0.894
0.888
0.891
0.893
0.883
0.876
0.873
0.866
0.867
0.863
0.854

HTCR

1.129
1.136
1.135
1.146
1.135
1.146
1.154
1.172
1.189
1.155
1.178
1.155
1.171
1.17

1.127
1.141
1.11

1.109
1.094
1.085
1.079
1.079
1.087
1.074
1.086
1.115
1.107
1.117
1.133
1.168
1.183
1.16

1.175
1.184
1.19
1.18

1.176
1.166
1.16

Fn NHFR
0.61

0.618
0.615
0.627
0.622
0.627
0.63

0.627
0.638
0.623
0.636
0.619
0.636
0.636
0.618
0.631
0.616
0.625
0.621
0.617
0.617
0.617
0.623
0.613
0.62

0.625
0.621
0.614
0.616
0.63
0.634
0.617
0.619
0.615
0.619
0.615
0.615
0.615
0.613

x/d
1.313
1.403
1.215
1.505
1.525
1.54
1.54
1.56

1.564
1.556
1.547
1.535
1.538
1.538
1.49
1.497
1.485
1.469
1.459
1.446
1.436
1.435
1.416
1.414
1.42
1.418
1.406
1.398
1.385
1.388
1.398
1.394
1.381
1.373
1.369
1.353
1.354
1.343
1.326

4.676
4.796
4.916
5.035
5.155
5.275
5.395
5.515
5.635
5.755
5.875
5.995
6.114
6.234
6.354
6.474
6.594
6.714
6.834
6.954
7.074
7.194
7.313
7.433
7.553
7.673
7.793
7.913
8.033
8.153
8.273
8.392
8.512
8.632
8.752
8.872
8.992
9.112
9.232

?
0.857
0.857
0.841
0.829
0.837
0.828
0.824
0.826
0.822
0Í81

0.808
0.802
0.798
0.791
0.789
0.788
0.781
0.775
0.764
0.757
0.748
0.755
0.737
0.738
0.734
0.731
0.719
0.71;
0.698
0,698
0.69,
0.687
0.679
0.671
0.663
0.652
0.644
0.643
0.633

HTCR
1.163

1.176
1.176
1.16
1.143
1.146
1.112
1.121
1.096
1.093

:LÖ9;
1.085
1.087
1.085
1.093
1.091
1.073
1.064
1.061
1.05

1.052
1.069
1.071
1.075
1.077
1.078
1.085
1.091

1.08,7
1.Q97
Ì.092
1.089
1.089
1.088
1.086
1.079
1.085
1.083
1.094

Fn NHFR
0.615
0.621
0.622
0.619
0.617
0.629
0.611
0.625
0.613
0.614
0.612
0.612
0.614
0.613
0.619
0.62

0.612
0.613
0.614
0.61

0.611
0.617
0.613
0.611
0.611
0.611
0.611
0.614
0.611

0.611
0.613
0.613
0.611
0.612
0.611
0.611
0.61

0.611

1.332
1.335
1.307
1.283
1.293
1.278
1.262
1.268
1.256
1.235
1.232
1.22

1.214
1.202

1.2
1.198
1.183
1.173
1.155
1.142
1.129
1.141
1.113
1.116
1.109
1.104
1.086
1.071
1.052
1.052
1.038
1.033
1.02

1.007
0.995
0.976
0.963
0.962
0.945

x/d ? HTCR
9.352
9.471
9.591
9.711
9.831
9.951
10.07
10.19
10.31
10.43
10.55
10.67
10.79
10.91
11.03
11.15
11.27
11.39
11.51
11.63
11.75
11.87
11.99
12.11
12.23
12.35
12.47
12.59
12.71
12.83
12.95
13.07
13.19
13.31
13.43
13.55
13.67
13.79
13.91

0.626

0.615
0.609
0.604
0.592
0.588
0.58
0.566
0.555
0.55
0.547
0.537
0.533
0.523
0.517
0.51

0.507
0.504
0.496
0.488
0.485
0.478
0.475
0.476
0.469
0.462
0.456
0.452
0.447
0.446
0.442
0.433
0.43

0.418
0.421
0.42
0.421
0.419
0.413

1.094
1.11
1.104
1.089
1.086
1.09

1.095
1.087
1.089
1.094

1.1
1.11

1.098
1.11

1.116
1.113
1.116
1.109
1.112
1.106
1.11

1.104
1.092

1.1
1.099
1.113
1.123

1.12
1.119
1.108
1.103
1.111
1.108
1.134
1.126
1.129
1.146
1.127
1.145

Fn NHFR
0.611
0.611
0.61

0.611
0.61
0.61
0.61
0.61
0.61
0.61
0.61
0.61
0.61
0.61
0.61
0.61
0.61
0.61
0.61
0.61
0.611
0.61
0.61
0.612
0.61

0.612
0.611
0.61
0.61

0.611
0.611
0.615
0.612
0.616
0.61
0.614
0.618
0.613
0.615
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Table B. 10. (Continue).

x/d ?
14.03
14.15
14.27
14.39
14.51
14.63
14.75
14.87
14.99
15.11
15.23
15.35
15.47
15.59
15.71
15.83
15.95
16.07
16.19
16.31
16.43
16.55
16.66
16.78

16.9
17.02
17.14
17.26
17.38

17.5
17.62
17.74
17.86
17.98

18.1

0.413
0.414
0.41
0.409
0.405
0.406
0.403
0.402
0.402
0.397
0.399
0.392
0.391
0.389
0.388
0.381
0.38
0.378
0.377
0.373
0.374
0.373
0.371
0.366
0.364
0.359
0.359
0.359
0.358
0.353
0.348
0.35

0.345
0.344
0.342

HTCR
1.142
1.148
1.152
1.151
1.148
1.146
1.139
1.125
1.15

1.129
1.152
1.155
1.15

1.149
1.14

1.156
1.157
1.151
1.142
1.135
1.138
1.147
1.142
1.157
1.143
1.16

1.156
1.162
1.158
1.153
1.158
1.165
1.16

1.157
1.159

Fn NHFR x/d ?
0.611
0.61
0.614
0.615
0.614
0.613
0.614
0.611
0.613
0.61
0.616
0.617
0.61

0.611
0.611
0.613
0.611
0.614
0.611
0.611
0.612
0.611
0.612
0.614
0.612
0.611
0.611
0.614
0.612
0.611
0.61
0.612
0.611
0.611
0.611

0,566
01564'
0.557'
0.554
0.549
0.552
0.55

0.553
0.544
0.544
0.537
0.523
0.524
0.522
0.523
0.505
01502
ojoì
0.5Ò4

0.5
0.5

0.495
0.493
0.477
0.48
0.464
0.467
0.463
0.463
0.457
0.447
0.446
0.441
0.439
0.436

18-22
18.34
18.46
18.58

18.7
18.82
18.94
19.06
19.18

19.3
19.42
19.54
19.66
19.78

19.9
20.02
,20.14
20.26
20.38

20.5
20.62
20.74
20.86
20.98

21.1
21.22
21.34
21.46
21.58

21.7
21.82
21.94
22.06
22.18

0.341

0.334
0.333
0.333
0.331
0.332
0.33
0.327
0.326
0.322
0.314
0.312
0.311
0.303
0.306
0.307
0.303
0.303
0.299
0.294
0.295
0.286
0.288
0.283
0.281
0.283
0.276
0.277
0.273
0.275
0.276
0.271
0.271
0.238

HTCR Fn NHFR

1.152
1.16
1.16

1.152
1.136
1.122
1.141
1.134
1.129
1.151
1.135
1.13

1.121
1.124
1.118
1.15

1.136
1.14

1.136
1.121
1.107
1.116
1.113
1.09

1.108
1.099
1.096
1.102
1.11

1.136
1.139
1.128
1.137
1.149

0.61
0.611
0.608
0.61
0.61
0.609
0.61
0.61
0.609
0.61
0.61

0.611
0.61
0.61
0.606
0.611
0.61
0.61
0.61
0.61
0.61
0.61

0.613
0.611
0.616
0.611
0.613
0.614
0.615
0.631
0.616
0.613
0.614
0.623
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Table B.l 1 . Laterally averaged downstream cooling data of Hybrid scheme.

x/d
1
2
3
4
5
6
7
8
9
10
11
12
13
14

Br = 0.5
HTCR

0.494
0.457
0.389
0.334
0.306
0.267
0.25
0.225
0.195
0.17
0.133
0.117
0.086
0.041

1.096
1.068
1.054
1.079
1.064
1.043
1.032
1.048
1.038
1.038
1.039
1.033
1.028
1.015

Fn

0.578
0.585
0.584
0.584
0.585
0.589
0.588
0.583
0.583
0.582
0.577
0.571
0.56

0.541

NHFW
0.716
0.664
0.56

0.461
0.425
0.374
0.355
0.306
0.266
0.227
0.169
0.149
0.104
0.047

x/d
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22

Br=LO
HTCRl Fn

0.446
0.426
0.402
0.375
0.35
0.325

0.3Í32;
0.271
0.251
0.249
0.231
0.212
0.203
0.194
0.199
0.169
0.163
0.152
0.144
0.127
0.095
0.11

1.104
1.077
1.071
1.098
1.084

;1,06
JLÒ5
if .072
1.067
1.068
1.076
1.079
1.088
1.098
1.111
1.093
1.099
1.108
1.081
1.074
1.035
1.065

0.583
0.591
0.594
0.595
0.597
0.599
0.599
0.597

0.6
0.6

0.598
0.597
0.593
0.586
0.589
0.587
0.584
0.584
0.582
0.575
0.575
0.577

NHFW
0.635
0.612
0.574
0.52

0.486
0.458
0.425
0.364
0.335
0.331
0.297
0.264
0.243
0.221
0.22
0.183
0.17
0.146
0.153
0.13

0.111
0.112

x/d
1

2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22

Br= 1.5
HTCR

0.631

0.616
0.595
0.576
0.557
0.536
0.51
0.485
0.451
0.423
0.394
0.377
0.36
0.349
0.34

0.328
0.319
0.31

0.303
0.294
0.286
0.283

1.178
1.129
1.108
1.131
1.113
1.088
1.073
1.099
1.09
1.09

1.103
1.11

1.129
1.15

1.156
1.142
1.153
1.165
1.138
1.146
1.104
1.131

Fn
0.622
0.621
0.617
0.615
0.614
0.616
0.613
0.612
0.613
0.613
0.612
0.614
0.615
0.613
0.612
0.613
0.614
0.614
0.613
0.614
0.614
0.613

NHFW

.¦*,,236,


