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Abstract 

Behavioral economists have proposed that human preferences are constructed during 

their elicitation and are thus influenced by the elicitation procedure. For example, 

different preferences are expressed when options are encountered one at a time or 

concurrently. This phenomenon has been attributed to differences in the “evaluability” of 

a particular attribute when comparison to an option with a different value of this attribute 

is or is not available. Research on the preferences of laboratory animals has often been 

carried out by means of operant-conditioning methods. Formal treatments of operant 

behavior relate preferences to variables such as the strength and cost of reward but do not 

address the evaluability of these variables. Two experiments assessed the impact of 

procedural factors likely to alter the evaluability of an opportunity cost (“price”): the 

work time required for a rat to earn a train of rewarding electrical brain stimulation. The 

results support the notion that comparison between recently encountered prices is 

necessary to render the price variable highly evaluable. When price is held constant over 

many trials and test sessions, the evaluability of this variable appears to decline. 

Implications are discussed for the design of procedures for estimating subjective reward 

strengths and costs in operant conditioning experiments aimed at characterizing, 

identifying and understanding neural circuitry underlying evaluation and choice.
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Introduction 

In neoclassical economics, the individual economic agent is equipped with a 

stable set of preferences that direct the maximization of self-interest. These preferences 

are revealed by allocation decisions. Thus, an individual who has filled a shopping basket 

with a particular set of goods is said to have revealed preferences that assign a higher 

utility to the chosen “consumption bundle” than to any of the others that could have been 

assembled at the same cost [41, 42]. 

Behavioral research has challenged the neoclassical view of the decision maker.  

For example, preferences have been shown to depend on how options are described [49, 

51] or on the method of elicitation [49]. As a result, normatively equivalent option sets 

and methods of elicitation often give rise to systematically different responses [50]. Such 

challenges have led to a new conception of human judgment in which preferences are not 

merely revealed by the testing situation but instead constructed in the elicitation process. 

As a consequence, preferences can be conceptualized as highly malleable and context-

dependent. 

Among the illustrations of the malleability and context-sensitivity of preferences 

are the anchoring effects of irrelevant, but highly accessible, information [1, 44] and the 

reversals in preferences observed when objects encountered sequentially are presented 

simultaneously [23]. Below, we illustrate these effects in human decision-making. Then, 

we extend the notion of constructed preferences to choices made by non-human animals, 

and we describe two experiments that demonstrate this phenomenon in laboratory rats 

working for rewarding electrical brain stimulation. 
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An anchoring effect in humans. Simonsohn and Lowenstein [44] examined how much 

money individuals spend on housing after moving between cities. Movers coming from 

cities where housing was more expensive than in their new city viewed prices in the new 

city as cheap and tended to spend more money initially on housing than individuals from 

cities where housing was less expensive than in their new city. Thus, the irrelevant, yet, 

readily accessible, information of prices in markets other than the local one served as 

initial reference points in the construction of preferences for housing. 

A preference reversal in humans. Hsee and colleagues [23] asked college students how 

much they would pay for two CD changers. One of the CD changers was described as 

having a capacity of 5 disks and a total harmonic distortion (THD: a measure of sound 

quality) of 0.003% whereas the other changer was described as having a capacity of 20 

disks and THD of 0.01%. Half of the participants were given no further information 

about the THD measure whereas the others were told that the best and worst CD changers 

on the market had THD values of 0.002% and 0.012%, respectively. Half of the 

participants in each THD-information condition evaluated the two CD changers one at a 

time whereas the others evaluated them jointly. 

The experimenters surmised that disk capacity would be easy for the participants 

to evaluate. In contrast, in the absence of information about the range of THD values in 

the market, they expected that this measure would be difficult to evaluate and hence, 

would have less influence over participants’ preferences than the capacity data. This is 

what they found: participants who were not informed about the best and worst THD 

values and evaluated the two CD changers one at a time were willing to pay more for the 
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one that scored higher on the easier to evaluate attribute (capacity); when the two CD 

changers were evaluated jointly, the preference reversed, and participants were willing to 

pay slightly more for the unit with the better sound quality. No such reversal was 

observed in the participants who were told the THD values for the best and worst CD 

changers on the market. Thus, the procedure for eliciting the preferences influenced the 

results, but only when there was a large difference in the evaluability of the two 

attributes.  

Preference measurement in non-human animals. Theoretical treatments of the 

preferences of non-human animals share several common assumptions with the 

neoclassical approach to economics. The agent is often assumed to be maximizing some 

proxy for fitness [29, 37, 38, 47, 48, 52], and its preferences are often assumed to be 

revealed by behavioral-allocation decisions [7, 18, 31]. 

Experimental studies of judgment and decision in non-human animals often 

employ operant-conditioning methods. A particularly convenient method for carrying out 

such studies is to reward operant performance by delivering electrical stimulation to 

appropriate brain regions [34]. No satiation is induced by “consumption” of the reward 

[33], and experimental subjects are willing to work vigorously for this reward throughout 

long test sessions [20]. The behavior of these subjects is exquisitely sensitive to variables 

such as the strength [3, 46], rate [14, 36], and delay [15, 28] of reward. 

In a typical operant-conditioning study carried out using electrical stimulation as 

the reward, the value of an independent variable, such as the strength or cost of the 

reward, is varied over a set of test trials [10, 30]. For example, the first trial in the series 
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is often carried out using the strongest reward available, and then the strength of the 

stimulation is decreased in step-wise fashion (“swept”) from trial to trial until the subject 

ceases to respond. This is the “curve-shift” procedure for measuring the reward-

modulating effects of drugs, lesions, and manipulation of physiological need states: the 

effectiveness of the reward-modulating manipulation is estimated from lateral 

displacement of the curve relating the vigor (e.g., the rate) of performance to the strength 

(e.g., the pulse frequency) of the electrical stimulation [10, 30]. In these studies, changes 

in the reward effectiveness of brain stimulation are inferred from changes in the 

stimulation strength that produces a criterion level of performance, such as the half-

maximal level (the “M50”). Alternatively, the cost of the stimulation (e.g., the number of 

times the subject must respond to earn a reward) can be varied in lieu of its strength, as in 

the “progressive-ratio” method [24]. The position of the psychometric function along the 

cost axis is taken as index of the subject’s willingness to pay for the reward. 

In the literature on application of curve-shift methods, the position of the 

psychometric function on the axis representing the independent variable (e.g., stimulation 

strength or cost) is generally taken as an index of an internal determinant of decision, 

such as reward effectiveness [3, 30] or willingness to invest effort in the pursuit of reward 

[32, 39, 40]. The performance of the subject can be construed as a reflection of an 

underlying preference between the payoff derived from “work,” defined as operant 

performance for reward and that derived from “leisure,” defined as alternative activities 

such as grooming, exploring, and resting [4, 7, 9, 21]. Such preferences are thought to be 

revealed by the scaling procedure. Although several studies have examined whether 

behavioral allocation depends on the direction (ascending or descending) in which the 
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value of an independent variable is swept [13, 25, 26, 35], we know of no prior work 

assessing the possibility that the preferences for rewarding brain stimulation are 

constructed in a manner akin to those manifested by human subjects.  

If the preferences of non-humans animals between work and leisure are 

constructed rather than revealed, then they may well be subject to anchoring effects and 

preference reversals akin to those demonstrated in human subjects; such preferences 

would depend on the procedure used to elicit them. We investigated these issues in 

laboratory rats working for brain stimulation reward (BSR). Psychometric functions 

relating the allocation of behavior to the strength of the stimulation (the pulse frequency) 

were obtained as described above. Cost was defined and manipulated in terms of the 

work time required to earn a reward (an “opportunity cost”). This work requirement—

hereafter termed the “price”—remained constant throughout a series of repeated 

frequency sweeps. Thus, a rat working for rewards at a price of four seconds was 

required to hold down a lever (on average or exactly, depending on the schedule of 

reinforcement) for four seconds per reward. Once a set of frequency sweeps had been 

collected at a low price, the price was increased to a medium value, and a new set of 

frequency sweeps was run. Then, the price was further increased to a high value, and 

another set of frequency sweeps was obtained. The procedure was then reversed by 

decreasing the price, in a step-wise manner, from high to medium to low, and running a 

set of frequency sweeps at each price. At the end of this series of rising and falling prices, 

price sweeps were run: with the stimulation frequency held constant at a high value, the 

price was increased systematically from trial to trial. In a second experiment, the subjects 

were exposed to the same set of pulse frequencies and prices, but instead of sweeping the 
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value of one independent variable across trials with the other independent variable held 

constant for many sessions, both the pulse frequency and the price were sampled 

randomly, and multiple values of both variables were encountered in each test session.  

 If performance is determined solely by the strength and cost of the reward, then 

the order of presentation should not matter, and the results obtained with random 

sampling of parameter values should be equivalent to those obtained by systematically 

sweeping the strength and cost variables. Such preferences would be said to be 

“procedurally invariant.” In contrast, if the preferences of the rats are constructed in the 

course of testing, they should depend on factors in addition to the strength and cost of the 

currently available reward, which may include the anchors provided by preceding testing 

conditions and the evaluability of the independent variables. If so, different results should 

be obtained when parameter values are sampled randomly or systematically. 

Revealed-preference predictions. Figure 1 demonstrates how the effect of systematically 

increasing and decreasing the price of BSR alters the allocation-frequency relationship in 

a hypothetical subject that is insensitive to anchoring effects and can evaluate both the 

strength and price of the stimulation with equal ease. In panel A, the proportion of time 

allocated to the operant task is plotted as a function of pulse frequency. As the pulse 

frequency is decreased, time allocation decreases from maximum to minimum. An 

increase in price must be offset by a compensatory increase in reward strength and hence, 

in pulse frequency. Thus, the dashed curve (medium price) lies to the right of the solid 

curve (low price). An additional rightward shift is produced by increasing the price from 

a medium value to a high one (dotted curve). However, this last displacement is 
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accompanied by a decrease in maximal time allocation. The reason for this prediction is 

that the rewarding effect is known to saturate at high pulse frequencies [43]. Once the 

frequency approaches the reward-saturating value, further increases no longer suffice to 

offset increases in price, and pursuit of the rewarding stimulation can no longer dominate 

competing activities, such as grooming, resting, and exploring.  

Panel B plots the pulse frequencies (“M50” values) at which each of the curves in 

Panel A attains a half-maximal level of time allocation. Since the subject is presumed to 

be insensitive to anchoring effects, the same M50 values are obtained for both of the 

curves obtained at the low (squares) and middle (circles) prices, regardless of whether 

these prices are tested during the ascending (solid symbols) or descending (open 

symbols) price series.  

In Panel C, the curve produced by sweeping the price at one pulse frequency is 

shown along with the curve obtained by sweeping the pulse frequency at the highest 

price. In a subject whose preferences are procedurally invariant, the curves obtained from 

the price sweep should be consistent with those obtained from the frequency sweep. 

Regardless of whether a particular combination of pulse frequency and price is 

approached along a frequency-sweep, or price-sweep curve, the same time allocation 

should be obtained. The single time allocation at the point in the parameter space (the 

floor of the graph) where the two sweeps intersect is denoted by a sphere. 

Predicted effect of anchoring. Panel D of Figure 1 plots the proportion of time allocated 

to self-stimulation as a function of pulse frequency in a hypothetical subject whose 

preferences are susceptible to the anchoring effects of previous reinforcement history. By 
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analogy to the literature on human construction of preference [44], low prices appear 

lower when an individual’s scale of evaluation has been anchored at a higher price, and 

high prices appear higher when an individual’s scale of evaluation has been anchored at a 

lower price. As a result, one would expect subjects whose evaluation of the current price 

is anchored by previously encountered prices to have lower M50 values when the previous 

price condition was higher than the current condition, and higher M50 values when the 

previous price condition was lower than the current condition. Panel E plots the M50 

values obtained from each price condition in such a subject.  

Panel F illustrates the prediction that a subject manifesting anchoring effects will 

show inconsistent time allocation when a given point in the parameter space is 

approached along a price sweep or a frequency sweep. The frequency-sweep curve has 

been pushed rightward due to anchoring, as shown in Panels D and E, thus reducing time 

allocation at the point in the parameter space where the two curves cross. Given that a 

range of rapidly changing prices is encountered repeatedly during price-sweep tests, an 

anchoring effect is not anticipated. Thus, time allocation is predicted to be higher during 

when the cross point is approached along a price sweep than along a frequency sweep. 

Predicted effect of reduced evaluability. During the first experiment, the price of the 

stimulation was held constant over many sessions while the strength of the stimulation 

was varied. The absence of comparison prices during each testing session may have 

reduced the evaluability of the opportunity cost. If so, the effect of the price on 

behavioral allocation would be expected to be greater during the second experiment, 

when both the strength and the cost of the stimulation varied over the course of each 

testing session.  
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If, in the first experiment, the opportunity cost were far less evaluable than 

stimulation strength, one would expect the rat to rely primarily on the strength of the 

reward rather than its price to allocate behavior between work and leisure activities. This 

insensitivity to price, in its most extreme case, would result in zero displacement of the 

frequency sweep curves. A rat incapable of accurately evaluating the opportunity cost of 

BSR would not require any compensatory increase in stimulation frequency following a 

price increase. Panels G and H of Figure 1 illustrate a slightly less extreme hypothetical 

case, in which the evaluability of the price variable is very low, but not zero. The lower 

the evaluability of the price variable, the closer a plot of the M50 values across the 

different phases of the experiment to a vertical line. 

Panel I illustrates the prediction that a subject sensitive to the evaluability of the 

price variable will show inconsistent time allocation when a given point in the parameter 

space is approached along a price sweep or a frequency sweep; the inconsistency in 

allocation should be opposite to that manifested by a rat that is subject to anchoring 

effects. Due to the poor evaluability of the price variable during frequency-sweep testing, 

the frequency-sweep curve obtained at the highest price will be little displaced from the 

ones obtained at the low and middle prices, as shown in Panels G and H. However, the 

repeated encounters with multiple prices during price-sweep testing renders the price 

more evaluable and restores the effectiveness of this variable, thus lowering time 

allocation at the cross-point. 

The present experiments demonstrate that the preferences of rats working for BSR 

differ from the procedurally invariant ones depicted in Panels A-C of Figure 1. 
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Systematic anchoring effects (Panels D-F) were not evident. However, the influence of 

price was greater when multiple prices were encountered during each test session and 

hence, the evaluability of this variable was high, than when the price was held constant 

over many test sessions and hence, the evaluability of this variable was low (Panels G.H). 

Moreover, performance at the cross-point between the high-price frequency sweep and 

the price sweep was greater when this point in the parameter space was approached along 

a frequency sweep than along a price sweep, as one would expect if the evaluability of 

the price variable were low during frequency-sweep testing (Panel I). This violation of 

procedural invariance was eliminated by random sampling of frequencies and prices, 

which also boosted the influence of the price variable.  

 

Experiment 1 

Materials and Methods 

 Subjects were seven experimentally-naïve, male Long-Evans rats (Charles River, 

St-Constant, Quebec) weighing at least 450 grams at the time of surgery. Under sodium 

pentobarbital anesthesia, monopolar stimulation electrodes insulated to within 0.5 mm of 

the tip were aimed stereotaxically at the lateral hypothalamic level of the medial 

forebrain bundle, either unilaterally or bilaterally. Coordinates were 2.8 mm posterior to 

bregma, 1.7 mm lateral to the midline and 9mm from the skull surface.  

Throughout the experiment, stimulation consisted of 0.5 s trains of monophasic, 

cathodal, constant-current pulses, 0.1 ms in duration. Following at least four days of 
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recovery from surgery, the subjects were shaped to press a lever that triggered a 

stimulation train. The criterion for inclusion in the study was avid responding for 78 Hz 

trains of 200 µA pulses in the absence of involuntary stimulation-induced movements or 

evident signs of aversion such as vocalizations, withdrawal from the lever, or escape 

behaviors. Further testing was carried out to determine the highest current at which a 

wide range of pulse frequencies supported lever pressing in the absence of disruptive side 

effects, such as escape behaviors and forced movements. The currents selected for rats 

CP2, CP3, CP7, CP8, CP9 and C26 were, respectively, 700, 500, 600, 300, 700 and 1260 

µA. 

Following screening, the rats were trained to hold down a lever in order to trigger 

the rewarding stimulation.  A zero-hold, variable interval schedule [7] was in effect. On 

this schedule, the rat was rewarded only if the lever was held down at the end of an 

interval randomly sampled from an exponential distribution. The parameter of this 

distribution was the average time the lever had to be depressed (“work time”) to obtain a 

reward. By analogy to concept of opportunity cost in economics, this work time is called 

the “price” of the reward. The average price during training was set to 1 s. 

A cue light over the lever was illuminated whenever the lever was depressed. If 

the lever was not depressed at the end of the current interval, a new interval was selected 

and the timer restarted. As soon as a reward was triggered, the lever was retracted, and 

the interval timer was paused. After a 2-s delay, the lever was re-introduced into the cage, 

and the timing of a new interval began.  
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A trial consisted of a period of time during which both the average price and the 

strength of the rewarding stimulation were held constant. In both experiments, the trial 

time was set at 20 times the average price, thus allowing the rat to harvest 20 rewards per 

trial if working continually. An orange house light flashed throughout the ten-second 

interval separating one trial from the next. Levers were retracted and cue lights turned off 

for the duration of this inter-trial interval. 

Once the rats had acquired the operant response, daily sessions were carried out, 

consisting of 12 determinations of a 10-trial sequence in which the pulse frequency was 

decreased in equal logarithmic steps from trials 2 through 10, over a range that drove the 

proportion of time the lever was depressed (“time allocation”) from maximal to minimal. 

Trial 1 served as a warm-up, and the pulse frequency was the same as on trial 2. The 

tested frequency ranges for rats CP2, CP3, CP7, CP8, CP9 and C26 were 334-100, 166-

24, 182-50, 114-62, 200-50 and 170-58 Hz, respectively. The steps sizes used in this first 

phase were 0.065, 0.10, 0.07, 0.03, 0.07 and 0.06 common logarithmic units, 

respectively. 

Following training on the frequency sweep procedure, animals were trained on the 

price sweep procedure. The pulse frequency was set at a high value while the average 

price on each trial was increased in equal logarithmic units, driving performance from 

maximum to minimum. As in the frequency-sweep procedure, the first trial of each 

determination served as a warm-up, followed by nine trials over which the price was 

increased. The zero-hold variable-interval schedule of reinforcement was still in effect. 

The large amount of time required to collect data from each determination precluded 

exclusion of the first determination from the analysis. The tested price range was 1-30.2s; 
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the step size used in this second, price-sweep phase was therefore 0.185 common 

logarithmic units. 

Psychometric curves were plotted, relating time allocation to the common 

logarithm of the pulse frequency. Once at least 20 determinations were obtained over 

which the position of the psychometric curves along the logarithmic pulse-frequency axis 

did not vary by more than 5% within sessions and 10% between sessions (as determined 

by visual inspection), the price of the sweeps was increased to the geometric mean of 1s 

(the price of the rewards during the initial frequency sweep) and the price that produced 

50% time allocation during price-sweep training. Another set of 20 or more 

determinations were run at this higher, “medium” price. A final set of 20 stable 

determinations was obtained at the “high” price that had produced 50% time allocation 

during the price-sweep training. The low price was always 1 s; the medium and high 

prices for each rat are shown in Table 1. 

Following three sets of frequency-sweeps at escalating prices, the sequence of 

price changes was repeated in reverse order. The price of the reward was decreased back 

to the medium value for 20 or more frequency-sweep determinations, and again to the 

low price for 20 or more determinations. At the conclusion of this first experiment, a final 

series of price-sweeps was obtained at a high frequency. Thus, a total of five or six 

sweeps types were run with each rat. In order, these were: a first low-priced frequency 

sweep, a first medium-priced frequency sweep, a high-priced frequency sweep, a second 

medium-priced frequency sweep a second low-priced frequency sweep and a high-
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frequency price sweep. The second low-priced frequency sweep was omitted in the cases 

of rats C26, CP2 and CP3. 

The first determination in each test session was considered a warm-up, and the 

data were excluded from the analysis; the data from the first session of each phase were 

also excluded.  

A separate group of 5 rats was tested to assess the baseline variability in the 

frequency-sweep data over the course of long-term testing. Rats DE1, DE2, DE3, DE4 

and DE7 underwent the same surgical and training procedures as the rats in the 

experimental group. As in the experimental group, the schedule of reinforcement ensured 

that the number of rewards obtained was proportional to the time that the lever was 

depressed. However, the work time required to obtain a reward was fixed at a constant 

price of 1 s. The number of test sessions for these “drift-control” subjects equaled the 

median for the experimental subjects, and the number of determinations per session 

matched the median number for the corresponding session performed with the 

experimental subjects. Thus, the drift-control subjects underwent a first phase of testing 

that consisted of 3 13-determination sessions (thus matching the first pass though the 

low-price condition for the experimental group), a second phase consisting of another 3 

13-determination sessions (matching the first pass through the medium price condition 

for the experimental group), a third phase consisting of 7 5-determination sessions 

(matching the high-price condition for the experimental group), a fourth phase consisting 

of 3 13-determination sessions (matching the second pass through the medium price 

condition for the experimental group) and a fifth phase consisting of a final 3 13-
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determination sessions (matching the second pass through the low-price condition for the 

experimental group).  

The first determination in each test session was considered a warm-up, and the 

data were excluded from the analysis; the data from the first session of each phase were 

also excluded. (An exception was made in the case of rat DE2 due to data loss resulting 

from a broken lead; data from session 1 in phases 2 and 5 were retained to replace the 

incomplete session 3 in phase 2 and session 2 in phase 5.) Thus, the analysis of the drift-

control data was based on 24 frequency-sweep determinations in each of the five phases, 

all carried out at a 1-second price.  
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Results 

The dependent variable 

The dependent measure in the data analyses was a corrected estimate of time 

allocation [6, 7]. The raw measure of time allocation was the ratio of work time (time 

spent holding down the lever) to trial time (the total time the lever was extended and 

reward was available). The denominator of the time-allocation ratio can also be expressed 

as the sum of the work time, as defined above, and the “leisure time,” during which the 

rat performed alternate activities such as grooming and exploring. Leisure time is 

estimated from the sum of the intervals during which lever is not depressed [7]. Conover 

has determined that when the strength of the stimulation is high and the cost is low, 

individual leisure bouts comprise at least two populations, one consisting of intervals 

sufficiently long to perform alternate activities and another consisting of very short 

intervals (< 1 s) [5]. During the brief latter pauses in responding, the rat remains near the 

lever, often with its paw resting lightly upon it. Thus, these brief pauses appear to be part 

of the behavior pattern associated with work rather than with leisure activities. For this 

reason, pauses shorter than 1 s in duration were subtracted from the leisure time and 

added to the work time so as to arrive at the corrected estimates of time allocation that 

were used in the analysis of the data. 

Curve-fitting procedure 

Dual-quadratic functions were fit to the data collected in each sweep condition by 

means of a bootstrapped [12], least-square procedure. These functions were defined 

piecewise as horizontal upper and lower segments joined by two separate quadratic 
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functions. Smooth junctions between segments were ensured by requiring that the first-

order derivatives be equal on each side of the intersection between a given segment and 

its neighbor. A dual-quadratic spline function was used in lieu of broken-line [16] or 

logistic [8] functions, because it is capable of describing quasi-sigmoidal datasets that are 

asymmetric about their midpoints.  

The bootstrapped curve-fitting procedure was implemented using MATLAB (The 

Mathworks, R2007b). By sampling with replacement from the data obtained at each point 

along a sweep, 1000 re-sampled datasets were generated; the number of observations at 

each point along a sweep was equal to the number of determinations that had been run. 

For example, if 20 determinations of a frequency sweep had been run, then the 

bootstrapping procedure generated 1000 frequency-sweep datasets consisting of 20 

observations at each pulse frequency. A dual-quadratic spline function was fit to each of 

the 1000 curves obtained by resampling the data from a given price condition. This 

yielded 1000 estimates of the frequency that produced half-maximal time allocation and 

of the average time allocation for each pair of pulse frequency and price values for both 

frequency and price sweeps. The estimated frequency that produced half-maximal time 

allocation is analogous to the M50 measure of Miliaressis et al. [30]. The 95% confidence 

interval around each estimate was defined as the region excluding the lowest 25 and 

highest 25 of the 1000 estimates.  

Frequency-sweep data 

Figures 2a and 2b show the curves fitted to the frequency-sweep data along with 

the mean time allocation for each frequency and the associated 95% confidence intervals. 
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The inset shows the mean frequency corresponding to half-maximal time allocation (M50) 

for each curve over the ascending and descending series of prices. In the inset, dotted 

lines join the M50 values for corresponding prices in the ascending and descending series. 

The degree to which these dotted lines deviate from the vertical indicates the level of 

inconsistency between the estimates obtained in the ascending and descending series of 

prices. 

In the cases of four of the seven subjects, the M50 profiles correspond roughly to 

the expected triangular form, and in the case of another subject, a triangular profile is 

seen over the three central conditions (middle1, high, middle2). Even in these cases, the 

vertical dotted lines joining corresponding prices deviate from the vertical.  

The shifts in M50 values corresponding to each price change are shown in Table 2. 

Each value in this table represents the difference between the estimates obtained at a 

given price and the estimate obtained at the next price tested. The statistical criterion for a 

reliable shift was an absence of overlap between the 95% confidence intervals 

surrounding the two estimates from which the shift is derived (denoted by asterisks). 

Table 3 shows the differences between the M50 values obtained at the low and 

middle prices in the ascending and descending price series. Asterisks denote cases in 

which the 95% confidence intervals surrounding each of the M50 estimates do not 

overlap. Deviations of the dotted lines from the vertical in the lower insets of Figures 2A 

and 2B are proportional to the values in this table. These deviations show the degree to 

which inconsistent M50 values were obtained in the ascending and descending price 

series. 
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The data from the “drift-control” subjects, which are shown in Figure 3, provide 

an estimate of baseline variability in M50 measures. All five sets of curves were obtained 

at the same price. Thus, if performance were perfectly stable over time, the profile of the 

M50 measures would be vertical. Note that some of the profiles deviate substantially from 

a vertical line, and that the magnitude of the inconsistencies between the M50 values for 

the different curves overlaps that observed in the data from the experimental group. 

Tables 4, and 5 show the shifts in M50 values observed in the data from the drift-

control subjects. The shifts were calculated between data sets matched to those in which a 

given price was tested in the experimental group. For example, the middle price was in 

effect in the second and fourth frequency-sweeps obtained from the experimental 

subjects. Thus, the corresponding shifts in the drift-control data were between the values 

obtained in the second and fourth data sets. Similarly, the shifts between the first and fifth 

data sets in the drift-control data correspond to the shifts between the two low-price 

frequency sweeps in the experimental group. 

The relative effect of price changes on the M50 values for the subjects in the 

experimental and drift-control groups was assessed by means of a non-parametric test 

(Mann-Whitney U). The changes in M50 values were expected to be larger in the subjects 

that experienced price changes (those in the experimental group) than in the subjects that 

were tested with a constant price (the drift-control group). Thus, single-tailed tests were 

performed. The results are reported in Table 6. All the comparisons exceed the statistical 

threshold. Thus, despite the substantial variation across subjects, the price variable did 
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produce a detectable effect, even when the drift in M50 values across sessions is taken 

into account. 

Non-parametric tests were also carried out to determine whether the inconsistency 

between M50 values from the ascending and descending prices in the experimental group 

exceeded the discrepancies that arose in the drift-control group during repeated testing 

under constant conditions. One test was carried out on the signed differences between the 

shifts observed between corresponding data sets from the two groups, and a second test 

was carried out on the absolute value of the shifts. In neither case did the result meet the 

criterion for statistical significance (U=9 and U=14 signed, U=7 and U=16 unsigned, p 

>0.05, two tailed). Thus, the inconsistency observed between M50 values for curves 

obtained a given price in ascending or descending price series in the experimental group 

was not greater than what would be expected on the basis of the variability observed in 

the control group. 

Comparison of frequency- and price-sweep data 

The left side of Figure 4, shows the 95% confidence intervals surrounding the 

curves fitted to the high-priced frequency sweep data (black) and those fitted to the price 

sweep data (grey) for a single rat. The vertical dashed line indicates where the two curves 

cross in the parameter space (the floor of the three-dimensional graph). The rat’s time 

allocation to lever pressing at the intersection point, as determined by the fitted curve, as 

well as the 95% confidence region surrounding the estimate for frequency sweep data 

(black) and price sweep data (grey), are depicted in the upper left panel of the array of 

graphs on the right side of Figure 4. If the rat’s preferences were procedurally invariant, 
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these two time-allocation values should be same. Clearly, they are not, as is indicated by 

the large distance between the two means and the non-overlap of the associated 95% 

confidence intervals. The remaining panels in the array on the right side of Figure 4 

provide analogous estimates for all the rats. In all 7 cases, the time allocation estimated 

by the curve fit to frequency sweep data is significantly greater than that fit to the price 

sweep data (p<0.05, bootstrapped). Thus, the procedure used to derive the psychometric 

curves (frequency sweeps versus price sweeps) influenced the time-allocation estimates, 

and procedural invariance was violated. 

Discussion 

Three predictions arise from the hypothesis that the preferences of self-

stimulating rats are revealed by their reward-seeking behavior and do not depend on the 

procedures used to elicit them: (1) M50 values for frequency sweeps should increase as 

the price is raised and decline as the price is lowered; (2) M50 values for frequency 

sweeps obtained at a given price should be the same, regardless of whether they pertain to 

sweeps run during the ascending-price or descending-price phase of the experiment; (3) 

time allocated to working for BSR at a particular price and frequency should be the same, 

regardless of whether that pair of price and frequency values is embedded in a frequency 

sweep or in a price sweep. 

Prediction 1: changes in M50 values as a function of price 

 The payoff from a train of rewarding stimulation depends both on its strength and 

its price [17, 27]. Thus, in order to hold time allocation constant following an increase in 

price, a compensatory increase in pulse frequency should be required. If preferences 
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between work and leisure depend only on the strength and price of the reward, and 

preferences are simply revealed by the testing procedure, then M50 values should increase 

systematically during the ascending-price phase and decrease systematically during the 

descending-price phase. As a result, a subject whose preferences depend only on the 

strength and price of the reward will require higher frequencies to achieve an equivalent 

level of performance when the price is increased to a medium or high value: curves 

relating time-allocation to the common logarithm of the pulse frequency (“allocation-

frequency curves”) obtained at medium and high prices will be shifted rightward with 

respect to those obtained at low and medium prices, respectively. Similarly, allocation-

frequency curves obtained at lower prices will be shifted leftwards with respect to those 

obtained at higher prices.  

Table 2 provides evidence that systematic changes in M50 values were indeed 

observed in most subjects. In the results from rats CP7, CP8, and CP9, all four shifts in 

M50 values (low 1 to medium 1, medium 1 to high, high to medium 2, medium 2 to low 

2) surpass the statistical criterion. This is also the case for three of the four shifts 

observed in the data from rat CP4 and in two shifts (medium1 to high, high to medium 2) 

for rat C26. Overall, the magnitude of the changes in M50 values obtained in the subjects 

exposed to price changes (the experimental group) was larger than in the subjects tested 

repeatedly at a constant price (the drift-control group). 

These results provide only modest support for the prediction of systematic shifts 

in M50 values. Two subjects failed to show the expected pattern of shifts, and many of the 

shifts in the remaining subjects were rather small in comparison to the price changes. For 

example, the shifts obtained in rat CP7 in the medium 1 to high and high to medium 2 
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conditions were only 0.026 and -0.024 common logarithmic units. In this rat, the medium 

and high prices were 4 and 16 s, respectively, values spaced 0.60 common logarithmic 

units apart. The growth of the subjective intensity of the rewarding effect as a function of 

the pulse frequency would have to have been unprecedented in steepness in order for 

such small changes in pulse frequency to offset such large changes in price. Gallistel and 

Leon [18] reported that reward intensity grows roughly as a power function (with an 

exponent varying from approximately 2 to 10) over modest frequency intervals. 

Assuming that reward value is determined by the ratio of subjective reward intensity to 

subjective price [7] and that subjective price closely mirrors objective price over the 

range from 4-16 s [45], the exponent of such a power function would have to be in the 

range of 23 - 25 in order for the small frequency shifts observed in rat CP7 to compensate 

for the fourfold ratio of middle and high prices. 

A more likely account of the data is that the evaluability of the price variable was 

low in this experiment due to the fact that each set of the 20 or more frequency sweeps in 

each condition were carried out at a constant price. In order for the price variable to be 

fully evaluable, it may be necessary for the rat to encounter two of more different price 

values in the same test session. This hypothesis is tested in Experiment 2. 

Prediction 2: consistency of M50 values across the ascending- and decreasing-

price series 

In five of the seven rats, statistically reliable differences were found between M50 

values for a given price in the ascending and descending price series (Table 2). However, 

the direction of these shifts varied across subjects, and their magnitude was not 

significantly different from the magnitude of the shifts observed in the drift-control group 
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over the course of repeated testing at a constant price. Thus, there is no firm evidence that 

the preceding price condition served as an anchor for evaluating the price currently in 

effect. Of course, if the evaluability of the price variable were low in this experiment, any 

anchoring effect would have been minimized. 

Prediction 3: consistency of price- and frequency-sweeps 

 If the preferences of the rats were procedurally invariant, time allocation to any 

single combination of prices and pulse frequencies should not have depended on whether 

a particular location in the parameter space (a pair of price and frequency values) is 

visited in the course of a frequency sweep or a price sweep. This was not the case. In all 

seven rats, time allocation was higher at the intersection of the vectors composed of the 

tested frequencies and prices when this point was approached during a high-price 

frequency sweep than during a price sweep. Thus, procedural invariance was violated in a 

consistent manner. The direction of the violation is consistent with the notion that the 

evaluability of the price variable was lower during frequency sweeps, when the price was 

constant, than during price sweeps, when the price varied from trial to trial. 

Due to an oversight, the schedule of reinforcement in effect for the drift control 

animals differed from that in effect for the experimental animals. Given that the price was 

constant within trials for the drift-control subjects but variable for the experimental 

subjects, the data from the former group would be expected to be more stable than those 

from the latter group. Thus, by reducing noise in the control group, this procedural 

difference should have made it easier to discern an anchoring effect. The failure to 

observe such an effect is thus all the more striking. That an anchoring effect was not seen 
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could well have been due to decreased evaluability of the price variable in the frequency-

sweep conditions.
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Experiment 2 

Two of the findings of Experiment 1 are consistent with the idea that the 

evaluability of the price variable was low during prolonged frequency-sweep testing at a 

constant price. First, the changes in pulse frequency required to offset price changes were 

smaller and less consistent than expected, as though the influence of the price variable 

had been weakened. Second, more time was allocated to working for stimulation trains at 

a particular frequency and price when that point in the parameter space was encountered 

in the course of  the high-price frequency sweep than in the course of the price sweep. 

Thus, the ability of higher prices to attenuate performance appeared greater when a 

comparison price was available during the same testing session.  

In Experiment 2, multiple frequencies and prices were encountered during each 

test session. It was expected that this would increase the evaluability of the price variable. 

Consequently, more robust and consistent shifts were anticipated in the frequencies 

required to sustain a given level of time allocation as a function of price changes.  

To maintain the evaluability of the pulse frequency, fixed comparison frequencies 

were presented immediately prior to and following each experimental trial. The lead 

comparison frequency produced a near-maximal reward whereas the trailing comparison 

frequency produced a minimal reward. Thus, the comparison frequencies defined the 

available range of subjective reward intensities.  

The prices and frequencies tested were the same as in Experiment 1, but the 

values of the two variables were no longer swept sequentially and were presented instead 

in random order. The vectors composed of the frequencies tested at the high price and the 
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prices tested at the highest frequency intersected at the same point in the parameter space 

as in Experiment 1. However, it was expected that due to the increased evaluability of the 

price variable and the use of a common procedure to sample the points along the 

frequency and pulse vectors, consistent time allocation would be observed at the 

intersection. 

 

Materials and Methods 

Five of the rats tested in Experiment 1, rats C26, CP4, CP7, CP8 and CP9, served 

as subjects. The 36 price-frequency pairs tested were the same as in Experiment 1, as 

were the currents, pulse waveform, pulse duration, and train duration.  

The pulse frequencies and prices were placed in a list. Given that variability of 

time allocation is highest on the steeply rising portion of the psychometric curve, points 

in this region were tested more frequently than those at the upper and lower extremes of 

the curves. Thus, the central three points of each frequency or price vector were 

represented twice in the list, and the remaining points were represented once. The list was 

then randomized. A new list of pseudo-randomized test points was generated every day 

using custom-programmed software in the MATLAB programming language. 

Test sessions consisted of a series of experimental trials bracketed by trials on 

which the comparison frequencies were presented. On the leading comparison-frequency 

trial, the pulse frequency was as high as the rat could tolerate whereas on the trailing 

comparison-frequency trial the pulse frequency was too low to support lever pressing 

(10Hz). The price was set to 1 s on both comparison-frequency trials. The experimental 
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trials were drawn from the randomized list without replacement until all test trials had 

been presented once (for the extremes) or twice (for the middle points) during a single 

test session. The maximum session duration was 6 hours.  

A fixed, “cumulative handling-time” schedule was in effect. On this schedule, 

every reward in a given trial was delivered after the cumulative time the lever had been 

depressed equaled the price specified in question in the randomized parameter list. As in 

the case of the zero-hold variable-interval schedule used in Experiment 1, the number of 

rewards earned was proportional to the time allocated to work (holding down the lever). 

However, the fact that the work time required to obtain a reward was fixed within a trial 

minimized the time required for the rat to adjust to each new price. In principle, the rat 

could determine the price in effect on each trial after earning a single reward. In contrast, 

on the zero-hold variable-interval schedule, the price for each reward is drawn randomly 

from an exponential distribution. Thus, the rat must encounter many rewards under the 

zero-hold variable-interval schedule in order to obtain a good estimate of the parameter 

of the price distribution. (For example, 352 rewards must be encountered in order for the 

95% confidence interval surrounding the average price encountered to fall within 10% of 

the set price.) This did not pose a problem in Experiment 1. For example, identical 

frequency sweeps were run at least 21 times in a row at a given price. Thus, there was 

ample opportunity to estimate the mean of the exponential distribution of prices. 

However, in Experiment 2, prices were determined from randomized lists, and the rat had 

to estimate the price anew on each and every experimental trial. Thus, it was necessary to 

hold the price constant within each trial in order to minimize the time required for price 

estimation. 
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Results 

Given that pulse frequencies and prices were selected from randomized lists, the 

rat could not know at the start of an experimental trial what price would have to be paid 

to obtain the pulse train or at what frequency the pulses would be delivered. Only on 

delivery of the first reward, were these quantities revealed. Therefore, time elapsed prior 

to the delivery of the first reward was eliminated from the calculation of time allocation. 

Otherwise, time allocation was calculated as in Experiment 1.  

The data were grouped into four matrices corresponding, respectively, to the low-

price frequency sweeps, middle-price frequency sweeps, high-price frequency sweep, and 

price sweep from Experiment 1. Separate columns of each matrix stored the pulse 

frequency, price, and time allocation. The matrices were sorted to yield the same 

sequences of pulse frequencies or prices that were swept in Experiment 1. For example, 

once sorted, the matrix corresponding to the low-price frequency sweep from Experiment 

1 contained the same series of pulse frequencies as was employed in that experiment, and 

the price column contained a constant value: the low price. Psychometric curves were 

obtained by fitting dual-quadratic functions to the time-allocation data in the matrices, 

using the same bootstrap-based procedures employed in Experiment 1, and M50 values 

were derived.  

The fitted psychometric curves are shown in Figure 5 Increases in price shift these 

curves rightwards (Table 7). The insets compare the M50 values obtained from 

Experiments 1 and 2. Note that in all cases, the trajectory described by the M50 values as 
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price is increased lies further from the vertical in the case of Experiment 2 (heavier black 

lines) than Experiment 1 (finer grey lines), indicating that the influence of the price 

variable was greater. Further evidence of the augmented influence of the price variable 

can be seen in the dramatic decline of time-allocation values at the highest price tested 

(green points and curve in Figure 5). (In the case of rat CP4, time allocation is so 

diminished that the curve cannot be fit accurately, and thus the confidence interval 

surrounding the M50 value is very large.) 

To determine whether the new procedures yielded more consistent data than those 

employed in Experiment 1, we compared the time-allocation values at the intersection of 

the psychometric curves corresponding to the high-price frequency sweep and price 

sweep in Experiment 1. The criterion for consistency was overlap in the 95% confidence 

interval surrounding the psychometric curves at their point of intersection in the 

parameter space. The left portion of Figure 6 shows that in Experiment 2, the data from 

rat C26 are indeed consistent, although they were strikingly inconsistent in Experiment 1. 

The right portion of Figure 6 compares the predicted time allocations at the intersection 

of the high-price frequency and price vectors for all rats in both experiments. The 95% 

confidence intervals from Experiment 2 (“Random”) overlap in the cases of three rats 

(including C26) but all those from Experiment 1 (“Sweep”) are widely separated; the two 

estimates from Experiment 2 with non-overlapping confidence intervals are closer 

together than any of the estimates from Experiment 1. Thus, with only minor 

discrepancies and in sharp contrast to the results of Experiment 1, the time-allocation data 

from Experiment 2 are internally consistent. 
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Discussion 

The procedures in Experiment 2 were designed to heighten the evaluability of the 

price variable. In contrast to Experiment 1, in which the average price was held constant 

over frequency-sweep trials during multiple test sessions, the full set of prices was 

encountered in every test session. The results suggest that the changes in procedure had 

the desired effect: Price changes produced larger and more consistent effects than in 

Experiment 1. 

In Experiment 1, procedural invariance was violated: time allocation was greater 

when the intersection between the high-priced frequency sweep and the price sweep was 

approached in the course of the frequency sweep than when this point was approached in 

the course of the price sweep. We hypothesized that this was so because the high price 

had a weaker influence in the frequency-sweep portion of the experiment, when the price 

had been held constant for multiple sweeps and sessions, than in the price-sweep portion, 

when the price varied from trial to trial. The results of Experiment 2 support this 

interpretation. In Experiment 2, all prices were encountered every session, providing a 

good basis of comparison for the price in effect on any given trial. Thus, the evaluability 

of the price variable should have been high. Indeed, consistent time allocation was seen at 

the intersection of the high-priced frequency sweep and the price sweep regardless of 

whether the psychometric curve from which this value was interpolated was parallel to 

the frequency or price axis.  

The restored evaluability of the price variable provides one explanation for the 

lower time allocation observed along the high-price vector of pulse frequencies in 

Experiment 2 than in Experiment 1. In addition, the fact that the price was constant 
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within trials in Experiment 2 but variable within trials in Experiment 1 could have 

contributed. Experimental subjects generally prefer variable schedules of reinforcement 

over fixed schedules with the same expected value [14, 19]. 

Although the change in reinforcement schedule may have contributed to 

increasing the M50 values in Experiment 2, it cannot readily explain why the slope of this 

increase became steeper (insets in Figure 5). In contrast, the observed steepening of the 

slope is consistent with notion that the evaluability of the price variable was increased in 

Experiment 2. 

General Discussion 

The results of these experiments provide evidence for construction of preferences 

in rats. Depending on the method used to elicit preference (frequency or price sweeps), 

behaviour in Experiment 1 was allocated differently when the rat was faced with 

normatively equivalent option sets, each providing a choice between trains of rewarding 

brain stimulation offered at a particular price and pulse frequency or engagement in 

alternative activities, such as grooming and exploring. Thus, the procedural-invariance 

assumption underlying revealed preference was violated. Further evidence of the 

malleability and context-dependency of the rats’ preferences is provided by the 

differential influence of the price variable in Experiments 1 and 2. When frequency 

sweeps were performed repeatedly at a constant price and recently experienced 

comparison prices were unavailable, the influence of the price variable appeared weak 

and inconsistent. However, when prices varied during testing sessions, they more 

strongly and reliably influenced the index of reward effectiveness: the position of 
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psychometric curves along the pulse-frequency axis. Once the evaluability of the price 

variable was restored by the provision of comparison prices within the same test session, 

time was allocated, in a consistent and orderly fashion, as a function of the cost and 

strength of the rewarding stimulation. 

In experiments carried out with human participants, price information 

encountered in the past that was irrelevant to market conditions at the time of decision 

has been shown to influence preference [44]. In experiments carried out with self-

stimulating rats, whether the value of a stimulation parameter was swept in the ascending 

or descending direction has been shown to influence the position of psychometric curves 

[13, 25, 26, 35]. In contrast, consistent anchoring effects were not observed in 

Experiment 1 of the present study. For example, the inconsistency in the frequency-

sweep data obtained at middle prices following testing at lower or higher prices did not 

exceed that observed during prolonged testing at a constant price. However, the 

evaluability of the price variable appears to have been low during the frequency-sweep 

portion of that experiment. If so, this would have undercut any influence of price history. 

Given the possibility that anchoring effects might emerge once the evaluability of the 

price variable was restored, the vectors of prices and pulse frequencies were sampled 

randomly in Experiment 2 so as to wash out such effects. Such random sampling in the 

parameter space may well prove to be an important precaution to take in future studies in 

which one seeks unbiased estimates of how the cost and strength of reward contribute to 

behavioral allocation. 

In experiments with humans, attributes of goods on offer have been shown to be 

differentially evaluable when the participants encountered the elements of the choice set 
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singly or jointly [23]. The analogous distinction in experiments with laboratory animals 

contrasts single-operant paradigms, in which one experimenter-controlled reward is 

offered at a time, and dual-operant paradigms, in which an explicit choice is offered 

between two different experiment-controlled rewards. In studies of brain stimulation 

reward carried out in the dual-operant paradigm, the rewards on offer have typically 

differed in terms of their strength and the minimum inter-reward interval, a variable 

closely related to price [18, 27, 43]. Under these conditions, the evaluability of the price-

like variable was high [18, 27, 43]. Experiment 1 of the present study shows that the 

evaluability of this variable can be reduced substantially under single-operant conditions, 

when the value of this variable is held constant over many trials and test sessions. 

However, Experiment 2 shows that simultaneous comparison is not a necessary condition 

for high evaluability. Sequential exposure of the subjects to multiple prices within the 

same test session appears sufficient to render this variable highly evaluable. 

Arvanitogiannis and Shizgal [2] have introduced a three-dimensional model that 

links single-operant performance to the strength and cost of rewarding brain stimulation. 

They argue that the two-dimensional representations of performance for brain stimulation 

that are typically used to infer changes in reward strength [30] yield fundamentally 

ambiguous results: identical changes in two-dimensional psychometric curves can be 

produced by altering either the strength or rate of reward. In contrast, the effects of 

manipulating these variables can be distinguished unambiguously when three-

dimensional measurements are made. Thus, they advocate that the assessment of the 

effects of drugs, lesions, and physiological manipulations on performance for reward is 

best performed within a three-dimensional framework. If so, how should these 
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measurements be obtained? The results of the present study argue that it would be unwise 

to obtain the three-dimensional data by holding either the strength or the cost of 

stimulation constant while the value of the other variable is swept repeatedly. Adopting 

such an approach would reduce the evaluability of the variable held constant and run the 

risk of violating procedural invariance. In contrast, the methods employed in Experiment 

2, which combine variation of both the strength and cost of stimulation within each test 

session with random sampling of parameter vectors, promise to maintain the evaluability 

of the two independent variables and to yield consistent, procedurally invariant allocation 

of behaviour. 

A key assumption underlying research on brain stimulation reward is that the 

values of fundamental determinants of behavioral allocation, such as the subjective 

strength, cost, delay, and probability of reward, can be inferred from behavioral 

measurements. Debates about the legitimacy of such inferences have long played an 

important role in the literature, beginning with the demonstration by Hodos and 

Valenstein [22] that reward value cannot be inferred unambiguously from the vigor of 

operant performance. Much effort has been invested in developing better measurement 

methods [2, 11, 30]. The demonstration that rats construct preferences provides both an 

impetus and guidance for further improvements, and the results reported here highlight 

the importance of ensuring the evaluability of key independent variables, such as reward 

cost. The more that can be learned about how the preferences of laboratory animals are 

constructed, the more closely experimental procedures can reveal the values of the 

variables that determine reward-seeking behaviour and the more effectively such 
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information can be used to identify and understand the neural circuitry underlying 

evaluation, choice, and behavioral allocation. 
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Figure 1. Predictions arising from the revealed-preference model (Panels A-C) and two 

models of constructed preferences, one based on anchoring (Panels D-F) and the other on 

differential evaluability of the price and frequency variables (Panels G-I). The upper row 

shows the proportion of time allocated to self-stimulation as a function of pulse 

frequency; the second row plots the predicted M50 values and the bottom row shows the 

predicted relationships between price-sweep and frequency-sweep data. According to the 

revealed-preferences model, changes in price should be offset by compensatory increases 

in pulse frequency that do not depend on the direction of the price changes (Panels A,B). 

Moreover, normatively equivalent payoffs (as determined by the pulse frequency and 

price) are expected to produce identical behavioural allocation, regardless of whether the 

price-frequency pair is embedded within a frequency sweep (black lines) or a price sweep 

(gray line). Behavioral allocation at the intersections of the vectors of frequencies and 

prices is denoted by gray spheres. If the results obey the procedural-invariance 

assumption, the location of the spheres representing frequency and price sweeps will be 

the same. According to the anchoring model, preferences are affected by previous testing 

conditions. Thus, M50 values are predicted to vary as a function of the direction of price 

changes (Panels D, E), and time allocation will depend on whether a given point in the 

parameter space (the floor of the graphs in the bottom row) is approached in the course of 

a price or frequency sweep (Panel F). According to the hypothesis that prolonged 

exposure to a single price reduces the evaluability of this variable comparatively small 

changes in frequency are required to compensate for large changes in price (Panels G,H). 

Inconsistent time allocation is predicted when a given point in the parameter space is 



 - 47 - 

approached in the course of a price or frequency sweep (Panel I), and the direction of the 

difference is opposite to that predicted by the anchoring hypothesis (Panel F).  

 

Figures 2a and 2b. Curve-fitting results for the experimental subjects. The main graph of 

each panel shows the spline function fit to the data (lines) as well as the mean corrected 

time allocation (points). The insets show the M50 values for each curve, expressed as 

shifts from the M50 value obtained in the initial low-price. Dotted gray lines join 

normatively equivalent conditions. Error bars represent bootstrapped 95% confidence 

intervals. 

 

Figure 3 Curve-fitting results for the drift-control subjects, plotted in the same manner as 

the results for the experimental subjects (Figures 2a and 2b). 

 

Figure 4. Preference reversal observed between price and frequency sweeps. The left-

hand panel depicts the function fit to the data obtained during the high-priced frequency 

sweep (black line) and the price sweep (gray line) for rat C26. Estimated time allocations 

during price and frequency sweeps for the normatively equivalent payoff (dotted vertical 

line) are indicated by gray spheres. In the right-hand array of graphs, black and gray 

spheres depict the time allocation for the normatively equivalent payoff during the high-

price frequency and price sweeps, respectively, for all subjects. Error bars represent 
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bootstrapped 95% confidence intervals. An asterisk indicates that the difference in time 

allocation meets the statistical criterion for reliability. 

 

Figure 5. Curve-fitting results for experimental subjects in Experiment 2. The main graph 

of each panel shows the spline function fit to the data (lines) as well as the mean 

corrected time allocation (points). The insets show the M50 values for each curve, 

expressed as shifts from the M50 value obtained in the initial low-price. Black points in 

the insets represent M50 values observed during Experiment 2 whereas gray points 

represent M50 values averaged across the ascending and descending phases of 

Experiment 1. 

 

Figure 6. Time is allocated in a consistent manner when the parameters vectors are 

sampled randomly. The left-hand panel depicts the function fit to the data from rat C26 

obtained by varying the pulse frequency with the price set to its maximal value (black 

line) and by varying the price with the pulse frequency set to its maximal value (gray 

line). Estimated time allocations for the normatively equivalent payoffs (dotted vertical 

line) are indicated by gray spheres. In the right-hand array of graphs, circles depict the 

time allocation of all subjects for the normatively equivalent payoff when the pulse 

frequency was varied with the price set to its maximal value (filled) and when the price 

was varied with the pulse frequency set to its maximal value (open). An asterisk indicates 

that the difference in time allocation meets the statistical criterion for reliability. 
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Table 1

Rat Medium High
C26 3.16 10.00
CP2 2.50 6.30
CP3 2.80 7.90
CP4 3.20 10.00
CP7 4.00 16.00
CP8 4.00 16.00
CP9 2.90 8.40

Price values of medium- and high-price 
frequency sweeps (seconds/reward)



Table 2

Rat Low 1 to Medium 1 Medium 1 to High High to Medium 2 Medium 2 to Low 2
C26 -0.010 0.162* -0.109* —
CP2 0.140 -0.002 -0.001 —
CP3 0.005 -0.087* -0.038 —
CP4 0.057* 0.061* -0.015 -0.078*
CP7 0.014* 0.026* -0.024* -0.072*
CP8 0.060* 0.084* -0.116* -0.125*
CP9 0.061* 0.073* -0.034* -0.081*
Expected + + - -
Median shift 0.057 0.061 -0.038 -0.080

M50 shifts, sweep conditions

Note. Dashes indicate that the second-pass condition was not evaluated in the subject. Asterisk 
indicates threshold shift meets the criterion for statistical reliability.



Table 3

Rat Low Price Medium Price
C26 — 0.053*
CP2 — -0.003
CP3 — -0.125
CP4 0.026* 0.046
CP7 -0.056* 0.002*
CP8 -0.097* -0.032*
CP9 0.019* 0.039*
Expected 0.000 0.000

Note. Dashes indicate that the second-pass condition 
was not evaluated in the subject. Asterisk indicates shift 
meets the criterion for statistical reliability.

M50 shifts from ascending to descending price series



Table 4

Rat 1 to 2 2 to 3 3 to 4 4 to 5
DE1 -0.028* 0.014 0.017 -0.048*
DE2 -0.014 -0.009 0.046* 0.013
DE3 -0.034* 0.003 0.021* 0.009
DE4 0.035* -0.105* 0.052* 0.008
DE7 -0.038* -0.046* 0.014* -0.003
Expected 0.000 0.000 0.000 0.000
Median shift -0.028 -0.009 0.021 0.008

M50 shifts, phases of drift control

Note. Asterisk indicates threshold shift meets the criterion for statistical reliability.



Table 5

Rat Phases 1-5 Phases 2-4
DE1 -0.045 0.031*
DE2 0.037* 0.037
DE3 -0.001 0.024
DE4 -0.01* -0.053*
DE7 -0.075 -0.033
Expected 0.000 0.000

M50 shifts observed in drift control animals

Note. Asterisk indicates shift meets the criterion for 
statistical reliability.



Table 6

U
Drift control Experimental

1 to 2 / Low 1 to Medium 1 3.80 (5) 8.43 (7) 4.00*
2 to 3 / Medium 1 to High 4.20 (5) 8.14 (7) 6.00*
3 to 4 / High to Medium 2 10.00 (5) 4.00 (7) 0.00*
4 to 5 / Medium 2 to Low 2 7.00 (5) 2.50 (4) 0.00*

Note. Asterisks indicate a statistically significant difference in 
magnitude of shift between drift control and non-drift control 
animals, p<0.05, one-tailed.

Non-parametric test of difference in price-related shifts between 
experimental and drift control subjects

Mean rank (n)Shift



Table 7

Rat Low to Medium Medium to High
C26 0.119* 0.413*
CP4 0.119* 0.075
CP7 0.083* 0.116*
CP8 0.137* 0.103*
CP9 0.184* 0.129*
Median Shift 0.124 0.123

Note. Asterisk indicates shift meets criterion for 
statistical reliability.

M50 shifts, randomized conditions
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