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Abstract 
Real-Time Stereo Visual Servoing of a 6-DOF Robot for Tracking and Grasping 

Moving Objects  

 
Robotic systems have been increasingly employed in various industrial, urban, mili-

tary and exploratory applications during last decades. To enhance the robot control per-
formance, vision data are integrated into the robot control systems. Using visual feedback 
has a great potential for increasing the flexibility of conventional robotic and mechatronic 
systems to deal with changing and less-structured environments. How to use visual in-
formation in control systems has always been a major research area in robotics and 
mechatronics. Visual servoing methods which utilize direct feedback from image features 
to motion control have been proposed to handle many stability and reliability issues in 
vision-based control systems.   

 
This thesis introduces a stereo Image-based Visual Servoing (IBVS) (to the contrary 

Position-based Visual Servoing (PBVS)) with eye‐in‐hand configuration that is able to 
track and grasp a moving object in real time. The robustness of the control system is in-
creased by the means of accurate 3-D information extracted from binocular images. At 
first, an image-based visual servoing (IBVS) approach based on stereo vision is proposed 
for 6 DOF robots. A classical proportional control strategy has been designed and the ste-
reo image interaction matrix which relates the image feature velocity to the cameras’ ve-
locity screw has been developed for two cases of parallel and non-parallel cameras in-
stalled on the end-effector of the robot. Then, the properties of tracking a moving target 
and corresponding variant feature points on visual servoing system has been investigated.  

 
Second, a method for position prediction and trajectory estimation of the moving tar-

get in order to use in the proposed image-based stereo visual servoing for a real-time 
grasping task has been proposed and developed through the linear and nonlinear model-
ing of the system dynamics. Three trajectory estimation algorithms, “Kalman Filter”, 
“Recursive Least Square (RLS)” and “Extended Kalman Filter (EKF)” have been applied 
to predict the position of moving object in image planes.  

 
Finally, computer simulations and real implementation have been carried out to veri-

fy the effectiveness of the proposed method for the task of tracking and grasping a mov-
ing object using a 6-DOF manipulator.   
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Chapter 1 : Introduction 

 

This chapter gives an introduction of Stereo Visual Servoing in grasping moving ob-

jects. Some related topics and previous works are given. In Section 1.1 the background 

and problems of dynamic visual servoing control of robots are outlined. Section 1.2 in-

cludes a summary of the stereo vision and its application to robotic servoing tasks. In 

Section 1.3 an introduction to the application of tracking and grasping moving objects 

using visual servoing is given. Section 1.4 addresses and discusses the previous works in 

this field. The motivations, objectives and contributions of this study and organization of 

the materials of current thesis are also summarized in Section 1.5. And finally Section 1.6 

gives a summary of this chapter. 
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1.1. Visual Servoing: Literature Review 

One of the most challenging technological endeavors of human kind has been giving 

the capabilities of gathering complex information on the environment to machines in or-

der to interact with it in an autonomous manner. The two most important senses which 

provide sufficient environmental information for human to perform interaction tasks are 

the tactile sense and the visual sense. The devices that are able to partially imitate these 

human senses are the force sensors and the visual sensors, respectively. The visual sense 

is often lacking in many human-made machines. In fact, without visual information, ma-

nipulating devices can operate only in “Structured” environments, where every object and 

its relative position and orientation is known a priori. With the increase of real-time ca-

pabilities of visual systems, vision is beginning to be utilized in the automatic control as a 

powerful and versatile sensor to measure the geometric characteristics of the workpiece. 

 

A “Visual Servoing System” is a feedback control system based on visual infor-

mation. A visual servoing system is essential for autonomous robots working in unknown 

or unstructured environments. In general, this system is composed of one or more camer-

as, a processing or computing unit, and specific image processing algorithms to control 

the position of the robot's end-effector relative to the object or work piece as required by 

the task. Visual servoing systems have been increasingly used in control of robot manipu-

lators that is based on visual perception of robot and object location. It is a multi-

disciplinary research area spanning computer vision, robotics, kinematics, dynamics, con-

trol and real-time systems. 
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The history of visual servoing goes back to the seventies. In the early 1970s, Shirai 

and Inoue [1] described how visual feedback, as the use of vision in the feedback loop, 

can increase the accuracy in tasks. The term “visual servoing” was first introduced by 

Hill and Park [2] in 1979. Prior to the introduction of this term, the less specific term vis-

ual feedback was generally used. Afterwards, considerable researches [3, 4] has been per-

formed on the development of visual servoing control systems. The analytical complexity 

of robot control systems and also processing vision data have made the vision-based con-

trol problem challenging. Recently, both computers and video cameras are fast and ad-

vanced and consequently are increasingly used as robotic sensors in feedback control sys-

tems such that the control of robots employing visual feedback is practically feasible.  

 

1.1.1. Applications of Visual Servoing Systems 

 

The main application of visual servoing in industrial robotics concerns with the con-

trol of the end-effector pose (position and orientation) with respect to the pose of objects 

or obstacles which can be fixed or moving in the workspace of the robot. Positioning or 

moving some objects, assembling and disassembling mechanical parts, paintings, weld-

ing, etc. are the examples of the tasks which these robotic systems can perform [5].  

 

In robot visual servoing system the control of the pose is determined using synthetic 

“Image Features” extracted from a sequence of images captured with imaging devices [6, 

7]. These image features are provided by an imaging device e.g. one or more cameras, 
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mounted on the end effector of the robot or in a fixed position with respect to the robot 

workspace. 

 

   
Figure  1.1 Robots using visual feedbacks to perform various tasks, [8], [9] 

 

Visual Servoing tends to be widely used in medical and surgical applications to posi-

tion instruments or perform the medical operations. For instance “Laparoscopic Surgery” 

is minimally invasive, which needs only several small incisions in the abdominal wall to 

introduce instruments such as scalpels, scissors, etc., and a laparoscopic camera, such that 

the surgeon can operate by just looking at the camera images. To avoid the need for an-

other assistant and to free the surgeon from the control task, an independent system that 

automatically aims the laparoscope is highly desirable. Several researchers have tried to 

use visual servoing techniques to guide the instrument during the operation (see Figure 

1.2) [10].   
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Figure  1.2 Application of Visual Servoing in Medical Robotic Systems [11] 

 

Control and guidance of unmanned vehicle systems is another example of using vis-

ual servoing technique for the exploration or reconnaissance operations. The pose of an 

unmanned ground vehicle (UGV) is typically required for autonomous navigation and 

control [12]. Often the pose of an UGV is determined by a global positioning system 

(GPS) or an inertial measurement unit (IMU). However, both GPS and IMU have many 

limitations such as signal availability and in many cases high costs. Given recent advanc-

es in image processing technology, an interesting approach to overcome the pose meas-

urement problem is to use a visual servoing system (Figure 1.3).  
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Figure  1.3 Using vision system in a mobile unmanned vehicle [13] 

 

In an another application of visual servoing systems, space robots are used to perform 

autonomous on-orbit servicing which includes approaching and docking to a target satel-

lite and grasping some complex parts for the purpose of refueling and servicing [14]. 

 

 
Figure  1.4 A space robotic system in a mission of on-orbit servicing [14]  
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1.1.2. Classifications of Visual Servoing Systems 

 

Based on the robot-camera configuration, the visual servoing systems are classified 

as  two major classes called Eye-in-Hand and Eye-to-Hand [15]. In Eye-in-Hand systems 

the camera is rigidly mounted on the robot end-effector and in Eye-to-Hand configuration 

the imaging device is fixed in the workspace to observe both the robot and the object. 

One or more cameras can be used either as these two configurations or a combination of 

both. Each of these configurations is used in various servoing tasks based on the limita-

tions of the experiments and applications [16]. Figure 1.5 illustrates various camera-robot 

configurations. 

 

Monocular systems use a camera either as a global sensor (“Eye-to-Hand” stand–

alone configuration) or as an Eye–in–Hand configuration. These systems usually adopt 

some form of model based visual techniques to facilitate the estimation of the depth be-

tween the camera and the object [17]. If the Eye-to-Hand configuration is used, a geomet-

ric model of the object is commonly used to retrieve the full pose of the object. On the 

other hand, in the Eye–in–Hand configuration, feature-based tracking techniques are vast-

ly used [18]. A single camera minimizes the processing time needed to extract visual in-

formation. However, in the case where the object model is unknown, the loss of depth 

information limits the servoing operations and complicates the control design.  

 

Two cameras in a stereo configuration can be used to provide complete 3D infor-

mation about the scene and the object [19]. One of the common approaches is to estimate 
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the disparity which is then used for depth estimation [20-22]. The fundamental problem 

of disparity estimation is to match the corresponding features between two or more imag-

es [23]. Since we use two different imaging devices, the stereo vision systems require 

twice as much computational effort in image processing as the monocular systems. Since 

we use the stereo configuration in the current research, more details about the methods 

employing stereo vision systems will be thoroughly discussed in subsequent chapters. 

The multiple cameras provide additional information compared to a single or stereo cam-

era configurations. However, matching across multiple views is usually hard, time con-

suming and expensive. Therefore, the research reports on employing more than two cam-

eras for controlling a robot are rare.  

 

The second major classification of visual servoing is based on control input signal 

and involves “Direct Visual Servo Control” systems versus “Look-and-Move” architec-

tures [24]. In general, direct visual servo controller directly computes the torque inputs of 

robot joints and uses only the visual feedback to stabilize the system. It is also important 

to consider the robot dynamics.  
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Figure  1.5 Camera–robot configurations used in visual servoing control 

(a) Monocular eye in hand (b) Monocular Eye to hand  
(c) Stereo eye in hand (d) Stereo eye to hand  

(e) and (f) combination of eye in hand and eye to hand configuration 
 

In the look-and-move structure a vision based controller generates the inputs of the 

joint controller of robot. Therefore the stability of the system relies on both robot joint 

controller and the vision-based controller. Since the vision system can hardly provide 

visual information at a high sampling rate due to the limitation of camera, it might affect 

the stability of the robot system with the vision feedback.  
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Figure  1.6 Look and Move control Architecture 

 

Based on the system error signal, there are two fundamentally different approaches 

to visual servoing control: Position-Based Visual Servo (PBVS) and Image-Based Visual 

Servo (IBVS) [25]. Position-based visual servoing (PBVS), shown in Figure 1.7a, uses 

the observed image features from a calibrated camera and a known geometric model of 

the target to determine the pose of the target with respect to the camera [26]. In a PBVS 

system the pose of the target with respect to the camera is estimated [27]. Knowing the 

target’s geometry is essential for the pose estimation problem. The camera intrinsic pa-

rameters and the observed image plane features are needed as well. The robot then moves 

toward that pose and the control is performed in task space. Various algorithms have 

been proposed for pose estimation [28, 29], it is computationally expensive and relies 

critically on the accuracy of the camera calibration and the model of the object’s geome-

try.  

 

Image-based visual servoing, shown in Figure 1.7b, does not include the pose esti-

mation step. It uses the image features for control signal calculation directly. The control 
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is performed in image coordinate space [30, 31]. The desired camera pose with respect to 

the target is defined implicitly by the image feature values at the desired pose. The image 

features are  highly non-linear functions of camera pose which make IBVS to be a chal-

lenging control problem. IBVS differs fundamentally from PBVS in omitting the estima-

tion of the relative pose of the target. The relative pose is implicit in the values of the im-

age features. The control problem can be formulated in terms of image coordinates. The 

task is to move the feature points to the desired position. Moving the feature points in the 

image space implicitly changes the pose in the Cartesian space. 

 
(a) 

 
(b) 

 
Figure  1.7 Two Different Approaches of Visual Servoing Control [32] 
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There are also other visual servoing control schemes which have been proposed to 

improve the performance of classic IBVS and PBVS approaches. In a “Hybrid Visual 

Servo” the respective advantages of these schemes are combined while trying to avoid 

their shortcomings [33, 34]. The main idea is to use a hybrid of Cartesian and image 

space sensory feedback signals to control trajectories in both the Cartesian and image 

spaces simultaneously. The method known as two and one-half-dimensional (2 1/2-D) 

Visual Servo [34] was the first to exploit a partitioning approach in combining IBVS and 

PBVS. The Cartesian and image trajectories are controlled simultaneously so that they 

are approximate to straight line in 3D Cartesian space and image plane respectively.  

 

More precisely this approach is a “halfway” between the classical position-based and 

image-based approaches. It avoids their respective disadvantages as follows. To the con-

trary the PBVS, it does not need any geometric 3D model of the object. In comparison to 

the image-based visual servoing, it ensures the convergence of the control law in the 

whole task space and it avoids the image singularities and local minima problem.  The 

method is based on the estimation of the camera displacement (the rotation and the trans-

lation of the camera) between the current and the desired views of the object. In each it-

eration, the rotation between these two views is estimated and thus allows for the transla-

tional and the rotational loop to be decoupled. One of the drawbacks of this method is 

that it is more sensitive to image noise than IBVS, since this scheme directly uses visual 

features as input of the control law, without any supplementary estimation step [35]. Fig-

ure 1.8 shows a block diagram of 2-1/2 D visual servoing. 
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Figure  1.8 A block diagram of 2-1/2 D visual servoing 

 

In the hybrid visual servoing schemes, the goal is to decouple the rotational motions 

from the translational ones by selecting adequate visual features defined partially in 2-D, 

and partially in 3-D. Based on this method some researches are performed to find the fea-

tures that exhibit similar decoupling properties but expressed directly in the image 

space[36, 37]. More precisely, the goal is to find six features so that each of them is relat-

ed to only one degree of freedom and makes the interaction matrix relating the image fea-

tures velocity to the camera velocity screw to be diagonal. 

 

The first work in this area (so called “Partitioned Visual Servo”) partitioned the in-

teraction matrix so as to isolate motion related to the optic axis [37]. As it was discussed 

before we encountered the problem of camera retreat in an IBVS system. More precisely 

the partitioned methods solve the problem of “camera retreat” by using IBVS to control 
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some degrees of freedom while using a PBVS controller to control the remaining degrees 

of freedom.  

 

The “XY/Z schemes” consider the x- and y-axes as one group, and the z-axes as an-

other group [36]. The approach is based on a couple of insights. Firstly, the camera re-

treat problem is a z-axis phenomenon: z-axis rotation leads to unwanted z-axis translation. 

Secondly, the image plane motion due to x- and y-axis translational and rotation motion 

are quite similar. At the end, Figure 1.9 summarizes the different classifications for Visu-

al Servoing Systems.  

 

To illustrate the procedure of visual servoing and to compare different visual ser-

voing approaches, the authors of [30] have introduced a good example. In this example 

different behaviors for each method are shown. The task is to move the camera from its 

initial position to a desired position which leads to a desired image. Figure 1.10 shows 

the example of camera positioning task which has been introduced in [30].    
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Figure  1.9 Different classifications for visual servoing systems 

 

 
Figure  1.10 a) Desired camera position, b) Initial camera position, c) Camera image in its initial position 

and desired position (red) [30] 
 

Also the results of different position-based, image-based, hybrid and partitioned vis-

ual servoing approaches are given in Figure 1.11.  
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Figure  1.11 Results of visual servoing approaches: a) Trajectory in the image plane, b) Controlling Velocity 

signals during the motion c) Trajectory in the Cartesian space [30]. 
 

 

1.2. Stereo Vision 

It is quite straightforward to apply the image based visual servoing approach to a 

multi-camera system [38, 39]. If a stereo vision system is used and a 3-D point is visible 

in both left and right images, it is possible to use it as visual features. In the case of using 

a monocular vision system where only a single camera is concerned, a certain number of 

assumptions, such as camera calibration are needed to be made. In that case, it is im-

portant to keep in mind that a number of some singularities exist which make visual ser-

voing control of the robot impossible near those configurations. The use of a binocular 
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vision system avoids these singularities, and requires less strict camera calibration. 

Hence, in the stereo vision configuration it is also possible to estimate 3-D parameters by 

using the epipolar geometry that relates the images of the same scene observed from dif-

ferent viewpoints [40].  

 

Stereo visual servoing has many advantages over the classical monocular visual ser-

voing approaches. The depth information can be recovered without any geometrical mod-

el of the observed object. It should be noted that even in image based visual servoing, this 

information is needed for the computation of the image interaction matrix. A comprehen-

sive study and notations are fully described in the next chapters to illustrate these ad-

vantages. Figure 1.12 shows a manipulator robot in a stereo visual servoing procedure.   

 

Figure  1.12 A six degrees of freedom robot using a stereo vision to perform servoing tasks [41] 
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1.3. Catching 3D Moving Objects 

Real-time tracking, grasping or intercepting moving objects using robot manipulators 

has been a part of applications in industrial fields [42]. Under various situations the ma-

nipulator is used to grasp the stationary objects. For instance a component on a conveyor 

arrives at a specific position and stops then the robot moves and grasps the object. This 

scenario is time consuming and has a low efficiency. Therefore some researchers devel-

oped controller to visually guide the robot to catch the object during its movement. These 

researches have recognized that the main problems in the visual servoing for catching 

moving objects are to solve the delay of the systems due to image processing or the re-

sponse of the robot system and to perform the target grasping [43]. These challenges are 

the major reason for a limited performance in the tracking and grasping process which 

can be solved via use of predictive algorithms.  

 

  
Figure  1.13 A manipulator robot trying to track and catch a moving object [44] 
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1.4. Previous Works 

The research on grasping a target object in motion with a robotic manipulator has 

been reported in different works. Allen et al. [45] presented a system to track and grasp 

an electric toy train moving in an oval path using calibrated static stereo cameras. Nomu-

ra et al. [46] proposed a method to grasp efficiently the objects and developed a system 

able to grasp industrial parts moving on a conveyor belt by controlling a 6DOF robot arm 

with a camera mounted on its gripper. Sen et al. [47] implemented a real time vision sys-

tem with a single camera for identifying and intercepting several objects. Li et al. [48] 

proposed a visual servo system for real‐time tracking and grasping of a moving object 

and a parallel method was adopted to increase the matching speed. 

 

Yeoh and Abu‐Bakar [49] presented a tracking algorithm based on a linear predic-

tion of second order solved by the maximum entropy method. It attempts to predict the 

centroid of the moving object in the next frame, based on several past centroid measure-

ments. Matas and Zimmermann [50] represented the tracked object as a constellation of 

spatially localized linear predictors which were trained on a single image sequence. In a 

learning stage, sets of pixels whose intensities allow for optimal prediction of the trans-

formations are selected as a support for the linear predictor.  

 

F. Pacheco [51] presented a binocular eye‐to‐hand visual servoing system that is able 

to track and grasp a moving object in real time. In the tracking module, they use three 

linear predictors to predict and generate the trajectory that describes the 3D object posi-
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tion in the near future. The training of the predictors is done offline and they adapt online 

to new movements of the object over time. Their visual servoing system was implement-

ed with a CRS T475 manipulator robot with six degrees of freedom and two fixed camer-

as in a stereo pair configuration. 

 

1.5. Objectives, Contribution and Thesis Organization 

This research work aims at developing a stereo eye‐in‐hand image based visual ser-

voing system that is able to track and grasp a moving object in real time. The procedure 

of controlling robot joints to grasp a moving object is illustrated in Figure 1.14. In the 

current research a robot visual servo control algorithm is proposed by using an image 

based eye-in-hand stereo visual servoing algorithm combined with a moving object mod-

el applied to a motion predictor e.g. an extended Kalman filter or a least square method.  

 
Figure  1.14 The structure of grasping moving object using eye-in-hand stereo  

Image-based visual servoing 
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In this research we have addressed the problem of grasping as an eye-in-hand visual 

servoing problem which can be expressed and defined as “finding the (proper) motion of 

the manipulator that will grasp a moving object with limited motion velocity”. With re-

gards to the visual servoing problem the procedure of grasping can be also stated as: 

“finding the motion of the manipulator that will cause the image projections of target’s 

feature points to move and coincide to the desired image features”. This can be done by 

pre-defining desired positions for the object’s image features such that the robot moves 

and aligns the end-effector with the object and reaches towards it. By using a stereo vi-

sion system we can extract the exact depth and 3-D position information that helps the 

procedure of servoing and grasping to be more accurate. Figure 1.15 illustrates the grasp-

ing procedure as a visual servoing task with predefined desired image features.  
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Figure  1.15 Image features in a task of grasping using stereo visual servoing 

 

Accordingly, as shown in the “off-line feature selection” part, the left and right im-

ages of an object in the grasping area which are very close to the end-effector are pre-

defined as desired features, S* . Thus, it is important to mention that the desired image 

features in this visual servoing system are constant. As the varying image features, the 

image plane positions of the maneuvering object are grabbed from left and right cameras.  

 

Then using a tracking and trajectory estimation module, a Kalman filter and also a 

recursive least square prediction method are used to predict and estimate the image posi-

tion of the object. Using the predicted positions, the interaction matrices for left and right 

image features are calculated and then a united stereo interaction matrix, Jst, is obtained 

22 
 



and used in a proportional control scheme. The predicted positions are also used to cal-

culate the feature error which is used in the control signal to produce velocity signals for 

the robot joint controller.  

 

The extensive computer simulations and real time experiment have been performed 

with a six-degrees-of-freedom DENSO manipulator robot and two cameras in a stereo 

pair configuration are mounted on the end effector.  

 

Some related publications from this thesis research results are listed as follows: 

 

• A. Mohebbi, M. Keshmiri, W. F. Xie, “Eye-in-Hand Image Based Stereo 

Visual Servoing for Tracking and Grasping Moving Objects” submitted to 

IEEE AIM 2013, 2013 

• A. Mohebbi, M. Keshmiri, W. F. Xie, “Tracking and Grasping moving ob-

jects through Image-based Visual Servoing systems: Stereo Vs. Mono”, to be 

submitted to the Elsevier- Journal of Robotics and Autonomous Systems, 

2013. 

• A. Mohebbi, M. Keshmiri, W. F. Xie, “Augmented Image-based Stereo Vis-

ual Servoing for Grasping a Moving Object Using Acceleration Commands”, 

to be submitted to IEEE transactions on Industrial Electronics, 2013. 

 

This thesis has six main chapters which are organized as follows; In Chapter 2, the stereo 

vision system is described and the major elements to design the eye‐in‐hand stereo visual 
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servoing system are presented. Chapter 3 is devoted to the detailed description of the tra-

jectory estimation of the moving object and the visual servoing control for the robot to 

grasp a specific moving target object. In Chapter 4 system model including robot and vi-

sion system is discussed and the simulation results on the proposed strategies are illus-

trated.   

 

Chapter 5 is devoted to describing the experimental setup including Robot, Control-

ler, vision system, stereo rig and also describing camera calibration process. The image 

processing and feature extraction procedures are briefly described in this chapter.  Finally 

the results on the experiments on different grasping and servoing tasks are given and dis-

cussed. Finally the conclusion of the research is drawn and the future work is suggested 

in Chapter 6.  

 

1.6. Summary  

In this chapter, a brief introduction to basic concepts and components of visual ser-

voing system is presented. Different classifications based on camera-robot configuration 

and control strategy are given. And the advantages and disadvantages of each class are 

addressed. Brief review on the existing works on the stereo visual servoing for tracking 

the moving object is given. The information about current research, previous works and 

thesis organization was also given in this chapter.  
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Chapter 2 : Image-Based Stereo Visual 

Servoing 

In this chapter an image-based visual servoing approach based on stereo vision is 

presented and mathematically discussed. As in our experimental test-bed, a pair of cam-

eras is considered to be mounted on the end-effector of the manipulator arm (see Figure 

2.1). Most of conventional monocular visual servoing techniques need a priori knowledge 

of a parameter of depth/distance or the object model to calculate a “fixed” image interac-

tion matrix for the control law which tends to slow down the speed of convergence pro-

cedure in servoing task. Using the stereo vision, it can be shown that the epipolar geome-

try of two images can be used to calculate the image interaction matrix at any position 

without need of any geometrical model of the observed object, and results in better and 

faster performance characteristics.  
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Use of stereo vision significantly increases the quality of execution of the servoing 

task, especially where the  precise, robust and smooth movement is needed. As it is dis-

cussed in [52], in monocular visual servoing, a number of singularities may exist which 

make visual control performance impossible near those configurations. These singulari-

ties can be avoided by using a stereo camera system, which requires less strict camera 

calibrations. 

 

 
Figure  2.1 A stereo eye-in-hand system mounted on a manipulator robot's end-effector  

 

The rest of this chapter is organized as follows: first, a review of classical monocular 

image based visual servo control (IBVS) will be thoroughly presented. Then, the models 

of two stereo images of a set of points are built and two new stereo interaction matrices 

are derived for both “parallel” can “non-parallel” stereo rig configurations. .  The depth 

information is extracted by the means of epipolar geometry for the interaction matrix cal-

culation. 
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Based on the interaction matrices, a proportional control scheme has been proposed 

for the image-based stereo visual servoing system. At the end, the classical monocular 

IBVS and the proposed stereo IBVS are compared and the advantages and disadvantages 

of each one with regards to our application will be pointed out.  

 

2.1. Classical Image-Based Visual Servoing Control 

In general the main aim of vision-based control schemes is to minimize an error 

which can be defined by: 

 

 ( ) *e t = s - s  (2.1)  

 

where s and s* are vectors of current and desired visual/image features. It is noted that s is 

a function of image measurements (e.g., the image coordinates of interest points or the 

image coordinates of the centroid of an object) and a set of parameters that represent the 

same knowledge about the system (e.g., camera intrinsic parameters or the objects 3-D 

models)[30]. 

 

At this point we consider the case where the target and also the goal pose are fixed, 

i.e., s* is constant, and the changes in s depend only on camera motion which is con-

trolled with six degrees of freedom (6 DOF), and a camera is attached to the end effector 

of a six degree-of-freedom manipulator arm. 
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As it was mentioned before, one of the main classifications of visual servoing 

schemes is based on system error signal which is mainly the way how s (features) is de-

signed. This classification involves two major approaches: 1- image-based visual ser-

voing control (IBVS), in which s consists of a set of features that are immediately availa-

ble in the image data. 2- Position-based visual servoing control (PBVS), in which s con-

sists of a set of 3-D parameters, which must be estimated from image measurements. Af-

ter selecting a proper feature set for s we need to design a control scheme which is a ve-

locity controller. To design such controller, we require the relationship between the time 

variation of s and the camera velocity:  

 ,s cs J u=  (2.2)  

where = ( , )c c cu v w  is the spatial velocity of the camera, cv  is the instantaneous linear 

velocity of the origin of the camera frame , cw  is the instantaneous angular velocity of 

the camera frame, ×∈ 6k
sJ R  is called Jacobian Matrix or feature interaction matrix.  

Since s* is constant, its time derivatives is equal to zero. Consequently we have:  

= →0
*ds

dt
 = = ( ) ( ) .*d d dse t = s - s s
dt dt dt

 

Then we will have:   

 ,e ce J u=  (2.3)  

where e sJ J= .  A traditional proportional controller cu would be the input to the robot 

controller. By Letting λ= −e e , the control signal can be designed as: 
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 ,c eu J eλ += −  (2.4)  

 

where + ×∈ 6 k
eJ R  is the Moore-Penrose pseudo-inverse of eJ  that is 1( )T T

e e e eJ J J J+ −=  

when eL  is of full rank 6. And when k = 6 and if det( ) 0eJ ≠  we can obtain 1 .c eu J eλ −= −  

 

In real visual servoing systems, it is impossible to know perfectly either eJ  or eJ + . 

So an approximation or an estimation of one of these two matrices can be determined; 

e.g. êJ  and êJ + . So the control law can be re-written as:  

 

  ˆ ,c eu J eλ += −  (2.5)  

 

We now can consider the case in which the vision system observes a “moving tar-

get” and desired values for the features are not constant, e.g. / 0*ds dt ≠  . The time varia-

tion of the error can now be obtained by [9]: 

 ( ) c e c
e e ee u J u
r t t
∂ ∂ ∂

= + = +
∂ ∂ ∂

  (2.6)  

where the term ( / )e t∂ ∂  represents the time variation of e caused by the target motion 

which is considered to have a constant velocity. This term must be introduced in the con-

trol law to compensate for the target motion. With the same simple proportional control 

law (by letting λ= −e e ), we now can obtain:  
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 



( ),c e
eu J e
t

λ+ ∂
= − −

∂
 (2.7)  

where /e t∂ ∂  is an estimation or an approximation of /e t∂ ∂ . In order to find a proper 

estimation for /e t∂ ∂  and cancel the tracking errors caused by the target motion and in 

the case of a target with constant velocity, a classical integral term can be used in the con-

trol law as follows when a discrete time case is considered [8]: 

 

 
 1

0

k

I i
i

k

e e
t

µ
−

=

 ∂  =
 ∂ 

∑  (2.8)  

where Iµ  is the integral gain, which must be tuned and 


0

0e
t

 ∂  =
 ∂ 

 . 

Through the available image measurements and the camera velocity calculations, 

/e t∂ ∂  can be directly estimated based on feed-forward control;  

 



1
1( ) ( )k k

e k c k

k

e ee J u
t t

+−
−

  −∂  = −
 ∂ ∆   (2.9)  

where t∆  is the duration of the control loop, k is the current time step. 

 

In order to control the robotic systems using visual feedbacks,  it is essential to un-

derstand the geometric aspects of the imaging process. Each camera includes a special 

lens which forms a 2D projection of the objects on the image or sensor plane. There are 

many projection models to describe these geometric aspects of imaging such as: perspec-
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tive projection, scaled orthographic projection, and affine projection. In our research we 

assume it is perspective projection [53]. For a point, in a three dimensional space 

[ , , ]C TP X Y Z=   whose coordinates are expressed with respect to the camera coordinate 

frame, {C}, which projects onto the 2D image plane with coordinates [ , ]Tp u v= , in which 

u and v are described in pixel dimension. So we have: 

 

 1

( )
.uuXx

Z f
σ

ρ
−

= =  (2.10)  

 
2

( )
.vvYy

Z f
σ

ρ
−

= =  
(2.11)  

 

where [ , ]Tx y are the normalized coordinates from [ , ]Tp u v= , and f is focal length de-

scribed in metric dimensions and we have ( , )s x y= . Figure 2.2 describes the perspec-

tive projection model.   

 

 
Figure  2.2 Coordinate frame for camera-lens system [26] 
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where 1 2( , , , , )u v fσ σ ρ ρ is the set of camera intrinsic parameters: uσ  and vσ  are the coor-

dinates of the camera principal point, f is the focal length, and 1 2
( , )ρ ρ  are the transfor-

mation constants from pixel dimensions to metric dimensions where 2 1
/ρ ρ α= .  

Taking the time derivative of the perspective projection Equations (2.6), we can ob-

tain: 

 

 2

( )X XZ X xZx
Z ZZ

−
= − =
   



 

(2.12)  

 
2

( ) .Y YZ Y yZy
Z ZZ

−
= − =
   

  
(2.13)  

 

The velocity of [ , , ]C TP X Y Z= can be related to the camera spatial velocity using 

the following equation:  

 C C
c cP v w P= − − ×  (2.14)  

Then we can obtain: 

 

 x y xX v w Z w Y= − − +  (2.15)  

 

 y z xY v w X w Z= − − +  (2.16)  

 

 .z x yZ v w Y w X= − − +  (2.17)  
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And substituting Equations for , ,X Y Z    into Equation 2.7 we have: 

 

 2(1 )x z
x y z

v xv
x xyw x w yw

Z Z
−

= + + − + +  (2.18)  

  

 2(1 ) .y z
x y z

v yv
y y w xyw xw

Z Z
−

= + + + − −  (2.19)  

 

In a matrix format we obtain: 

 

 ,c
p

c

vx
J

wy
  

=   
   





 (2.20)  

 

in which [ ]Tc x y zv v v v=  and [ ]Tc x y zw w w w= , pJ  is the interaction matrix related 

to point p in the image plane.  

 

 

2

2

1 0 (1 )
.

10 1
p

x xy x y
Z ZJ

y y xy x
Z Z

 −
− + 

=  
− + − −  

 (2.21)  

 

In this interaction matrix, Z is the depth of the point with respect to the camera 

frame. Different control strategies that use this form of the interaction matrix must esti-
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mate or approximate the value of depth which is normally time-varying and unknown 

especially in a monocular camera vision system. To control a 6 DOF system, we need at 

least three points ( 6k ≥ ). In this case, there may exist some configurations of the system 

that makes JP to be singular. Furthermore, there exist four various camera poses where e 

= 0 and the time derivative of e will cause the singularities. Therefore, we need to con-

sider more than three feature points in the feature vector. If we use the feature vector in-

cluding four points in image plane, 1 2 3 4( , , , )s p p p p=  the Interaction or interaction matrices 

for three points would be:  

 

 

1

2

3

4

,

p

p
p

p

p

J
J

J
J
J

 
 
 

=  
 
 
 

 (2.22)  

 

where  𝐽𝑝 ∈ 𝑅8×6, 𝐽𝑝𝑖 ∈ 𝑅2×6, 𝑖 = 1,2, … 4. 

We need to obtain the inverse of 𝐽𝑝  which can be approximated by estimating pJ + . One 

of the most popular scheme is to choose p̂ pJ J+ +=  if pJ  is known which means that the 

current depth Z of each point is available.  

 

Another approach for estimating pJ +  is to choose *p̂ pJ J+ += , where *pJ +  is the value 

of pJ +  for the desired position in which * 0e e= =  [7]. In this case only the desired depth 

of each point has to be determined so all the 3D parameters are constant and there is no 
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need to estimate them. Recently, the choice of *
ˆ 1 / 2( )p p pJ J J+ += +  has been proposed by 

Malis [54].  Since the term pJ  is involved in this method, the current depth of each point 

Z must be available. 

 

At the end, it is worth mentioning that it is also possible to define the kinematic 

modeling of the transformation between the image features’ velocities and the joints’ ve-

locities as follows: 

 

 . ,Ts J q=   (2.23)  

 

where TJ  is the “Total Jacobian” and defined as: 

 

 0. .r

T p O R
J J M J=  (2.24)  

 

where pJ  is the image interaction matrix for feature point-p , r
OM  is the velocity trans-

formation between the camera and world coordinate frames and 0
RJ  is the robot Jacobian 

for the robotic manipulator. With a proportional visual servoing control law and assum-

ing κ  to be a positive gain, we now can obtain:  

 

 T̂q J eκ += −  (2.25)  
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By tuning the gain κ , we can adjust the convergence speed of visual servoing.  

 

 

2.2. Interaction Matrix for Image-Based Stereo Visual Servoing 

2.2.1. Case I: Parallel Cameras 

 

Having all the necessary information from classical monocular IBVS, we can now 

extend the approach and control scheme to a stereo image-based visual servoing (hereaf-

ter, S-IBVS). In the first case we consider our stereo-vision model composed of two par-

allel cameras which are perpendicular to the baseline. The focal points of two cameras 

are apart at distance b/2 with respect to origin of sensor frame {C} on the baseline which 

means the origin of the camera frame, is in the center of these points. Focal distance of 

both cameras is f so the image planes and corresponding frames for left and right cameras 

are located with the distance f from the focal points and orthogonal to the optical axis. 

We assign {L} and {R} as the frames of the left and right images.  

 

Figure 2.3 illustrates the case where both cameras observe a 3D point CP.  
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Figure  2.3 Model of the stereo vision system observing a 3D point 

 

The feature vector is defined as [ , , , ]Tl l r rs x y x y=  where [ , ] , [ , ]T T
l l l r r rp x y p x y= =  

are the image coordinates of the 3D point, observed by the left and right cameras respec-

tively. Now we can use the following equations to project observed point into left and 

right image planes; 

 

 
*

( )/ 2 l u
l

uX bx
Z f

σ
α
−+

= =

  

(2.26)  

37 
 



 

 

*

( )
,l v

l

vYy
Z f

σ−
= =

  

(2.27)  

 

 

 

*

( )/ 2 r u
r

uX bx
Z f

σ
α
−−

= =  
(2.28)  

 
*

( )
,r v

r

vYy
Z f

σ−
= =  

(2.29)  

 

where [ , ] , [ , ]T T
l l l r r rp x y p x y= =  are the normalized coordinates from[ , ] ,[ , ]T T

l l r ru v u v , and 

*f  is focal length described in pixel dimensions. *( , , , , )u v f fσ σ α  is the set of camera 

intrinsic parameters: uσ  and vσ  are the coordinates of the camera principal point, f is the 

focal length, and α is the ratio of the pixel dimensions where /dy dx α= . 

 

Taking the time derivative of the perspective projection Equations (2.15), we can ob-

tain: 

 

 
2

( )( / 2) l
l

X x ZX X b Zx
Z ZZ

−+
= − =

 

 

  (2.30)  

 

 
2

( )
.l

l

Y y ZY YZy
Z ZZ

−
= − =

 

 

  (2.31)  
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2

( )( / 2) r
r

X x ZX X b Zx
Z ZZ

−−
= − =

 

 

  (2.32)  

 

 
2

( )
.r

r

Y y ZY YZy
Z ZZ

−
= − =

 

 

  (2.33)  

 

The relation between a velocity of a feature point in an image Ip  and a velocity of a 

feature point in a camera frame CP  is given as: 

 

 I C
I cp J P= 

  (2.34)  

where; 

 

 [ , ] [ , , , ]T T
I l r l l r rp p p x y x y= =  (2.35)  

and; 

 

l l l

l l l

I
c

r r r

r r r

x x x
X Y Z
y y y
X Y ZJ
x x x
X Y Z
y y y
X Y Z

 ∂ ∂ ∂
 ∂ ∂ ∂ 
∂ ∂ ∂ 
 ∂ ∂ ∂=  
∂ ∂ ∂ 
 ∂ ∂ ∂
 
∂ ∂ ∂ 
 ∂ ∂ ∂ 

 (2.36)  

 

Consequently, using Equation (2.18) in (2.21) we obtain; 
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2

2

2

2

1 / 20

10

1 / 20

10

I
c

X b
Z Z

Y
Z ZJ

X b
Z Z

Y
Z Z

 +
− 

 
 − 

=  
− −

 
 
 −
  

 (2.37)  

 

As it is mentioned before, the velocity of [ , , ]C TP X Y Z= can be related to the cam-

era spatial velocity using the equation:  

 

 C C
c cP w P v= − × −  (2.38)  

So, we can obtain; 

 
1 0 0 0
0 1 0 0
0 0 1 0

y x x
C

z x y

x y z

c

c

w Z w Y vX
P Y w X w Z v

Z w Y w X v

Z Y
v

Z X
w

Y X

 − + − 
  = = − + −  
   − + −    

 − −
  = − −   
  − − 



 



 (2.39)  

 

Substituting Equation (2.17) in (2.21) we have:  
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=

 − −
 = − − = 
 − − 





1 0 0 0
0 1 0 0
0 0 1 0

I C
I c

I
c c st c

p J P

Z Y
J Z X u J u

Y X

 
(2.40)  

 

where Jst is the stereo-vision image interaction which expresses the relation between a 

velocity of a feature point in an image, [ , , , ]TI l l r rp x y x y=      and a moving velocity cu  of a 

camera; 

 

 

2 2 2

2
2 2

2 2 2

2
2 2

1 / 2 / 2 / 20 (1 )

10 1 ( )

1 / 2 / 2 / 20 (1 )

10 1 ( )

st

X b X b X b YY X
Z ZZ Z Z

Y Y XY X
Z Z ZZ ZJ

X b X b X b YY X
Z ZZ Z Z

Y Y XY X
Z Z ZZ Z

 − + + +
− + 

 
− + − − 

=  
− − − − − +
 
 − + − −
  

 (2.41)  

 

From the model of the stereo vision projection Equations (2.15)-(2.18) the following 

equations hold for 3D coordinates of the observed point; 

 

 2
l r

l r

x xbX
x x
+

=
−

  

(2.42)  
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l r
l r l r

b bY y y
x x x x

= =
− −

  

(2.43)  

 

 l r

bZ
x x

=
−

 
(2.44)  

 

Therefore, we can rewrite the stereo-vision image interaction matrix as:  

  

 

2

2

( )
0 (1 )

2
( ) ( )

0 1
2 2

( )
0 (1 )

2
( ) ( )

0 1
2 2

l l r
l l

l r l r

st
r l r

r r

l r l r

x x xa ax x y y
b b

x x x xa ay y y
b bJ

x x xa ax x y y
b b

x x x xa ay y y
b b

 +
− − + 
 

+ + 
− + − − 

=  
+ − − + 

 
+ + − + − −  

 (2.45)  

 

where l ra x x= −  is called feature point disparity and l ry y y= = . When we use n fea-

ture points, image interaction matrices 1 ,..., n
st stJ J  in (2.31) are given from the coordi-

nates of each feature points in an image. Therefore in case of n-feature points we can ex-

press the image interaction matrix as:  

 

1
st

st
n

st

J
J

J

 
 

=  
 
 


 (2.46)  

One approach to stack stereo-vision image interaction matrix Jst  is proposed in [38] 

in which the image interaction matrices of left and right cameras are calculated using the 
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spatial motion transform matrix. The velocities expressed in each camera frames are 

transformed to the sensor frame {C} and then stereo-vision image interaction matrix can 

be obtained; 

 
l

l C
I c st cr

r C

J M
s p u J u

J M
 

= = =  
 

   (2.47)  

 

where cu  is the kinematic screw applied to the robot end-effector, lJ  and rJ  are the im-

age interaction matrices related to the left and right cameras respectively, defined by 

Equation (2.12); 

 

 

2

2

1 0 (1 )
, ( )

10 1

I
I I I I

I
I

I I I I

x
x y x y

Z ZJ I l or r
y

x x y x
Z Z

 −
− + 

 = =
− 

+ − −  

 (2.48)  

 

where  l
CM and r

CM  are the transformation matrices of the screw between the left and 

right camera frames and the sensor frame {C}. Given frames {C} and {I = l or r}, the 

relationship between the screws is: 

 I
I C cu M u=  (2.49)  

where the I
CM  is defined as: 

 
3 3

[ ]I I I
I C C C

C I
C

R t R
M

O R
χ

×

 
=   
 

 (2.50)  
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In which [ ]I
Ct χ   is the skew-symmetric matrix associated with the vector t and (R, t) is 

the rigid body transformation from each camera to sensor frame {C}. Although the re-

sulting interaction matrix stJ  is the same as that obtained in Equation (2.27) or (2.31), it 

is easier for this approach to generalize to the other configurations of the cameras. With 

respect to Equation (2.30) the depth of the observed point can be estimated as:  

 

 

 

*
ˆ

l r l r

b bfZ
x x u u

= =
− −

 
(2.51)  

 

and note that [ , ] , [ , ]T T
l l l r r rp x y p x y= =  are the normalized coordinates from

[ , ] ,[ , ]T T
l l r ru v u v , and *f  is focal length described in pixel dimensions. 

 

2.2.2. Case II: Non-Parallel Cameras 

In the second case we built the stereo-vision model composed of two non-parallel 

cameras tilted by θ  around Y-axis. This helps keeping the object in the cameras field of 

views during the servoing task especially in the desired position where end-effector and 

gripper are close to the target object. The focal points of two cameras are apart at distance 

b/2 with respect to origin of camera frame or sensor frame {C} on the baseline. The focal 

distance for both cameras is f so the image planes and corresponding frames for left and 

right cameras are located at the position with the distance f from the focal points and or-
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thogonal to the optical axis. We assign {L} and {R} as the frames of the left and right 

images. Figure 2.4 illustrates the case when both cameras observe a 3D point CP.  

 

 

Figure  2.4 Stereo Vision model in a non-parallel camera configuration 

 

As in Case I the feature vector is defined as [ , , , ]Tl l r rs x y x y=  where 

[ , ] , [ , ]T T
l l l r r rp x y p x y= =  are the image coordinates of the 3D point, observed by the left 

and right cameras respectively. Now we can use the following equations to project the 

observed point into left and right image planes; 
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*

( )l l u
l

l

X u
x

Z f
σ
α
−

= =

  

(2.52)  

 

 

*

( )
,l v

l
l

vYy
Z f

σ−
= =

  

(2.53)  

 

 

 

*

( )r r u
r

r

X u
x

Z f
σ
α
−

= =  
(2.54)  

 
*

( )
,r v

r
r

vYy
Z f

σ−
= =  

(2.55)  

 

where [ , ] , [ , ]T T
l l l r r rp x y p x y= =  are the normalized coordinates from[ , ] ,[ , ]T T

l l r ru v u v , and 

*f  is focal length described in pixel dimensions. Using the transformation equations in 

[55] from sensor frame {C} (X-Z plane) to right and left camera frames we have:  

 

 1 1

r
C

r r

X X
Z T Z
   
   

=   
   
   

 
 

(2.56)  

 

 

cos sin / 2
sin cos 0

0 0 1

C
r

b
T

θ θ
θ θ

 −
 

=  
 
 

 

(2.57)  
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1 1

l
C

l l

X X
Z T Z
   
   

=   
   
   

 

(2.58)  

 cos sin / 2
sin cos 0
0 0 1

C
l

b
T

θ θ
θ θ

 −
 

= − 
 
 

 

(2.59)  

 

And we obtain the same coordinate (X,Z)  in X-Z plane from both right and left 

camera information :  

 
cos sin

2r r
bX X Zθ θ= − +

  

(2.60)  

 

 

sin cosr rZ X Zθ θ= +

  
(2.61)  

 

 

 

cos sin
2l l
bX X Zθ θ= + −  

(2.62)  

 sin cosl lZ X Zθ θ= − +  (2.63)  

 

Substituting (2.60) in (2.62) and (2.61) in (2.63) we can also obtain:  
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tan sin
r l

r l

X X bZ Z
θ θ

−
+ = +  (2.64)  

  

 ( )tanr l r lZ Z X X θ− = − +  (2.65)  

 

Dividing (2.53) by (2.55) and also (2.52) by (2.54) we get: 

 r l

l r

Z y
Z y

=  (2.66)  

 

 r r l

l l r

X x y
X x y

=  (2.67)  

Now we can solve (2.64-2.66), (2.52) and (2.54) for , , , ,r l r lX X Z Z θ . The results are 

as follows:  

 θ −  −
=   + 

1tan r l

r l l r

y y
x y x y  

(2.68)  

 

 
θ

−
=

− − −2 2 2 2

( )
sin ( ) (( ) ( ) )

l r r l
l

r l r l l r

x y y ybX
y y x y x y  

 

(2.69)  

 

 

 

θ
−

=
− − −2 2 2 2

( )
sin ( ) (( ) ( ) )

r r l
l

r l r l l r

y y ybZ
y y x y x y

 
(2.70)  

And consequently for right camera frame we have:  
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θ

−
=

− − −2 2 2 2

( )
sin ( ) (( ) ( ) )

r l r l
r

r l r l l r

x y y ybX
y y x y x y

 (2.71)  

 

 
θ

−
=

− − −2 2 2 2

( )
sin ( ) (( ) ( ) )

l r l
r

r l r l l r

y y ybZ
y y x y x y

 (2.72)  

 

Substituting (2.70) in (2.53) we get the Y variable which is equal for right and left 

camera frames as: 

 

 

θ
−

=
− − −

 −
+ +  + =

− − −

2 2 2 2

1/22

2

2 2 2 2

( )
sin ( ) (( ) ( ) )

( )
( ) 1

( )
( ) (( ) ( ) )

r l r l

r l r l l r

r l
r l r l l r

r l l r

r l r l l r

y y y ybY
y y x y x y

y y
by y x y x y

x y x y
y y x y x y

 
(2.73)  

 

Now substituting , ,l lX Z θ  to (2.47), (2.56) and (2.57) and simplifying the Equations 

we will obtain the exact position of the observed point as:  
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θ

  − + −     
   = = −   
      +  

2 2( ) ( )
2

( )
sin

( )

r l l r r l

r l r l

r l r l

b x y x y y y
AX

bP Y y y y y
A

Z
b y y x x
A

 (2.74)  

 

where; 

 = − − −2 2 2 2( ) (( ) ( ) )r l r l l rA y y x y x y  (2.75)  

 

Expanding (2.68) we obtain: 

 

 

  − + −
   − − −  
 
 
  − + +   + = 

− − −


 +


− − −

 

2 2

2 2 2 2

1/22

2

2 2 2 2

2 2 2 2

( ) ( )
2 ( ) (( ) ( ) )

( )
( ) 1

( )
( ) (( ) ( ) )

( )
( ) (( ) ( ) )

r l l r r l

r l r l l r

r l
r l r l l r

r l l r

r l r l l r

r l r l

r l r l l r

x y x y y yb
y y x y x y

y y
by y x y x y

x y x yP
y y x y x y

by y x x
y y x y x y











 (2.76)  

in which the depth value is derived: 

 
+

=
− − −2 2 2 2

( )
( ) (( ) ( ) )

r l r l

r l r l l r

by y x x
Z

y y x y x y
 (2.77)  
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This depth value for the observed point will be used for each feature point to calcu-

late the image interaction matrix using either (2.30) and (2.34) or (2.41) and (2.44). Using 

(2.41) we can write the transformation matrices from left and right cameras to sensor 

frame {C} as follows:  

   

 
3 3

cos 0 sin 0 0 0

0 1 0 sin 0 cos
2 2

[ ]
sin 0 cos 0 0

2
0 0 0 cos 0 sin
0 0 0 0 1 0
0 0 0 sin 0 cos

r r r
r C C C

C r
C

b b

R t R b
M

O R
χ

θ θ

θ θ

θ θ

θ θ

θ θ

×

 −
 
 
 
  
 −= =       −
 
 
 
 

 (2.78)  

 

 
3 3

cos 0 sin 0 0 0

0 1 0 sin 0 cos
2 2

[ ]
sin 0 cos 0 0

2
0 0 0 cos 0 sin
0 0 0 0 1 0
0 0 0 sin 0 cos

l l l
l C C C

C l
C

b b

R t R b
M

O R
χ

θ θ

θ θ

θ θ

θ θ

θ θ

×

 
 
 −
 
  
 −= =       
 
 
 − 

 (2.79)  

 

Now we can write the image interaction matrices for left and right cameras as: 

 

 
l

l C
st r

r C

J M
J

J M
 

=   
 

 (2.80)  

in which ,l rJ J  are: 
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2

2

1 0 (1 )

10 1

l
l l l l

l l
l

l
l l l l

l l

x
x y x y

Z Z
J

y
x x y x

Z Z

 −
− + 

 =  − + − −
  

 (2.81)  

 

 

2

2

1 0 (1 )

10 1

r
r r r r

r r
r

r
r r r r

r r

x
x y x y

Z Z
J

y
x x y x

Z Z

 −
− + 

 =  − + − −
  

 (2.82)  

 

2.3. Comparison with the Monocular Visual Servoing  

 

As it is discussed and formulated in Section 2.2, conventional monocular visual ser-

voing techniques need a priori knowledge such as a model of the object or a depth pa-

rameter to calculate a fixed image interaction matrix or interaction matrix. This property 

seems to be quite unnatural in practice. Moreover, a fixed image interaction matrix may 

cause the process of the convergence to be relatively slow. On the contrary, it is possible 

to calculate the exact image interaction matrix at any position without using a model of 

the target object in stereo visual servoing. As it is shown in previous section, one of the 

main advantages of a stereo-vision system over a monocular vision system is the estima-

tion of the depth. 
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Experiments show that in the monocular IBVS, the convergence speed is slow and 

overshoot is quite large in tracking. On the other hand, with stereo configuration it is fast 

in convergence and overshoot is small [56]. 

 

When using the monocular vision, at least 4 feature points are required to determine 

the relative location and orientation uniquely. On the other hand, three feature points 

seem to be sufficient in the case with the stereo vision where we can easily use more fea-

ture points to reduce the influence of noise on an image. The noise effect in monocular 

vision is more severe than that in stereo vision. 

 

2.4. Summary 

In this Chapter, an image-based visual servoing approach based on stereo vision has 

been introduced. At first, a review of classical monocular image based visual servo con-

trol (IBVS) has been presented. Then, an interaction matrix based on stereo vision is de-

veloped considering the modeling of two stereo images of a set of points and also extract-

ing depth information. 

  

Secondly, the classical monocular IBVS and the current Stereo visual servoing have 

been compared. It is concluded that the stereo IBVS method overcomes some problems 

in visual servoing using the monocular vision. Using the stereo vision makes it possible 

to calculate the exact image interaction matrix at any position without knowing a model 

of the target object, and results in better convergence characteristics. The stereo visual 
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servoing owns advantages over monocular servoing in many aspects such as 3D trajecto-

ry, movement smoothness and 3D convergence. [52]. The usage of stereo significantly 

increases the quality of the servo task execution, especially where the  precision, robust-

ness and smoothness of movement is concerned. 
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Chapter 3 : Trajectory Estimation and 

Position Prediction of a Moving Object  

 

The processing of the vision system images and control strategy computations are 

time consuming that affect the information flow and cause delays in robot performance. 

This time delay in calculating the position of the moving object is one of the main causes 

of difficulties in the vision-based robotic object grasping. Thus, predicting the position of 

the moving object can help the system avoid such problems. It is concluded in Chapter 1 

that contrary to the “Position-Based” method, “Image-Based” visual servoing control 

does not need the geometric model of the target or the precise camera calibration process 

to determine the kinematic relationship between the target and the robot. We also use a 

binocular vision system to overcome  the target model, depth estimation and consequent-

ly stacking interaction matrix problems. But in practice we also encounter the problem of 
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noises that affect the image feature calculations such as camera lens distortion, physical 

noises or image signal quantization errors. To grasp a moving object firmly without stop-

ping the motion, the robot control system needs to estimate positions at any instance or 

time interval accurately.  

 

This chapter is dedicated to proposing a method for trajectory estimation of a moving 

object in order to clearly predict the position of the object in an image-based stereo visual 

servoing for a real-time grasping procedure. The system dynamics of the object is illus-

trated in both linear and nonlinear description. Various trajectory estimation algorithms 

such as “Kalman Filteri”, “Recursive Least Square” and “Extended Kalman Filter (EKF)” 

are used to predict the position of moving object in image planes.  

 

3.1. Moving Object Trajectory Estimation in Image-Plane: Linear 

Approach 

 

In order to provide essential position information for an image-based stereo visual 

servoing approach to grasp a moving object, it is possible to model the motion of the tar-

get in image-planes and to predict the trajectory and positions in a near future sequence. 

According to Equations (2.39) or (2.41) the stereo interaction matrices are computed and 

used in an image-based control scheme to re-position the image features to the desired 

positions. This procedure is illustrated in Figure 3.1.  
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Figure  3.1 Using estimation of object positions in stereo image-plane for an image-based servoing approach 
to grasp a moving target   

 
 
 
3.1.1. Moving Object Modeling  

Based on the estimated velocity and acceleration of the moving object in right and 

left image planes and knowing the current position parameters, the estimated position of 

the object or the feature points in next instance, ˆ ˆ( , )k kx y  can be predicted as [57]:  

 

 
− − −= + ∆ + ∆ 2
1 | 1 | 1

1ˆ ˆ ˆ ˆ. .
2k k x k x kx x v T a T  (3.1)  

 2
1 1 | | 1 | 1

ˆ ˆ ˆ. .k k k x k x k x kdx dx d x T v v a T− − − −= + ∆ ⇒ = + ∆  (3.2)  

 
− − −= + ∆ + ∆ 2
1 | 1 | 1

1ˆ ˆ ˆ ˆ. .
2k k y k y ky y v T a T  

(3.3)  

 2
1 1 | | 1 | 1

ˆ ˆ ˆ. .k k k y k y k y kdy dy d y T v v a T− − − −= + ∆ ⇒ = + ∆  (3.4)  
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where = 2 2
| | | |ˆ ˆ ˆ ˆ( , ),( , ) ( , ),( , )x k y k x k y k k k k kv v a a dx dy d x d y  are the Cartesian estimated velocity and 

acceleration of the moving target and T∆  is the sampling period.  

 

In order to model the moving object in a recursive procedure, Equations (3.1)-(3.4) 

should be expressed in form of the discrete time state transition and its observation mod-

els are as follows:  

 

 − − −= Φ +, 1 1 1X X W ,k k k k k  (3.5)  

 = +Z H X V ,k k k k  (3.6)  

 

where =X [ , , , ]Tk k k k kx y dx dy  is the state vector, =Z [ , ]Tk k kx y  is the measurement vec-

tor, kΦ  is the state transition matrix which represents the transition from one state vector 

−1Xk  to the next vector Xk , Wk  represents the process noises which is usually consid-

ered to be an “Additive Gaussian White Noise” (AWGN) with zero mean and covariance 

defined by: 

 

 =E[W W ]T
k k Q  (3.7)  

 

and γ γ=V [ , ]Tk x y  are the measurement noises in both x and y direction and is also usual-

ly AGWN with zero mean and covariance defined by: 
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 =E[V V ]T
k k R  (3.8)  

 

Hk  is called observation matrix and represents the relationship between the meas-

urement and the state vector. Now we are able to obtain the observation models as fol-

lows:   

 

 

2 2
1 1

2 2
1 1

2
1 1

2
1 1

1 0 0 ( / 2)
0 1 0 ( / 2)
0 0 1 0
0 0 0 1

k k k

k k k

k k k

k k k

x xT d x T
y yT d y T
dx dx d x T
dy dy d y T

− −

− −

− −

− −

     ∆ ∆
     ∆ ∆     = +       ∆
     

∆            

 (3.9)  

 
1 0 0 0
0 1 0 0

k

xk k

yk k

k

x
x y
y dx

dy

γ
γ

 
        = +              
  

 (3.10)  

 
1 0 0 0
0 1 0 0

H
 

=  
 

 

(3.11)  

 

The measurement vector =Z [ , ]Tk k kx y  is the actual position of an object or a feature 

point in x-y image planes in right and left cameras which could be obtained using the vi-

sion system.  
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Figure  3.2 Estimation of the trajectory for grasping 

 

3.1.2. Trajectory Estimation using Kalman Filter 

 

The Kalman Filter was originally introduced by Rudolf Kalman at NASA to track 

the trajectory of spacecraft. Basically, the Kalman filter is a method of combining noisy 

measurements and predictions of the state of a system to achieve an estimate of its true 

current state [58].  Kalman filters can be applied to many different types of linear dynam-

ical systems with various states such as an object’s location, velocity, temperature, volt-

age, or a combination of these. It can be a helpful tool for tracking different types of 

moving objects. 
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The input image information includes uncertainties and noises took place in imaging 

device and pre-processing steps. The state transition of a moving object also includes ir-

regular components. As a robust state estimator and based on this input image measure-

ments, a Kalman filter can be used to estimate the state variables of the object e.g. 

=X [ , , , ]Tk k k k kx y dx dy  [59-61]. Using a proper filter gain, the Kalman filter performs a 

minimization for the estimation error by modifying the state transition model, kΦ  based 

on the error between the estimated vectors and the measured vectors. In the determination 

of a proper filter gain, a covariance matrix for estimated errors is calculated as follows: 

 

 , 1 1 , 1 1,
T

k k k k k k kP P Q− − − −
′ = Φ Φ +  (3.12)  

 

where kP ′  is the zero-mean covariance matrix for the estimation error and 1kP −  is the error 

estimate covariance matrix for the previous step. The error estimate covariance matrix kP , 

is a measure of the estimated accuracy of xk  at time iteration k and is adjusted over time 

in the filtering procedure. We only need to consider a reasonable initial value as follows: 

 

• If we know the exact initial state variables: 0 4 4[0]kP = ×=   

• If the exact initial state variables are unknown: 0 4 4kP Iσ= ×=  where 0σ    

 

The process noise matrix, Q measures the variability of the input signal away from 

the “ideal” transitions which is defined by the transition matrix. Larger values in Q can 
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make the input signal to have greater variance, thus the filter needs to be more adaptive. 

On the contrary, the smaller values in Q may cause the output to be smoother, but the fil-

ter adaptability to large changes is not quite high. Therefore, defining the process noise 

may require some fine tuning. Using Equation (3.7) and (3.9) and assuming 

2 2
t t ad x d y= =  the process noise matrix can be obtained as: 

 

 

4

4 2

2

2

1 0 0 0
4

10 0 0
4

0 0 0
0 0 0

T

TQ a

T
T

 
∆ 

 
 ∆= × 
 ∆ 
 ∆ 

 (3.13)  

 

The optimal filter gain kK  that minimizes the state estimation errors can be obtained 

as follows:  

 1[ ] ,T T
k k k k k k kK P H H P H R −′ ′= +  (3.14)  

 

where Hk  is the observation matrix, and Rk is the zero mean covariance matrix of the 

measurement noise which defines the error of the measuring device. If we can assume 

that the measurements are enough accurate then small values may be used in Rk. Hence 

the filter performs less smoothing and the predicted signal will follow the observed signal 

more closely. Conversely, using great values in Rk means we have less confidence in the 

accuracy of the system measurements, so more smoothing is performed. For Rk we can 

obtain from vk: 
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γ γ
γ γ

  
= ⇒ =   
      

2

2

0
V

0
x x

k k
y y

R  (3.15)  

 

 The estimation of the state vector x̂k  from the measurement Zk  is expressed as: 

 

 − − − −= Φ + − Φ, 1 1 , 1 1
ˆ ˆ ˆX X [Z X ].k k k k k k k k k kK H  (3.16)  

 

Therefore, X̂k  is updated based on the new values provided by Zk . Before re-using 

Eq. (3.14) for the next step, the covariance matrix of the estimated error Pk , can be modi-

fied as follows: 

 .k k k k kP P K H P′ ′= −  (3.17)  

 

After the current time is updated to k+1, a new estimation can be provided perform-

ing the same procedure. Figure 3.3 below offers a complete picture of the operation of the 

Kalman filter.  
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Figure  3.3 Kalman Filter Block Diagram 

 

3.1.3. Trajectory Estimation using Recursive Least Square Method 

 

If enough number of feature points projected in the camera plane are selected,  a Re-

cursive Least Squares method can be used to find the best estimation of the state varia-

bles of the object e.g. =X [ , , , ]Tk k k k kx y dx dy  from the previous states data. The best es-

timation for time interval k can be computed as: 

 

  − −= + −1 1
ˆ ˆ ˆX X [Z X ].k k k k k kG H  (3.18)  
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where =ˆ ˆ ˆ ˆ ˆX [ , , , ]Tk k k k kx y dx dy  , kG  is the optimal gain matrix and kH  is the observation 

matrix. The gain matrix can be computed as follows:  

 

 T
k k kG L H=  (3.19)  

 

where kL  is the error covariance matrix for the estimation of the state of time interval k 

and can be expressed as:  

 

 1 1 1
, 1 1 , 1( ) .T T

k k k k k k k kL L H H− − − −
− − −= Φ Φ +  (3.20)  

 

3.2. Moving Object Trajectory Estimation in Image-Plane: Nonlinear 

Approach 

 
3.2.1. Moving Object Modeling  

 

The motion of an object can be modeled on the xy –plane as discrete time-varying 

model [62]. Thus, we need to decompose the equations into the linear/angular motion el-

ements where kw  and ku  are the angular and linear velocity components and where kθ  

represents the direction of the moving object with respect to the x-axis on the xy -plane. 

In the next step, the position information can be predicted based on the current motion 

information such that; 
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 θ− − − −= + + ∆1 1 1 1
1cos( )
2k k k k kx x u T w T  (3.21)  

 θ− − − −= + + ∆1 1 1 1
1sin( )
2k k k k ky y u T w T  (3.22)  

 

For angular position and also noises, variations and uncertainties in measuring, the 

angular and linear velocity, we have:  

 

 θ θ − −= + ∆1 1 ,k k kw T  (3.23)  

 ξ−= +1 ,k k uu u  (3.24)  

 ξ−= +1 ,k k ww w  (3.25)  

 

where uξ  and wξ  can be considered as zero-mean Gaussian random variables. The non-

linear state dynamics for the moving object can be expressed as:  

 

 − −= +1 1X (X ) W ,k k kf  (3.26)  

 = +Z (X ) V ,k k kh  (3.27)  

 

where θ=X [ , , , , ]Tk k k k k kx y u w  is the state vector, Zk  is the measurement vector, Wk  rep-

resents process measurement noises and Vk  is the vector that contains measurement er-

rors in x and y direction, respectively. Using Equations (3.21-3.27) we can write: 
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1

1

1

1

1

1cos( ) 02
01sin( )

2 0

0
0

k k k
k k

k k
k k k

k k

kk k u

k k w

u T w Tx x
y y u T w T

w Tu u
w w

θ

θ
θ θ

ξ
ξ

−

−

−

−

−

 ∆ + ∆      
      
      ∆ + ∆      = + +
      ∆      
            
 

 (3.28)  

 
γ
γ
  

= +   
    

(X ) xk
k

yk

x
h

y
 (3.29)  

 

The measurement vector Zk  is the actual position of an object or a feature point in x-

y image planes in right and left cameras which could be obtained using the vision system. 

 

3.2.2. Trajectory Estimation using Extended Kalman Filter (EKF) 

 

The Kalman filter is generally used for estimating the state of a discrete-time con-

trolled process that is governed by a linear stochastic differential equation. As an exten-

sion to the Kalman filtering, the extended Kalman filter (EKF) is proposed for the sys-

tems with nonlinear dynamics or output [58]. The Extended Kalman filter (EKF) pro-

vides an approximation of the optimal estimate. The non-linear systems dynamics are lin-

earized around the last state estimate. One iteration of the EKF includes the following 

consecutive steps: 
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I. Consideration of the last state estimate −1X̂k , 

II. Linearizing the system dynamics 
− −= +1 1X (X ) W ,k k kf  around −1X̂k , 

III. Applying the predictions in the Kalman filter to the linearized system dynam-

ics. 

IV. Linearizing the observation dynamics, = +Z (X ) Vk k kh  around X̂k , 

V. Applying the update cycle of the Kalman filter to the linearized observations. 

Let Fk and Hk be the Jacobian matrices of  f(x) and h(x) in Equation (3.26) and (3.27) 

denoted by: 

 
−

= ∇
1

ˆ|
kk k XF f  (3.30)  

 
−

= ∇
1

ˆ|
kk k XH h  (3.31)  

 

Thus, the nonlinear state dynamics for the moving object can be approximated with a 

linear system expressed as:  

 

 − − −= +1 1 1X X W ,k k k kF  (3.32)  

 = +Z X V ,k k k kH  (3.33)  

 

Using Equations (3.32-3.33), and according to Equation (3.28-3.29) we can obtain: 
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θ θ θ

θ θ θ

 
− ∆ ∆ − ∆ 

 
 ∆ ∆ ∆ =
 ∆ 
 
 
 

2

2

11 0 sin( ) cos( ) sin( )
2

10 1 cos( ) sin( ) cos( )
2

0 0 1 0
0 0 0 1 0
0 0 0 0 1

k k k k k

k k k k k
k

u T T u T

u T T u T
F

T
 (3.34)  

 
1 0 0 0 0
0 1 0 0 0kH
 

=  
 

 (3.35)  

 

Thus we can write for the system state dynamics: 

 

 

θ θ θ

θ θ θ
θ θ

ξ
ξ

−

−

−

−

−

 
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 (3.36   

 
1 0 0 0 0
0 1 0 0 0

k

k
xk

k
yk

k

k

x
y

x
y

u
w

γ
θ

γ

 
 
        = +              
 
 

 (3.37   

 

 

The equations for Extended Kalman filter algorithm are stated as follows: 

 

69 
 



• Prediction: 

 

 −
− − − −= 1 1 1 1

ˆ ˆ ˆX (X ) Xk k k k kf F  (3.38)  

 1 1 1 1,
T

k k k k kP F P F Q− − − −
′ = +  (3.39)  

 

• Filtering: 

 

 
− −

−

= + −

= + −

ˆ ˆ ˆX X [Z (X )]
X̂ [Z ],

k k k k k k

k k k k

K h
K H

 (3.40)  

 1[ ] ,T T
k k k k k k kK P H H P H R −′ ′= +  (3.41)  

 .k k k k kP P K H P′ ′= −  (3.42)  

 

It this quite important to state that the EKF is not an optimal filter, and it is imple-

mented based on a set of approximations. Despite the Kalman filter, the EKF may di-

verge, if the linearizations of the system and observation dynamics are not good in the 

entire associated uncertainty domain. 
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3.3. Summary 

In this chapter two different approaches for estimating the trajectory of a moving ob-

ject have been presented. In the first approach the motion of the target object was de-

scribed in by the means of a linear model and a Kalman filter and a Recursive Least 

square method have been utilized to predict the position of the target.  In the second ap-

proach a non-linear model has been considered and an Extended Kalman Filter has been 

used to estimate the moving target trajectory.  The predicted position information is used 

to calculate the image interaction matrices in an image-based visual servoing system.  
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Chapter 4 : System Modeling and Simula-

tions 

 
In this chapter modeling of the robotic stereo visual servoing system and also simula-

tion results for developed methods and algorithms are presented. First, using the specifi-

cations of the experimental setup, the modeling and frame definitions of the proposed 

visual servoing system are presented. Then in the simulation part, the effectiveness of the 

image-based stereo visual servoing system is validated and compared to a monocular sys-

tem in a simple servoing task with fixed image features. Then the system performance in 

a task of tracking and grasping a moving object is examined and the results for utilizing 

both Kalman filter and recursive least square method for predicting the position and tra-

jectory of the maneuvering target are presented and discussed.    
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4.1. Stereo Visual Servoing Framework Modeling 

 

In order to design and perform a precise computer simulation for our stereo visual 

servoing system, it is essential to define a proper and detailed modeling framework. First, 

based on the parameter definitions and modeling shown in previous chapters, a schematic 

of Denso-the experiment robot, the attached stereo rig and also axis definitions and trans-

formations will be introduced. Figure 4.1 shows the robotic system with an attached ste-

reo vision system and also the frames on the stereo rig.  

 

It is essential to note that { } { , , }e e eE x y z=  is the end effector frame, 

{ } { , , }C C CC X Y Z=  is the sensor frame which coincides the end effector and { , , }r r rX Y Z  

and { , , }l l lX Y Z  are the right and left camera frames. In order to derive Equation (2.47) to 

stack the stereo interaction matrices we need to calculate the transformation matrices 

from left and right cameras to the sensor frame. In order to control the robot joints for the 

visual servoing task, we also need the same transformations from sensor frame to the 

end-effector frame.   
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Figure  4.1 Stereo visual servoing framework 

 
 

Considering R
iP  and L

iP  to be the 3D positions of a feature point on the object with 

regards to the camera frames, we can obtain the 3D position of the same feature point 

with regards to the sensor frame {C} as follows: 

 

 C C R C
i R i RORGP R P P= +  (4.1)  

 C C L C
i L i LORGP R P P= +  (4.2)  

 

In the case of the parallel cameras and according to the framework geometry we can 

obtain: 
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3 3 .C
RR I ×=       [ 0 0] .

2
TC

RORG
bP =  

3 3 .C
LR I ×=       [ 0 0] .

2
TC

LORG
bP = −  

 

Having the transformations from sensor frame to the end-effector frame we can ob-

tain the feature points positions with regards to the end effector frame as follows:   

 

 E E C E
i C i CORGP R P P= +  (4.3)  

 

where according to Figure 4.1 for the rotation and translation we obtain:  

 

0 1 0
1 0 0
0 0 1

E E E
C R LR R R

 −
 = = = − 
 − 

      [ 0 0 0] .TE
CORGP =  

 

If the Right and Left cameras are tilted about their X axis with θ  and θ−  radians, 

for rotation matrices we obtain:   

  

cos 0 sin
0 1 0 .

sin 0 cos

C
RR

α α

α α

 
 =  
 − 
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cos 0 sin

0 1 0 .
sin 0 cos

C
LR

α α

α α

 −
 =  
  

       

 

4.2. Simulation Results 

 

In this section, the simulation results on the proposed image-based stereo visual ser-

voing system are presented and the performances of the system for two different tasks are 

tested and compared with a monocular visual servoing system. In the first part all the re-

sults are based on a simple image-based task with fixed feature points. Afterwards, the 

results on a task of grasping a moving object with a sinusoidal trajectory by the 6-DOF 

Denso robot are presented and discussed.  

 

 The modeling for camera/vision system, robotic manipulator and visual servoing 

control systems are carried out using Robotics and Machine Vision Toolboxes [63, 64] 

from Peter I. Corke [65].  

 

4.2.1. Image-Based Visual Servoing: Stereo VS. Monocular  

 

In this section, the effectiveness of the proposed eye-in-hand image-based stereo vis-

ual servoing system in an uncalibrated environment is examined by comparing it to a 

conventional monocular eye-in-hand system. As in Equation (2.4) in the case of a sta-
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tionary object with fixed feature points, the control scheme computes a camera velocity 

as follows:   

 

 *( )c eu J s sλ += − −  (4.4)  

 

For the simulation purposes, a model of the experimental robot is designed with the 

real parameters and frame definitions. Figure 4.2 shows the “DENSO” robot simulation 

model.  

 

Figure  4.2 Experimental robot simulation 3D-model  

 

Figures 4.3-4.6 show the results obtained from monocular image-based system. The 

following assumptions have been also taken into account: 

Proportional Gain: 0.4λ = −  
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Initial feature points: 
1 2 3 4

382 641 382 641
( 0)

382 382 642 642
s t p p p p= = =

 
    

   
Pixels

 
 

Desired feature points: * * * * *

1 2 3 4

517 848 578 941

532 463 867 818
s p p p p= =

 
    

   
Pixels 

 

 

Figure  4.3 Image point trajectories in a monocular IBVS task 

 

It can be inferred from the image feature trajectories that the features of system final-

ly converges to the desired features but it is quite noticeable from Figure 4.3 that there 

are large displacements for the feature points and consequently the end-effector (see Fig-

ure 4.6) to reach the desired positions.  

 

78 
 



 

Figure  4.4 Camera velocity components in a monocular IBVS task  

 

The behavior in the image feature errors (Figure 4.5) and also the computed camera 

velocity components does not present desirable properties for the current monocular 

IBVS system. It is essential to mention that the point depths in calculating image interac-

tion matrices are assumed to be constant and equal to 1m. Using different depth estima-

tion methods may cause the system to show different performance in servoing tasks.  

 

 

Figure  4.5 Image feature errors in a monocular IBVS task 
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Figure  4.6 3-D Trajectory of the end-effector and camera optical center in a monocular IBVS task  

 

The same task with the same assumptions was assigned to the Stereo IBVS system to 

achieve to two desired sets of feature points for right and left images. The proportional 

gain is chosen to be 0.4λ = −  again. Figure 4.7 shows the results for Image feature tra-

jectories for Left and right image planes in a stereo image-based visual servoing task. 
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(a) 

 
(b) 

Figure  4.7 Image feature trajectories for (a) Left image plane and (b) Right image plane in a Stereo IBVS 
task 

 

Comparing to the complex and meandrous image feature trajectories in the monocu-

lar system, the provided trajectories for the image features in the stereo system seem to be 

quite smoother. 
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Figure 4.8 illustrates the sensor frame velocity components on the stereo rig. The 

sensor frame is the frame in the center of the baseline between the camera frames. The 

cameras are apart at a distance of b/2 with respect to origin of sensor frame and  parame-

ter b  is chosen to be 11 cm. According to Figure 4.8 the sensor frame velocity compo-

nents do not include large oscillations compared to the camera velocity components in 

monocular system. 

 

 

Figure  4.8 Sensor frame velocity components in a Stereo IBVS task 

 

Feature errors in left and right images are illustrated in Figure 4.9. Compared to the 

monocular case, these errors traverse a smoother trajectory and also include less oscilla-

tions and overshoots as well.   
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(a) 

 
(b) 

Figure  4.9 Feature errors in (a) left and (b) right images in the Stereo IBVS task 
 

Figure 4.10 shows the 3D end-effector trajectory during the task.   
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Figure  4.10 3-D Trajectory of the end-effector and sensor frame in a Stereo IBVS task 

 

Finally, we can see from the results that in the case of the monocular vision, the sys-

tem is slow in convergence and overshoot is large. On the contrary, it is fast in conver-

gence and overshoot is small in the case of the stereo visual servoing. This is because in 

stereo vision case the image interaction matrices can be updated at every time interval 

using the calculated depth information. Thus it is possible to generate the correct feed-

back command which leads the visual servoing system to be more stable.  

 

 

4.2.2. Tracking and Grasping a Moving Object through Visual Servoing: Stereo 

VS. Monocular  

 

In this section, the performance of the robotic manipulator system with of the pro-

posed eye-in-hand image-based stereo visual servoing system to track and grasp a mov-
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ing object is examined by comparing it to a conventional monocular system in three cases 

of using Kalman Filter, Extended Kalman Filter (EKF) and a Recursive Least Square 

method (RLS) to predict object trajectory and position.   

 

In the case of a moving object the control scheme uses an integral term besides the 

traditional proportional controller and computes the camera velocity as follows:  

 

  
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For the purpose of simulation the following parameters are chosen for the best re-

sults: 

 

Proportional Gain: 3λ = −
 

Integral Gain: 0.5Iµ = −
 

Object linear velocity 2 / secobjU cm=  

Desired feature points: * * * * *
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For the presented simulations we test the grasping algorithm with an object in a si-

nusoidal motion with linear velocity of 2 cm/sec. As it was mentioned previously, the 

tracking and grasping task is performed by pre-defining desired positions for the object 

image features such that the robot moves and aligns the end-effector with the object and 
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reaches towards it.  Figure 4.11 shows the simulation camera view of the desired image 

feature points in the instant of grasping in the case of a monocular system. 

 

Figure  4.11 Desired image feature points for grasping task in a Monocular case 

 

The results of using a monocular visual servoing system with a Kalman estimator for 

grasping a moving object and the image feature prediction errors are also shown in Figure 

4.12. This feature prediction error is the difference between actual positions of projected 

points in the image plane and predicted ones. According to Equation (3.13) and consider-

ing 20.1 ( / sec )a m=  and 1 (sec)T∆ =  the process noise matrix can be obtained as: 
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The covariance matrix of the measurement noise and the initial condition for esti-

mated error covariance are assumed to be as follows: 
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure  4.12 Monocular IBVS system behavior in a procedure of grasping a moving object using  
Kalman Estimator: (a) Image feature trajectories (b) Camera frame velocity components (c) Image feature 

errors (d) Robot end-effector 3D positions (e) Tracking Errors 
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Figure 4.13 illustrates the results of using a monocular visual servoing system with 

an Extended Kalman Filter (EKF) estimator for grasping the same moving object. For the 

filtering parameters a Gaussian random noise covariance of 5 pixel/sec and 10 deg/sec 

are added to the linear velocity and the angular velocity of the moving object trajectory. 

Therefore, the state transition noise covariance matrix, Q , and the measurement noise 

covariance, R , can be expressed as in Equation (4.6) 
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(4.9)  
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(a) 

 
(b) 

 

  
(c) (d) 

 
(e) 

Figure  4.13 Monocular IBVS system behavior in a procedure of grasping a moving object using  
Extended Kalman Filter (EKF) Estimator: (a) Image feature trajectories (b) Camera frame velocity com-

ponents (c) Image feature errors (d) Robot end-effector 3D positions (e) Tracking Errors 
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure  4.14 Monocular IBVS system behavior in a procedure of grasping a moving object using  
RLS Estimator: (a) Image feature trajectories (b) Camera frame velocity components (c) Image feature 

errors (d) Robot end-effector 3D positions (e) Tracking Errors 
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Figure 4.14 also shows the results of using a monocular visual servoing system with 

a Recursive Least Square estimator for grasping the same moving object. From the simu-

lation results, Figures 4.12-4.14, for a tracking and grasping task, the pixel error due to 

the measurement noise could be considerably reduced by using EKF, Kalman Filter or 

Recursive Least Square (RLS) algorithms based on the moving object model. It can be 

inferred from the simulation results that the Extended Kalman estimator shows the best 

tracking and convergence performance among all. In addition, the end-effector 3-D posi-

tion diagrams show that the system with EKF estimator has a better behavior than the 

other two methods. The camera velocity components in the system with EKF in compari-

son with the system with RLS estimator started with relatively low speeds. On the other 

hand, the image feature trajectory behaviors in all of three systems seem to be almost the 

same.  

 

 Using the same filtering, the state transition noise covariance and the measurement 

noise covariance properties which were given in Equations (4.6-4.9), the same grasping 

procedure is simulated with the proposed stereo visual servoing system and an EKF, a 

Kalman and a RLS estimator. The stereo system consists of two parallel cameras which 

are located at a distance of b/2 with respect to the origin of sensor frame. In order to keep 

at least 3 selected feature points on the object in both cameras’ fields of views during the 

approaching phase, the distance b is selected to be equal to 8 cm. The simulation results 

for this stereo vision system with parallel cameras and a Kalman estimator are given in 

Figure 4.15.  
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(a) 

 

  
(b) 

 

  
(c)  (d) 
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(e) 

Figure  4.15 Stereo IBVS system with parallel cameras behavior in a procedure of grasping a moving object 
using Kalman Estimator: (a) Image feature trajectories in left and right images (b) Image feature errors for 

left and right cameras (c) Camera frame velocity components (d) Robot end-effector 3D positions (e) 
Tracking errors in left and right images  

 

Figure 4.16 illustrates the results of using the same stereo visual servoing system 

with an EKF estimator for tracking and grasping a moving object.  

 

  
(a) 
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(b) 

  
(c) (d) 

  
(e) 

 
Figure  4.16 Stereo IBVS system with parallel cameras behavior in a procedure of grasping a moving object 
using Extended Kalman Estimator: (a) Image feature trajectories in left and right images (b) Image feature 
errors for left and right cameras (c) Camera frame velocity components (d) Robot end-effector 3D positions 

(e) Tracking errors in left and right images  
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Finally, the results for using a Recursive Least Square (RLS) estimator for tracking 

and grasping a moving object are shown in Figure 4.17. 

 

  
(a) 

  
(b) 
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(c)  (d) 

  
(e) 

Figure  4.17 Stereo IBVS system with parallel cameras behavior in a procedure of grasping a moving object 
using RLS Estimator: (a) Image feature trajectories in left and right images (b) Image feature errors for left 
and right cameras (c) Camera frame velocity components (d) Robot end-effector 3D positions (e) Tracking 

errors in left and right images  
 

It is quite remarkable from Figures 4.15-4.17 that in comparison with the monocular 

system, the trajectories of the points in the images are smoother and in the case of using 

the EKF estimator is almost straight lines and the camera velocity components do not in-

clude large oscillations which leads to less energy consumptions.  It can be also inferred 

from the simulation results that the Extended Kalman estimator performs the best in 

terms of tracking and convergence performance.  
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In addition, the end-effector 3-D position behavior in the system with EKF estimator 

is better than in other two methods. The camera velocity components in the system with 

EKF in comparison with the system with RLS estimator started with relatively lower val-

ues. The image feature trajectories of three systems are almost the same. In order to keep 

the object feature points in the cameras fields of views for both, tracking and approaching 

phases, the cameras are tilted about their X axis with 30 and -30 degrees. This allows the 

robot end-effector to get closer to the object for grasping task. The simulation results for 

stereo visual servoing system with tilted (non-parallel) cameras and a Kalman filter are 

given in Figure 4.18.   

 

  
(a) 
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(b) 

  
(c) (d) 

  
(e) 

Figure  4.18 Stereo IBVS system with tilted (non-parallel) cameras behavior in a procedure of grasping a 
moving object using Kalman Estimator: (a) Image feature trajectories in left and right images (b) Image 

feature errors for left and right cameras (c) Camera frame velocity components (d) Robot end-effector 3D 
positions (e) Tracking errors in left and right images  
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The simulation results of using the indicated stereo visual servoing system with tilted 

(non-parallel) cameras and an EKF estimator for tracking and grasping a moving object 

are illustrated in Figure 4.19. 

 

 

  
(a) 

 

  
(b) 
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(c) 

 
(d) 

 

  
(e) 

 
Figure  4.19 Stereo IBVS system with tilted (non-parallel) cameras behavior in a procedure of grasping a 
moving object using Extended Kalman Estimator: (a) Image feature trajectories in left and right images 
(b) Image feature errors for left and right cameras (c) Camera frame velocity components (d) Robot end-

effector 3D positions (e) Tracking errors in left and right images  
 

Figure 4.20 illustrates the results of using the same stereo visual servoing system 

with a RLS estimator for tracking and grasping a moving object.  
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(a) 

 

  
(b) 

 

  
(c) 

 
(d) 
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(e) 

 
Figure  4.20 Stereo IBVS system with tilted (non-parallel) cameras behavior in a procedure of grasping a 

moving object using a RLS Estimator: (a) Image feature trajectories in left and right images (b) Image fea-
ture errors for left and right cameras (c) Camera frame velocity components (d) Robot end-effector 3D po-

sitions (e) Tracking errors in left and right images  
 

 

In the case of using non-parallel cameras, from the results of the simulations, we can 

draw the conclusion that EKF estimator owns a very good performance in terms of sys-

tem convergence and tracking.  

 

Comparing the simulation results of both monocular and stereo robot visual servoing 

systems for a tracking and grasping task, shows that the image feature trajectories in the 

stereo system are smoother and less complex and the system has a sooner convergence. 

The smaller sensor frame velocities at the beginning of the motion indicate that the stereo 

system performs more efficiently compared to the monocular system. Using the stereo 

vision for visual servoing results in better convergence characteristics because it makes 

possible to calculate the exact image interaction matrix at any position without knowing a 
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model of the target object. Table 4.1 shows a summarization of some of the comparison 

results for all the tracking and grasping cases. 

 

 

Table  4.1 Comparison results for all the IBVS cases for tracking and grasping of a moving object 

 

IBVS Case 

Convergence 

Time (sec) 

Sensor Frame 

Angular Vel. 

at t=0 s 

(deg/sec) 

Sensor Frame 

Linear Vel. at 

t=0 s (cm/s) 

Maximum  

Tracking Er-

ror 

(pixels) 

Monocular+Kalman 4.3 18 160 612 

Monocular+EKF 5 12 106 402 

Monocular+RLS 5.1 20 193 651 

Par. Stereo+Kalman 3.5 4 28 36 

Par. Stereo+EKF 2.5 5 35 18 

Par. Stereo+RLS 3.6 11 127 124 

Non-Par. Stereo +Kalman 6.3 9 105 130 

Non-Par. Stereo +EKF 5.8 9 90 121 

Non-Par. Stereo+RLS 7 12 122 188 
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4.3. Summary 

 

The model of the robotic stereo visual servoing system and also simulation results 

for developed methods and algorithms are presented in this chapter. Then using the com-

puter simulations, the effectiveness of the proposed image-based stereo visual servoing 

system has been validated and compared to a monocular system in an “image feature po-

sitioning” task. Finally the system performance in a task of tracking and grasping a mov-

ing object is examined and the results for utilizing a Kalman filter, an EKF and a Recur-

sive Least Square algorithm for predicting the position and trajectory of the maneuvering 

target have been presented and discussed. 
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Chapter 5 : Experimental Setup and Re-

sults 

In this chapter the proposed visual servoing control system and the tracking algo-

rithms are implemented and tested for various tasks in a real-world application. The 

simulation results on tracking and grasping a moving object are further verified in exper-

iment. This chapter is also devoted to describing the experimental setup including the 6-

DOF Robot, controller, vision system, stereo rig and camera calibration process. The im-

age processing and feature extraction procedures are discussed and illustrated in this 

chapter.   

 

5.1. Experimental framework 

Figure 5.1 shows the block diagram for the experiment design. The total system 

shown in this Figure consists of a 6-DOF DENSO® 6242G robot, a Quanser® open-
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architecture control module, two Logitech® C270 digital cameras with 1280 by 720 pixels 

resolution and two PCs for the robot control and image acquisition.  

 

 
Figure  5.1 Block diagram for the experimental setup 

 

The image processing, feature extraction and tracking algorithms require a consider-

able computation. And this will cause the whole implementation process to slow down 

and affect the system real-time performance. For this matter, the vision system is con-

nected to another PC (PC 2) and the image processing and feature extraction algorithms 

are processed on this PC. The processing data is transmitted to the host PC connected to 

the robot using a UDP network connection protocol.  
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UDP or “User Datagram Protocol” is a simple transport layer protocol for cli-

ent/server network applications based on Internet Protocol (IP) [66]. UDP is the main al-

ternative to TCP and one of the oldest network protocols in existence, introduced in 1980. 

UDP is often used in video and image transferring applications or computer games spe-

cially tuned for “real-time” performance.  

 

The IBVS algorithm running on the host computer uses the transferred image pro-

cessing data to guide the robot and control the joint actuators. The robot controlling pro-

cess will also be carried out on the host computer (PC 1). More information about the 

implementation system components is presented in the following sections. 

 

5.2. DENSO Robot and Controller 

In order to evaluate the proposed stereo visual servoing algorithm,  a 6-DOF DENSO 

[67] robot has been used for real-world implementations. DENSO VP-6242G is a high 

precision manipulator robot with 6 rotating joints which are powered by AC servo mo-

tors. The position feedback is provided by absolute encoders mounted on each joints.  

The Denso robot end-effector has the ability to host various devices for different applica-

tions. The Denso robot, is supplied with Quanser® open-architecture control module 

which has all the capabilities of an industrial system and is interfaced to QUARC [68].  
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This module includes six independent amplifiers and built-in feed-forward with PID 

controllers. The controllers are operating about each motor at a rate of 4kHz. The DEN-

SO 6-Axis Robot and the control module are shown in Figure 5.2.  

 

 
Figure  5.2 The DENSO VP-6242G 6-Axis robot and the Quarc control module   

 

A brief and general specification of the robot and controller unit is given in Appen-

dix A. For the experiment purposes regarding the research work for current thesis and 

also for the research group, another 6-DOF manipulator robot—PUMA 260 was initially 

considered and an up-to-date a controller capable of interfacing with LabView® and Vis-

ual C++, has been retrofitted.  
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Appendix B briefly describes the design and implementation of the above-mentioned 

controller for 6-DOF PUMA-260® robot while Figure 5.3 shows the implemented Sim-

ulink model with Quarc® for the purpose of controlling the robot based on stereo visual 

servoing.  

 

 
Figure  5.3 The Simulink model for robot stereo visual servoing based on Quarc  

 

5.3. Stereo Vision System  

The stereo vision system consists of two Logitech® C270 digital cameras with 1280 

by 720 pixels resolution, mounted approximately 12 cm from each other in two different 

configurations: in the first case the cameras are located on the rig with an angle of about 
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30 degrees from the line that unites the centers of the cameras. And in the second case the 

cameras are perpendicular to the baseline. Figure 5.4 shows the Logitech® C270 digital 

camera and the corresponding imaging axis. Figure 5.5 also shows the DENSO robot 

with the mounted stereo vision system. 

 

Figure  5.4 Digital camera used in the stereo vision system 

 

Figure  5.5  DENSO robot with the mounted stereo vision system 
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5.4. Camera Calibration 

Camera calibration is the process of determining the camera’s intrinsic parameters 

and the extrinsic parameters with respect to the world coordinate system. Calibrations 

techniques rely on sets of world points whose relative coordinates are known and whose 

corresponding image-plane coordinates are also known [69].  

 

The Camera Calibration Toolbox for MATLAB implements the calibration method to 

find the camera’s intrinsic and extrinsic parameters. The inputs of this toolbox are several 

images of a model chessboard plane containing the calibration points. Corners on the cal-

ibration plane are used as calibration points. Figure 5.6 illustrates this procedure.  

 
Figure  5.6 Camera calibration procedure using “camera calibration toolbox for MATLAB” with a model 

chessboard plane 
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The results for the intrinsic and extrinsic parameters are shown in Figures 5.7-5.8 

and Table 5.1. 

 
Figure  5.7  Stereo camera calibration - Projection error 

 
 

 
Figure  5.8 Camera calibration results: camera extrinsic parameters 
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Table  5.1 Camera calibration results: camera intrinsic parameters 

 

 

5.5. Image Processing and Feature Extraction 

In order to come up with a reliable image processing and feature extraction algo-

rithm, the first thing to decide is which color space to found the detection algorithms on. 

We implemented our methods using two different color spaces: RGB and HSV.  

 

5.5.1. RGB-based Feature Extraction 

 

The RGB color model is an additive color model in which red, green, and blue light 

are added together in various ways to reproduce a broad array of colors (Figure 5.9). The 

name of the model comes from the initials of the three additive primary colors, red, 

green, and blue [43]. The main purpose of using the RGB color model is for the sensing, 
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representation, and display of images in electronic systems, such as televisions and com-

puters, though it has also been used in conventional photography. RGB is a convenient 

color model for computer graphics because the human visual system works in a way that 

is similar to an RGB color space. 

 

 
Figure  5.9 RGB color space [61] 

 

Image object detections based on color is one of the quickest and easiest methods for 

tracking an object from one image frame to the next. The speed of this technique makes it 

very popular for real-time applications.  

 

Since changing the brightness and light in workspace causes a lot of differences in 

the captured colors, we considered tolerances for Red, Green and Blue values to detect 

the objects based on RGB color space. Predefined RGB values for each feature color are 

saved then for each frame captured by the vision system all of the pixels in the image are 

examined and the pixels detected to be in the range of the saved RGB values with consid-
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ered tolerances are marked. According to Equations (5.1-5.2) and having the total number 

of detected pixels (N) and also the position of each in the Cartesian frame of the image, it 

is possible to calculate the centroid of the detected object( , )centroid centroidx y : 

  

 
0

1 N

centroid n
n

x x
N =

= ∑  (5.1)  

 
0

1 N

centroid n
n

y y
N =

= ∑  (5.2)  

 

5.5.2. HSV-based Feature Extraction 

 

HSV is one of the most common cylindrical-coordinate representations of points in 

an RGB color model, which rearrange the geometry of RGB in an attempt to be more 

perceptually relevant than the Cartesian representation [69] . They were developed in the 

1970s for computer graphics applications, and are used for color pickers, in color-

modification tools in image editing software, and less commonly for image analysis and 

computer vision. HSV stands for hue, saturation, and value, and is also often called HSB 

(B for brightness). In each cylinder, the angle around the central vertical axis corresponds 

to "hue", the distance from the axis corresponds to "saturation", and the distance along 

the axis corresponds to "lightness", "value" or "brightness". Figure 5.10 shows an illustra-

tion of HSV color space. 
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Figure  5.10 HSV color space [68] 

 

The most important flaw about RGB-Based detection methods is that changing the 

light and brightness of the framework and work-space affects detection so badly that 

sometimes the program cannot identify the color objects at all. Knowing the fact that the 

brightness is an independence value in HSV (or HSB) color space, we can come up with 

a proper tolerance to be considered in program which covers all the values of a prede-

fined color in the workspace. This will certainly make the implementation of the color 

detection more stable. Figure 5.11 shows the implemented image processing and feature 

extraction Simulink model for the purpose of visual servoing.  
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Figure  5.11 The Simulink model for the image processing and feature extraction 

 

5.6. Experimental Results 

This section presents various sets of experiments to evaluate the system performance 

in two cases of using binocular and monocular vision for the proposed Image-based ste-

reo visual servoing system. Firstly, all the results for a simple image-based task with 

fixed feature points on the object are presented. Afterwards, the experimental results for 

the task of tracking grasping a moving object with random trajectories by a 6-DOF robot 

are presented and discussed. Figure 5.12 shows the DENSO robot and the object with 

feature points in a visual servoing task. The experiment implementations are designed 

and performed using Mathworks MATLAB® & Simulink® and based on the Quanser 

QUARC® integrations.  
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Figure  5.12 Denso Robot and the object in an IBVS task 

 

QUARC® is a multi-functional software suite that easily connects with Mathworks 

Simulink for rapid controls prototyping and hardware based experiments [43]. QUARC 

provides Windows-based procedures to make Simulink-designed controllers to be con-

verted into real-time “Microsoft Visual Studio-based” code that can run on many target 

processor and operating systems combinations. Figure 5.13 shows implemented Simulink 

models for the experimental IBVS system. Image measurements are noisy, since the ex-

periments are carried out in a standard office environment, without any special illumina-

tion. 
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Figure  5.13 implemented Simulink models for the IBVS control system and feature extraction 

 

5.6.1. Image-based Visual Servoing: Stereo VS. Monocular  

 

In this section, an image-based visual servoing system in two cases of binocular and 

monocular vision is implemented and the effectiveness of the proposed eye-in-hand ste-

reo visual servoing system is examined and the experimental results are discussed. Fig-

ures 5.14-5.17 are the presented results obtained from monocular image-based system in 

a simple servoing task. 
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Figure  5.14 Image point trajectories in a monocular IBVS task 

 

Figure 5.14 shows that the system finally converges to the desired feature positions 

but it is noticeable that the feature point trajectories are not quite smooth and the dis-

placements are relatively large.  

 
Figure  5.15 Camera velocity components in a monocular IBVS task  
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Figure  5.16 Image feature errors in a monocular IBVS task 

 

From the results shown in Figure 5.15 it can be inferred that the behavior in comput-

ed camera velocity components does not present desirable and stable properties for the 

current monocular IBVS system. As assumed in the simulations the feature point depths 

in calculating image interaction matrices are assumed to be constant and equal to 1m.  

 

Figure  5.17 3-D Trajectory of the end-effector and camera optical center in a monocular IBVS task  
 

 

122 
 



The stereo IBVS system was set for the same servoing task with the same assump-

tions to achieve two desired sets of feature points for right and left images. The propor-

tional gain for both cases is chosen to beλ = −0.4 . Figure 5.18 shows the results for Im-

age feature trajectories for left and right image planes in a stereo image-based visual ser-

voing task. The provided trajectories for the image features in the stereo system seem to 

be quite smoother than the trajectories from the monocular IBVS.  

 

Furthermore, according to Figure 5.19 the sensor frame velocity components in ste-

reo visual servoing system do not include large oscillations compared to the camera ve-

locity components in monocular system. 

 

 

Figure  5.18 Image feature trajectories for left and right image plane in a Stereo IBVS task 
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Figure  5.19 Sensor frame velocity components in a Stereo IBVS task 

 

Figure 5.20 illustrates feature errors in left and right images which are approximately 

identical and comparing to the monocular case, these errors traverse a smoother trajectory 

and less oscillations are appeared. 3D end-effector trajectory during the task of image-

based visual servoing for the stereo vision system is also shown in Figure 5.21.  

 
Figure  5.20 Feature errors in left and right images in a Stereo IBVS task 
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Figure  5.21 3-D Trajectory of the end-effector and sensor frame in a Stereo IBVS task 

 

The difference in behavior, convergence and stability performance in the cases of 

stereo and monocular vision systems is due to the on-line procedure of depth calculation 

and updating the exact values of interaction matrices. Consequently, it is possible to gen-

erate the correct feedback command which leads to a more stable visual servoing system. 
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5.6.2. Tracking and Grasping a Moving Object through Visual Servoing: 

Stereo VS. Monocular 

 

This section is devoted to presenting and discussing the results obtained from the ex-

periments with the 6-DOF DENSO robot and comparing the performance of the proposed 

eye-in-hand image-based stereo visual servoing system to a conventional monocular sys-

tem for the task of tracking and grasping a moving object. As performed in computer 

simulations, the predictions are carried out on three cases of Kalman filter, Extended 

Kalman Filter (EKF) and a Recursive Least Square method (RLS).  

 

Since generating a motion with sinusoidal trajectory for the object requires some cer-

tain instruments, the object is manually and randomly moved within the cameras field of 

view with a relatively small speed. As it was mentioned previously, the tracking and 

grasping task is performed by pre-defining desired positions for the object image features 

such that the robot moves and aligns the end-effector with the object and reaches towards 

it. Figures 5.22-5.23 show the cameras view of the desired image features in the instant of 

grasping in both cases of monocular and stereo vision system. 
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Figure  5.22 Desired image feature points for grasping task in the Monocular case 

 

 
Figure  5.23 Desired image feature points for grasping task in the Stereo case 

 

The results of using a monocular visual servoing system with various estimators to 

track and grasp a moving object are shown in Figures 5.25-5.27. Figure 5.24 illustrates 

the procedure of tracking and grasping a moving object through monocular image based 

visual servoing using 6-DOF DENSO robot. 
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(i) 

 

(ii) 

 

(iii) 

 

(iv) 

Figure  5.24  The Procedure of tracking and grasping a moving object through monocular image based visu-
al servoing using 6-DOF DENSO robot  

 

 

In the case of using Kalman estimators and according to Equation (3.13) and consid-

ering 20.1 ( / sec )a m=  and 1 (sec)T∆ =  the following assumptions for the process 

noise, covariance matrix of the measurement noise and the initial condition for estimated 

error covariance are taken into account as: 
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(5.5)  

 

The results of using the monocular visual servoing system with a Kalman estimator 

for grasping a moving object and the image feature prediction errors are shown in Figure 

5.25. As mentioned in previous chapter, this feature prediction error is the difference be-

tween actual positions of projected points in the image plane and predicted ones.  
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure  5.25 Experimental results for the Monocular IBVS system in a procedure of grasping a moving ob-
ject using Kalman Estimator: (a) Image feature trajectories (b) Camera frame velocity components (c) Im-

age feature errors (d) Robot end-effector 3D positions (e) Tracking Errors 
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Figure 5.26 illustrates the experimental results of using a monocular visual servoing 

system with an Extended Kalman Filter (EKF) estimator for grasping the same moving 

object. The state transition noise covariance matrix, Q, and the measurement noise covar-

iance, R, are as follows: 
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(c) (d) 

 
(e) 

 
Figure  5.26 Experimental results for the Monocular IBVS system in a procedure of grasping a moving ob-
ject using Extended Kalman Filter (EKF) Estimator: (a) Image feature trajectories (b) Camera frame ve-

locity components (c) Image feature errors (d) Robot end-effector 3D positions (e) Tracking Errors 
 

Figure 5.27 presents the experimental results of using a monocular visual servoing 

system with a Recursive Least Square (RLS) estimator for grasping a moving object. 
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure  5.27 Experimental results for the Monocular IBVS system in a procedure of grasping a moving ob-
ject using RLS Estimator: (a) Image feature trajectories (b) Camera frame velocity components (c) Image 

feature errors (d) Robot end-effector 3D positions (e) Tracking Errors 
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It can be inferred from the experimental results that the image feature trajectories in 

the systems with Kalman filter and EKF are almost the same and they are both quite 

smoother than the system with RLS estimator. Tracking and convergence performance in 

the system with Extended Kalman estimator is the highest among all. In addition, the 3-D 

end-effector trajectory in the system with EKF estimator from the starting point to the 

catching position has less unnecessary motion and is smoother and totally shows a better 

behavior than other two methods. The camera velocity components in the system with 

EKF in comparison with the system with RLS estimator started with relatively low 

speeds.  

 

Using the same filtering, the state transition noise covariance and the measurement 

noise covariance properties, an image-based stereo visual servoing system is used for the 

same grasping procedure with an EKF, a Kalman and a RLS estimator. The stereo system 

consists of two cameras which are located at a distance of 11 cm with respect to the 

origin of sensor frame. In order to keep sufficient feature points on the object in both 

cameras fields of view during the grasping procedure, the cameras are tilted about their X 

axis with 30 and -30 degrees. Figure 5.28 shows the video sequences of the procedure of 

tracking and grasping a moving object through Stereo image based visual servoing using 

6-DOF DENSO robot. 
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(i) 

 
(ii) 

 

 
(iii) 

 

 
(iv) 

 
(v) 

 
(vi) 

 
Figure  5.28 The procedure of tracking and grasping a moving object through Stereo image based visual 

servoing using 6-DOF DENSO robot 
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 The simulation results for this stereo vision system are given in Figures 5.29-5.31.  

 

  
(a) 

 

  
(b) 

 

136 
 



  
(c) 

 
(d) 

 

  
(e) 

 
Figure  5.29 Experimental results for the Stereo IBVS system in a procedure of grasping a moving object 

using Kalman Estimator: (a) Image feature trajectories in left and right images (b) Image feature errors for 
left and right cameras (c) Camera frame velocity components (d) Robot end-effector 3D positions (e) 

Tracking errors in left and right images  
 

The experimental results of using the indicated stereo visual servoing system with an 

EKF estimator for tracking and grasping a moving object are illustrated in Figure 5.30. 
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(a) 

 

  
(b) 

 

  
(c) (d) 
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(e) 

Figure  5.30 Experimental results for the Stereo IBVS system in a procedure of grasping a moving object 
using Extended Kalman Filter: (a) Image feature trajectories in left and right images (b) Image feature 

errors for left and right cameras (c) Camera frame velocity components (d) Robot end-effector 3D positions 
(e) Tracking errors in left and right images  

 

 

Figure 5.31 illustrates the results for the task of tracking and grasping a moving ob-

ject with the stereo IBVS system using a RLS estimator.   
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(a) 

 

  
(b) 

 

  
(c) 

 
(d) 
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(e) 

 
Figure  5.31 Stereo IBVS system with tilted (non-parallel) cameras behavior in a procedure of grasping a 

moving object using a RLS Estimator: (a) Image feature trajectories in left and right images (b) Image fea-
ture errors for left and right cameras (c) Camera frame velocity components (d) Robot end-effector 3D po-

sitions (e) Tracking errors in left and right images  
 

 

It is quite remarkable from experimental results that in comparison with the monocu-

lar system, the trajectories of the points in the images from the stereo system are smooth-

er and the camera velocity components do not include large oscillations and start from 

smaller values. It can be also inferred from the results that the case with the EKF estima-

tor shows better tracking and convergence performance and has a better behavior in end-

effector 3-D trajectories. The camera velocity components in the system with EKF in 

comparison with the system with RLS estimator starts with relatively lower values.  

 

Once more, the image feature trajectory behaviors in all of three systems seem to be 

almost the same but the system has a faster convergence. This better performance is at-

tributed to the fact that it is possible to calculate the exact image interaction matrix at any 
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position without knowing a model of the target object. The speed of convergence will be 

faster and the oscillations of the graphs will be smaller if more precise calibration is per-

formed for the cameras and most importantly stereo rig. If the transformation matrices are 

not properly calculated, there exists a persistent rotation velocity around z direction, wz, 

due to calibration error. 

 

Table 5.2 shows a summarization of the comparison results for all the tracking and 

grasping cases. 

 

Table  5.2 Comparison the experimental results for all the IBVS cases for tracking and grasping of a moving 
object 

 
 

IBVS Case 

Convergence 

Time (sec) 

Sensor Frame 

Angular Vel. 

at t=0 s 

(deg/sec) 

Sensor Frame 

Linear Vel. at 

t=0 s (cm/s) 

Maximum  

Tracking Er-

ror 

(pixels) 

Monocular+Kalman 8.8 101 42 91 

Monocular+EKF 6.5 94 32 26 

Monocular+RLS 11.8 109 45 110 

Stereo+Kalman 7.2 39 19 77 

Stereo+EKF 5.5 31 15 11 

Stereo+RLS 10 41 21 108 
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5.7. Summary 

 

In order to verify the simulation results, this chapter has been devoted to describing 

the experimental setup including the 6-DOF Robot, controller, vision system, stereo rig 

and camera calibration process and also results for proposed image-based stereo visual 

servoing system for various servoing tasks and most importantly for a mission of tracking 

and grasping a moving object. In this chapter the visual servoing control system and the 

tracking algorithms are implemented with three different estimators: Kalman Filter, Ex-

tended Kalman Filter and Recursive Least Square. All three estimators have been added 

to both Monocular and Stereo systems and at the end all of the cases have been compared 

to each other and the results have been presented and discussed.  
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Chapter 6 : Conclusion and Future 

Works 

In this chapter, the main conclusions and contributions of this thesis are summarized 

from the obtained results and then some possible extensions and future works are sug-

gested as well. 

 
 

6.1. Contributions and Research Conclusion 

This thesis presents a novel eye‐in‐hand image-based stereo visual servoing system 

for a real-time task of tracking and grasping a moving object in an uncalibrated environ-

ment. The main contributions and conclusions of this research work can be listed as fol-

lows: 
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• An image-based visual servoing (IBVS) approach based on stereo vision has been 

presented and mathematically discussed and compared to the case of Monocular 

IBVS. 

• The effect of having a moving target and corresponding feature points on visual 

servoing system and governing equations has been considered and mathematically 

discussed.  

• The method for stacking the proper image interaction matrices for the case of im-

age based stereo visual servoing has been developed for two cases of parallel and 

non-parallel cameras and the exact depth information has been extracted from the 

geometry of the vision system and used in image interaction matrices. 

• A method for trajectory estimation of a moving object has been proposed to pre-

dict the position of the object which is used in an image-based stereo visual ser-

voing for a real-time grasping procedure. The system dynamics of the object has 

been modeled in both linear and nonlinear description in image plane instead of 3-

D space. Various trajectory estimation algorithms such as “Kalman Filtering”, 

“Recursive Least Square” and “Extended Kalman Filtering (EKF)” have been 

used to predict the position of moving object in image planes.    

• The robustness of the proposed visual servoing system has been examined 

through computer simulations and experiments. The precise depth estimation of 

the object and new image interaction matrices have been used as well as various 

motion predictors such as:  an extended Kalman filter, Kalman filter or a recursive 

least square method.   
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6.2. Future Works 

Although the effectiveness of the proposed image-based method in tracking and 

grasping a moving object has been examined in the current research work and verified by 

the computer simulations and experimental results, there exist a number of limitations in 

practical tasks and real-world applications. Accordingly, the most important problems are 

identified and addressed as follows:  

 

• Due to speed limitations of the 6-DOF robot joints, the target should not have a 

high speed. Thus in some cases such as a flying thrown object, this method cannot 

show a very successful effort. 

• The advantage of using an eye-in-hand camera configuration is that there is no 

need to calibrate the environment and measure the geometry of the framework. 

Since the cameras are mounted on the robot, the fields of sight are limited and 

cannot cover the whole environment around the robot. Thus, the space for the tar-

get maneuvers is limited. 

• The classical proportional IBVS scheme cannot deal with nonlinear constraint 

such as joint limits, actuator saturations and visibility constraints.       

 

As the related future research works and to overcome the mentioned problems and 

limitations, the following topics are suggested:  
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• Using an active (actuated) eye-to-hand stereo vision system to extend the vision 

system visibility constraints.   

• Utilizing Adaptive or Fuzzy time series-based prediction and trajectory estimation 

for a better tracking and prediction performance. 

• Using new image features such as lines and image moments to improve the ro-

bustness of the visual servoing system.  

• Employing a new IBVS scheme based on model predictive control to deal with 

nonlinearities. 
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Appendix A: 6-DOF DENSO® Robot and 

Quanser® Controller  

This chapter is devoted to presenting some general specifications and descriptions of the 

DENSO robot and QUANSER controller unit and QUARC control software.  

 
A.1. Denso 6-Axis Robot Specifications 

 

The Denso 6-Axis robot system includes a 6-DOF robotic arm and a Quanser control 

module. The Denso arm consists of six joints and corresponding six encoders that meas-

ure the angular position of the six motors. The encoders and motors specifications are 

summarized in Table (A.1). The encoders resolution, motors gear ratios, motors torque 

constants, and joints hard stop limits are listed in this Table.  
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Table A.1 Motor and encoder calibration specifications for Denso 6-Axis VP6242G [68]  

 

Figure A.1 demonstrate the robot joint coordinate systems including the world frame 

0 and the joint frames which are used to define the kinematics/inverse kinematics and Ja-

cobian matrix. Link lengths are also illustrated in Figure A.1 where the robot is in a com-

pletely straightened up situation. In this configuration, all the joints encoder values are 

zero and the axes in frames 1, 3, 4, 5, and 6 are parallel to their counterpart axes in global 

frame. The joints 2, 3, and 5 are zero when the robot is completely straightened up as de-

picted in Figure A.1. Figure A.2 demonstrates the Denso robot workable space from right 

and top view.  

 

Figure A.1 World frame, joint frames and dimensions used for kinematics calculation [68] 
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Figure A.2 Denso robot work-space [68] 
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A.2. QUARC® Software 

 

QUARC® is a multi-functional interface software which is able to connect to Sim-

ulink for the purpose of implementations and hardware-in-the-loop experiments [70]. 

QUARC provides Specific Simulink block sets so that the Simulink can establish a con-

nection with the hardware. These block sets vary depending on the hardware and it capa-

bilities. In order to implement various experiments with the Denso robot, QUARC pro-

vides two prepared Simulink blocks for; “Denso Read” and “Denso Write”. Denso Read 

starts a connection with the Denso robot controller to read the robot joint positions and 

state and send it to other parts of the Simulink files. Denso write sends the joint com-

mands to the control unit and also gives the ability to set the PID controller gains for po-

sition and velocity control mode of the robot. The feed forward current command can al-

so be sent to the robot using this block. User has the option of using potion control or ve-

locity control through the function of this block. 
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Appendix B: Design and Implementation 

of a Controller unit for 6-DOF PUMA® 

260 Robot 

The Department of Mechanical and Industrial Engineering at Concordia University, 

Canada had, for a number of years, a functional PUMA 260 manipulator robot with its 

original control hardware and human interfaces. This chapter describes the procedure of 

designing and implementation of a controller unit consisted of interfacing the robot arm 

with a PC and developing software for the purpose of real-time implementation of a visu-

al servoing system.  

 

The PUMA 260 is a six-degree-of freedom robotic manipulator that uses six dc ser-

vomotors for joint control. Joint positions are measured using encoders and potentiome-

ters. Three large motors provide control of the waist, shoulder, and elbow, while three 

smaller motors position the orientation of the wrist. A picture of PUMA-260 and original 

158 
 



hardware is shown in Figure B.1 while Figure B.2 shows a schematic of this robot and 

Table B.1 includes the technical specifications.  

 

Figure B.1  PUMA260 and original hardware [41] 

 

 

Figure B.2  Schematic of PUMA260 [41] 
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Table B.1  PUMA260 Technical Specifications 

 

 

B.1. Robot Arm Kinematics 

It is a common practice for the analysis of the robot arm system to define a world 

coordinate system and a local coordinate system attached to each joint. In order to design 

a joint control system for PUMA we need to derive a forward kinematic model to obtain 

position and velocity relations. Defining Denavit-Hartenberg (D-H) parameters and find-

ing homogenous transformations we can obtain following results. Table B.2 contains D-

H parameters for every link of the robot and Figure B.3 shows the corresponding model. 

The workspace of the robot’s end effector can also be found in Figure B.4.   
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Figure B.3  Puma 260 D-H parameters [14] 

 

 

Figure B.4 Puma 260 workspace 
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Table B.2  PUMA 260 D-H Parameters 
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B.2. Hardware Architecture  

The designed robot controller unit consists of the following hardware parts:  

• A computer with PCI slot  

• National Instrument® PCI-7344 Motion Controller Board  

• Six Advanced Motion®  servo amplifiers (30A20AC) for each joint 

162 
 



• National Instrument® UMI 7764 accessory (Universal Motion Interface)  

• Cables for motion an digital I-O connectors and related adapters 

 

Figure B.5 shows the hardware components and connections as an architecture over-

view of the system. The software user interface sends signals through PC to PCI motion 

controller board and this board sends voltage regulations to servo amplifier and proper 

velocity and torque are applied to joint motors with the current and voltage signals sent 

from servo amplifier. Figures B.6-B.7 show the final system and hardware connected to 

PUMA 260 and a Vision-Based Control test-bed.  

 

 

Figure B.5  Hardware components and connections of controller unit 
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Figure B.6   PUMA 260 with a camera mounted on the End-Effector 

 

 

Figure B.7 The final control system and hardware connected to PUMA 260 
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B.3. Software and Graphical User Interface  

 

The implemented software architecture is based on National Interface LabView® and 

its related block-sets running under Microsoft® Windows 7. LabView enables rapid de-

sign of control algorithms and establish a stable hardware interface with motion control 

boards and also allows specific functions to be implemented in C code as S-functions. 

Figure B.8 shows Ni-Motion Assistant software and the GUI designed by NI-LabView to 

control the robot joints. 

 

 

Figure B.8 Ni-Motion Assistant software and the GUI designed by NI-LabView to control the robot joints  
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