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Abgract—Finite state machines (FSMs) are the backbone of
sequential circuit design. In this paper, a new FSM water marking
scheme is proposed by making the authorship information a
non-redundant property of the FSM. To overcome the
vulnerability to state removal attack and minimize the design
overhead, the watermark bits are seamlesdy interwoven into the
outputsof theexisting and freetrandtions of gatetransition graph
(STG). Unlike other trandtion-based STG water marking, pseudo
input variables have been reduced and made functionally
indiscernible by the notion of reserved freeliteral. The assignment
of reserved literals is exploited to minimize the overhead of
watermarking and make the watermarked FSM fallible upon
removal of any pseudo input variable. A direct and convenient
detection scheme is also proposed to allow the watermark on the
FSM to be publicly detectable. Experimental results on the
watermarked circuits from the ISCAS89 and IWLS93
benchmark sets show lower or acceptably low overheads with
higher tamper resilience and stronger authorship proof in
comparison with related watermarking schemes for seguential
functions.

Index Terms— |P Protection, IP Watermarking, Sequential
Design, Finite State M achine, State Transition Graph.

.  INTRODUCTION

As reuse-based design methodology has taken hold, the

VLSI design industry is confronted with the increasing threat of
intellectual property (IP) infringement. IP providers are in
pressing need of a convenient means to track the illegal
redistribution of the sold IPs. An active approach to protect a
VLS| design againg IP infringement is by embedding a
signature that can only be uniquely generated by the IP author
into the design during the process of its creation. When aforgery
is suspected, the signature can be recovered from the
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misappropriated |P to serve as undeniable authorship proof in
front of a court. Such a copyright protection method is widdy
known as watermarking. It is cheaper and more effective than
patenting or copyrighting by law to deter IP piracy [1].

Unlikethedigital content in the mediaindustry, aVLSI IPis
developed in several levels of design abstraction with the hel p of
many sophisticated electronic design automation tools. Each
level of design abstraction involves solving some NP-complete
optimization problems to satisfy a set of design constraints. In
theregime of constraint-based watermarking, the signatureto be
imprinted is converted into a set of extra constraints to be
extraneously satisfied by the watermarked design [2]. The
watermark embedded a ahigher leve of design abstraction must
survive the posterior optimizations so that the same IP
distributed at dl lower abstraction levels are protected. From the
authorship verification perspective, IP watermarking can be
classified into static watermarking and dynamic watermarking
[3]. Inthewatermark detection phase, static watermarking [4]-[8]
requires the downstream design to be reverse engineered to the
level where the watermark is embedded to show the additional
constraints generated by the author’s signature are satisfied.
Reverse engineering is expensive and intrusive as some critical
design data used to produce the watermarked IP may be exposed
in this process. On the other hand, dynamic watermarking
[9]-[17] enables the embedded information to be detected from
the output without reverse engineering by running the protected
design with a specific code sequence. Dynamic watermarking is
typicdly performed in the ate transition graph (STG) of finite
gate machine (FSM) [11]-[14], in the architectural level of
digitd signd processors (DSP) [9], [10] or a the
design-for-testahility (DfT) stage [15]-[17]. FSM watermarking
embeds the signature at a higher (behaviora/RT) level of design
abstraction whereas the latter normally embeds the signature
after logic synthesis. Embedding the watermark at the behavioral
level has the advantage that it is harder for the attacker to erase
the watermark in the downstream design by simple redundancy
remova or logic manipulation, butitis also challenging to keep
the overhead of watermarked design low.

In this paper, a new dynamic waermarking scheme is
proposed. The watermark is embedded in the state transitions of
FSM a the behaviord level. As an FSM design is usudly
specified by an STG or other behavioral descriptionsthat can be
easily trandated into STG, the watermark is embedded into the
STG of any size and remains a property of FSM after the
watermarked design is synthesized and optimized into circuit
netlist. The authorship can be directly verified even after the
downstream integrated circuit design processes by running the
watermarked FSM with a specific code sequence. Unlike [12],
our watermark verification is smple and efficient even for large



designs. On the other hand, as extracting the STG from a gate
level netlist is computationaly impractical for large circuits[11],
there are limited options for an attacker to remove or hide the
watermark from the watermarked design netlist or netlist
obtained by reverse engineering its downstream design [ 13]. The
proposed watermarking scheme is robust against state reduction
attacks. It is different from other transition-based embedding
methods [13], [14] in that it has lower embedding overhead and
has overcome the vulnerability of auxiliary inputs which are
inevitably introduced if the embedding capacity is limited,
especialy for completely specified FSM. The weaknesses of
existing FSM watermarking scheme to be overcome in this paper
are discussed in the next section. Currently there is no easy way
to publicly detect the existence of watermark, once the FSM is
integrated into a chip and packaged [11]-[14]. Since the test
signals can betraced after the chip is packaged and the scan path
provides controlled accesses to al interna states and
combinational circuits of the watermarked IP, this paper aso
proposes an alternative approach to allow the authorship proof of
watermarked FSM to be verified off chip by making it a part of
the test kernel. The proposed watermarking scheme thus makes
the authorship proof harder to erase and the IP authorship easier
to verify.

The rest of the paper is organized as follows. In Section |1,
we discuss related works. Our new FSM watermarking scheme
is presented in Section Ill. In Section 1V, we analyze the
resilience of the proposed watermarking method. Section V
presents experimental results on benchmark designs. Finally,
Section VI concludes the paper.

Il. RELATED WORKS

The notion of constraint-based watermarking, first proposed
by Hong and Potkonjak, [2] has now been widdy applied to
embed authorship signature into VLS| designs developed at
different design abstraction levels, such asarchitectura level [9],
[10], combinationa logic synthesis level [4]-[7] and physical
placement and routing [8]. At behavior levd, STG
representation makes watermarking FSMs in industrial designs
promising as efficient sequentid logic synthesis tools and
optimization methods are available to lower the cost of
embedding and detection of watermark. FSM watermarking has
the advantage that the IP author signature can be lucidly
recovered by applying averification code sequence. Asthe STG
is in general exponentialy larger than the circuit description
itsef [12], itis computationally impractical to analyze the circuit
to extract the STG. Such scheme therefore has high resilience
against tampering at lower abstraction levels.

An FSM is characterized by a set of internal states and
transitions between them. Approaches to FSM watermarking
can be classified based on whether the authorship informationis
embedded in the states [11], [12] or on thetransitions[13], [14].
In[12], the FSM is watermarked by introducing redundancy in
the STG so that some exclusively generated circuit properties are
exhibited to uniquely identify the IP author. According to the
watermark, a specific sequence of states is generated and will
only be traversed with the excitation of a specific sequence of
inputs. The watermark verification relies on the presence of such
extraneous states in the STG. However, the watermark will not
survive upon removal of al redundant states by the application

of astate minimization program[18]-[20]. Watermarking on the
states of FSM is thus vulnerable to state optimization attacks.
Two possible ways to verify the presence of a watermark are
provided in [12]. The implicit BDD-based enumeration method
is too slow for large circuits. The ATPG-based method requires
the solution of an NP-complete problem and is not evident that
the verification can be carried out efficiently on large circuits.

The properties of the transitionsin FSM can also be explored
for watermark embedding. An FSM watermarking scheme was
proposed in [13] by inserting redundant transitions into the
original STG after the unspecified transitions in the STG are
searched and associated with the user-defined input/output
sequence. Theweakness of this scheme isthe monotonous use of
only the unspecified transitions with the specified outputs of
STG for watermark insertion. The embedding capacity islimited
by the number of free input combinations. For FSMs with
limited unspecified transitions, the probability of coincidenceis
high. If the watermark length is increased beyond the available
number of unspecified transitionsto boost the authorship proof,
the overhead aggravates rapidly.

To increase the robustness of FSM watermarking, besides
the unspecified transitions, existing transitions are aso utilized
in an output mapping algorithm to watermark the FSM [14]. This
method takes advantage of the original transitionsin the STG to
lower the overhead of watermarking. The embedding processis
fast as no specid effort is made to search the states of STG. The
watermark bits are embedded at large by a random wak of the
STG. When al output bits of an existing transition of a visited
node coincide with a substring of the watermark, that transition
is automatically watermarked. Otherwise, extra watermarked
transition will be added to the STG. When the number of outputs
of FSM increases or when the FSM is completely specified,
output coincidence of exigting transition with the watermark bits
becomes rare. The watermarked FSM is susceptible to removal
atack if the ratio of augmented transitions to coinciding
transitions is high. When only unspecified transitions are
watermarked, the scheme becomes as vulnerable as[13]. If no
unspecified transitions are avail able for watermarking, apseudo
input variable is added. This input variable is assigned a fixed
logic value of “0” for all existing transitions, and afixed “1" for
the added transitions. This discrimination between the existing
transitions and added transitions is conspicuous. Moreover, the
addition of new input variables with fixed assignments on all
transitions increases the decoder logics and hence the overhead
of watermarked FSM significantly. Remova of the pseudo
inputs can easily eliminate or corrupt the watermark without
affecting the FSM functionality.

In what follow, a more robust technique of transition-based
FSM watermarking is proposed to overcome the shortcomings
of the above methods. Provision is also made to facilitate the
FSM watermark to be readily verified off-chip through the scan
chain.

I11. FINITE STATE MACHINE WATERMARKING

A. Preliminaries
A formal definition of an FSM isgiven in [19] asfollows:
Definition 1: AnFSM isatupleM = (X, A, Q, S, 6, 4), where
Y and A are finite, non-empty sets of the input and output



aphabets, respectively. Q is afinite, non-empty set of states and
S € Qrepresentsauniquereset gae. &S, X): Q x X — Q U{ I}
isthe state transition function and A(s, X): Q X £ = A U{1} isthe
output function, where & denotes an unspecified state and 1t
denotes an unspecified output.

Fors, sie Q, 5 issadtobethenext state of 5 if IXe X st.
5= &S, X). The application of X on 5 aso produces an output, Y
= (s, X) € A. For an FSM with n input and k output variables,
each input alphabet, X = X3 X, ... X,, isastring of n bitsand each
output aphabet, Y =vy1 Vs ... Yk, isastring of k bits. Each bit of X
and Y, x, yie {0, 1, -}, where “0” and “1" are the binary
constants, and “—~" denotes a “don't care’ value. To avoid
unnecessary notational complexity, we use an upper case letter
to denote an input or output aphabet in X and A, alower case
letter to denote an input or output variablein{0, 1, -}, and y; j to
address the j-th bit of the i-th aphabet, Y.

FSMs are usudly designed with their state transition graph
(STG). An STG, STG(M) = G(V, E), isalabded directed graph
of amachineM of V nodes and E edges. Each symbolic state, se
Q, is represented by a node in V. A state transition t from a
source node S(t) to a degtination node D(t) is represented by a
directed edge, g; € E, connecting S(t) to D(t). Each edge is
tagged with an input/output label, 1(t)/O(t), to encapsulate the
relations, D(t) = (), 1(t)) and O(t) = A(S(t), I(t)). Thus, astate
transition t can be represented by a quadruple (S(t), D(t), I(t),
O(t)). Theinput combinationsthat are absent from all transitions
of a source state in an STG are cdled the free (or ungpecified)
input combinations of that state, and a transition that can be
created from the free input combinations is called an unspecified
transition. Unlike [12], as the number of statesin an FSM isa
dominant factor of the implementation complexity, we modify
only the properties of the edge set to synthesizethe watermarked
design in order to preserve the nodes in STG(M).

In light of dynamic watermarking, the watermark detection

process involves the abstraction of an output sequence, Y =
{V.Y,,--- Y.}, YeA, from the watermarked design M by
applying a specific input sequence, X = {)21,)22,---,)2N} ,
X, €%, on a sate, § € Q, such that \?:ﬂ(é,f() =

/1(5(5(~~-5(§, )21)~~-),)2N_1),)2N) . The watermark synthesis

process requires that the outputs of M be compatible with the
outputs of M for every input symbol, X € X, and output

mappings of M for every input symbol, )Zi e X Vi=[1,N], be

dictated by a signature that identifies the ownership of a design.
Thesignature is cryptographically generated with asecret key so

that Y :ﬂ(é,f() becomes a unique property of M .

In [13], [14], the length N of X and VY is equa to mik,
where m is the watermark length and k is the number of output
variables of an FSM. Fig. 1(a) shows an example of a STG with
three states, S, S, and S;. The state transitions are determined by
al-bit input variable and a 3-bit output variable, i.e, n=1and k
= 3. When the scheme in [14] is applied to embed an 8-bit
watermark sequence “10101000”, three (nvVk = 3) consecutive
transitionswill be searched to match the watermark bits with the
output bits. If the search starts from S;, as all transitions from S;

have no output coinciding with the first three watermark bits of
“101"”, a new transition will be inserted. Since S; has no free
input combination, anew input variableisintroduced. Thisinput
variable is assigned to “0” for all existing transitionsand “1” for
all added transitions, and the bits are underlined in Fig. 1(b). A
new transition (Si, Sp 11, 101) from S; is added with an
arbitrarily chosen next state S, as indicated by the bold dashed
arc in Fig. 1(b). As S, has no edge with output bits coinciding
with “010”, another new transition (S,, S, 01, 010) isadded with
the randomly selected next state S;. The existing transition (Ss,
S, 10, 001), printed bold in Fig. 1(b), has an output matching
with the watermark bits “00”. So it is reused for watermarking.
The watermarked design synthesized by SIS [23] has 640 units
of area, 7.2 units of delay and 201.8 units of power. Comparing
with the original design with 448, 6 and 178 units of area, delay
and power, respectively, the FSM watermarked by [14] incurs
42.9%, 20% and 13.4% overheads in area, delay and power,
respectively.

In this example, the output is a 3-bit (k = 3) alphabet. The
probability of the output of a transition coinciding with the
watermark bits is as low as 1/8, which results in only one out of
three existing transitions being used for watermarking. When k
is larger, it becomes more difficult to make use of existing
transitions to reduce the overhead of watermarking due to the
low probability of output coincidence. The fixed assignment of
the added input variable also increases the design complexity.
Moreover, as all output bits are watermarked in consecutive

transitions after the starting state on which X is applied, as
shown in Fig. 1(c), the watermarked transitions are not well
obfuscated, causing the watermarked FSM to be vulnerable.

To overcomethese problems, we make N > m/k so that not all

bits in Y are watermarked. The locality of the watermark is
randomized by a cryptographic one-way function such that any
number (from 1 to k) of bits at any output bit from any transition
of STG is probable to be watermarked. The general idea can be
illustrated using the same STG example in Fig. 1(a). Since N >
8/3, it is set to 8. The locdities of these 8 watermark bits are
randomly generated between [1, kxN = 24] without replication.
Suppose these numbersare{9, 13, 2, 10, 20, 23, 17, 4} . So, eight
transitions will be sought to produce an output sequence that
contains the watermark sequence “10101000” at these bit
positions in the output. As the 8 watermark bits are dispersed
into 8 transitions, the probability of the output of an existing
transition coinciding with the watermark bit is as high as 1/2,
which results in five existing transitions being reused for
watermarking and only one new transition is added, as shownin
Fig. 1(d). As the newly added transition is well blent with the

existing transitions, when Xis applied on the FSM to detect the
watermark, it is hard for an attacker to differentiateit from others,
as indicated by the bold arrow in Fig. 1(e). To increase the
watermark strength and minimize the next state decoder logic of
watermarked design, we also capitalize on the extra headroom
created by the pseudo input variables and free input
combinations of the FSM. In Fig. 1(d), when a new input
variable is introduced, it does not need to be fixed and it can
remain as don’t care in the final watermarked design if it is not
used for the generation of any new transitions. The synthesi zed
design from Fig. 1(d) has 520, 6.4 and 190.2 units of area, delay
and power, respectively. The overheads due to watermarking are



only 16.1% on area, 6.7% on timing and 6.9% on power. The
advantage over [14] isdiscernible.

With these preliminaries, our proposed FSM watermarking
algorithm will be elaborated next.

B. Generation of Watermark and Random Sequence.

A meaningful text string, MSG is first encoded into abinary
string and then encrypted by a provable cryptographic agorithm
with the secret key K. of the IP owner. If the length of the
encrypted message istoo long, amessage digest (MD) agorithm
can be used to reduce its length. The resultant binary bit vector

of length mis the watermark, W ={w}" andw;e {0,1}.

DOm0
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Fig. 1. Watermark embedding on transitions of STG: (a) origind STG, (b)
watermarked STG by the scheme in [14], () excitation of watermarked
transitions of STG in (b), (d) watermarked STG by proposed scheme, (€)
excitation of watermarked transitionsof STG in (d).

(d)

A keyed one-way pseudorandom number generator (PNG) is
used to generate a sequence, B :{q}im:l, of m unique integers
between 1 and AN xkK,i.e, bje[l, NxK]Vi=1,2,..., mand b=
b; Viz]j. Thelength N of sequence)A( is determined empirically.
The purpose of B is to randomly disperse the m watermark bits
into Y. 1f3(i,j) Vie [1,N] andj € [1, K] such that (i-1)k + | =
b, then §,, =w , where §,  is the j-th bit of YeY . The
secure hash algorithm SHA-1 [21] can beused asan MD as well
as in a keyed one-way PNG for the generation of these two
random sequences, W and B. As it is computationally infeasible
to find a collision of this hash function, the possibility that the
same group of numbersisgenerated by coincidenceis extremey
low without the knowledge of the secret key.

C. Watermarking Insertion

The watermark W is inserted into STG(M) by modifying
some of its edges without changing the operational behavior of

M to find a sequence of N consecutive transitions,
£=(8.8.,%.Y).i=1,2, ..., N, such that each watermark bit, w
e W, | € [1, m], will be randomly mapped to one bit in the
sequence, Y = Yo Yy = Vi Vo Vo Vouo o Ve Y -
The mapping from W to Yis injective but not surjective. The
value of each bit §, ; in Y can be determined as follows: if
(i-1)k+j=Dby,then §, , =w ,else §,,="-",asshowninFig.2.

Given an output \?I and a source state § , the destination
state §,, of watermarked transition f, will be determined by an
output compatibility check. Two bits, x, y €{0, 1, -}, are
compatible if they are of equa value or one of them hasadon’t
care vaue, i.e, X Ny # J. This intersection of two ternary
variablesisdefined in Table I. Likewise, two aphabets, X and Y

are compatible, denoted by X =Y, if none of the elementsin X N
Y ={x Ny} hasanull value.

Generate Y (W, B) {
v={5,} ie[L,N], je[L,K;
for i=1toN){
for j=1tokK){
yi,j:_;
for I =1tom){
if ((FDk+j=hb){
9i,j =W,
break;}
1)

return Y ;
Fig. 2. Generation of watermarked output sequence.

TABLE | Intersection of two ternary variables

N|oj1|-
0]0|@|0
11|11
- 101 1]|-

Starting with i = 1, an arbitrary state, § e Q, isselected. Let
T(§) be the set of transitions emanating from a state, § . A set
of tranditions C( § ) that is output compatible with \?I is sought,
ie, C(§) ={t e T(§) Ot) =Y,}. To avoid entering into a
deadlock, transitions terminated at a deadlock state (i.e., state
with no fanout) are excluded from C( § ). Four distinct scenarios
are considered for the determination of .

Cases 1: There is only one output compatible transition,
IC(§)I=1,then { =C(§)and §,=D(f).

Case 2: If more than one output compatible transition are
found, i.e, |C(§)| > 1, then a transition from C(§), with the
next state having the highest number of free input combinations,
will beselected as { . Its output will bemodified to O(f) = O({)

NY and §,, =D(f).
Case 3: If |C(§)| = 0, then the free input combinations of
§ will be considered. Let F(§) ={Xe = | & §, X) = I} bethe



set of freeinput combinationsof §.For F(§)=@,letD(§)=
{§€ Q|§=D(i)Vie T(§)} bethe set of dl destination
states of § . §,,; is set to the state with the highest number of
freeinput combinationsin D( § ) (excluding the deadlock states)
unlessD(§) = &. WhenD(§) = &, §,, is set to the state with
the highest number of free input combinations in STG(M). If
there exists an edge connecting § to §,, in STG(M), a new
input/output pair, 1( £ )/O({ ), is added for the transition t .
Otherwise, a new edge directed from § to §,, labeled with
I(£)/O(f ) will be created in STG(M) for £,and O(f)= Y .The
determination of I () will be explained later.

Case 4: If |C(§)| = 0 and F(§) = &, then a pseudo input
variable X,+1 needs to be introduced in M and the number of
input variablesnisincremented by 1. X, 1 isSet to an unspecified
logic value “+” for al existing transitions. A new edge directed
from § to §,, labeled with I({)/O({) will be created for { .
§,, is set to the state with the highest number of free inputsin
D(§)orinSTG(M)if D(§) =@, and O(t) = Y, . Both symbols
“*” and“—" can assumeeither alogic“0” or alogic“1” valuebut
there is a subtle difference. “—" is meant for the currently used
input combinationswhereas“*” can be associated with either the
used or free input combinations. A “*” can be construed as a

reserved freeinput literal asits logic state (“0” or “1”) will only
be defined at the time when some input combinations subsumed

by it are freed to become I ().

Find £(Q.i, M, Y, §){

it (C(§)1=1) { /l case 1
t =c(§) §.=D(f);
} dseif [C(§)P1{ /l case 2

f = T(arg{max(F(s))}) V §eD(§) and T(5) e C(§);
of)=of)n Y ; §, =D()
} dse{

if (F(§)=9){
if (D(§)#@) §,,=ag{max(F())} V5eD(§);
dse §,,=ag{max(F(S))} Vse Q

} elsef
Add apseudo input variable, Xn.1;
for (each e M) I (f ) =*; // SetXpito*
n=n+l1;
if (D(§)#@) §,,=ag{max(F(s))} V5eD(§);
dse §,,=ag{max(F(3))} Vse Q

}

of)=Y;

I(f)=Find 1(€)(n, M, §);

/l case 3

/] case 4

}
return t;

}

Fig. 3. Determination of watermarked trangtion.

The pseudo codes for the determination of watermarked
transitions are shown in Fig. 3. The input alphabets for the
watermarked transitions found in Cases 3 and 4 are determined
by the subroutine Find shown in Fig. 4.

When there is no exiting transition with compatible output,

as in Cases 3 and 4, the input alphabet I(f) for O(f) = A(§,
I(£)) =Y, needs to be determined. 1({) is set to one of the free
input combinations of § if no “*” gppearsin al the used input
combinationsof § . Otherwise, an alphabet, X e I(ty), tue T(§),
that contains at least one “*” from the set of used input
combinations of § will be split into two. Initialy, I(f) = X. A
“*” hit in X is selected and assigned a fixed but randomly
generated binary constant, a € {0, 1}, while the corresponding
“* pitin I(f) is assigned its complement & . Meantime, all the
“— bitsin I({) arereplaced by the“*” bits. For example, if X =
“1-*" and a = 0, then it will be splitinto X =“1-0" and I({) =
“1*1”. Asthe number of transitions with “*” bits in the pseudo
input variable space enormously outnumbers those in the
original input variable space, to simplify the next state and

output decoder design, it is lucrative to preserve “*” in the
pseudo input variable space whenever free input combinations

from the original variable space can be used to produce I({). In
the search for the next state §,; an input alphabet with j

exclusive “*” bits is considered as a cover of 2 free input
combinations. When two states possess the same highest number
of free input combinations, preference will be given to the state
that covers the highest number of output combinationsin its fan
out transitions.

Find IE)(n, M, §){
if (*isabsentinalXe F(§)) I(f)=anyXe F(§);
dse{
Select X e I(t,) with t,e T(§) and IX=* for L<k<n;
set1(£)=x
a=random(0,1);
X=a; |(€)k:5;
for (j=1ton)
it (@), =-) 1), =1
return I (f);

}

Fig. 4. Finding input a phabet for the watermarked trangtion.

The above watermarking process is repeated for i = 2 to N
until f,, isdetermined. Theresidua “*” in theinput a phabets of
al edges will be replaced with “~" and the resultant STG(M) is
the watermarked STG(M ) and X =1 (£)1(f,)-+1 (£,). If the

overhead of watermarked design is not satisfactory, the entire
process can be repeated with an adjusted value of N. The overall
watermark insertion processis shownin Fig. 5.

For each pseudo input variable added, at least 2™ potential
free input combinations are created in every state transition,
where n here refers to the total number of input variables
including the pseudo variables. These free input combinations
have been consumed in [14] by fixing the value of each pseudo
input variable to be “0” consistently for all existing transitions
and “1” consistently for the watermarked transition immediately
upon its creation. This has not only increased the complexity of



the decoders, but also made the watermarked transition
discernible from the pseudo inputs. The introduction of reserved
free literal allows the assignments of “*” in the input aphabets
of al transitions to be deferred until some input combinations
subsumed by it are needed to watermark a transition. The

transformation of “~” to “*” in I({,) when arandom assignment

is made on “*” serves two important purposes. First, it
judiciously preserves the don't care inputs in the transitions to
optimize the design of next state and output decoders. Second, it
alows the same edge to be revisited for watermarking to
maximally exploit the free input combinations. This will
minimize the required number of pseudo input variables,
especialy when along watermark is to be embedded for astrong
authorship proof.

FSM_watermarking (M, MSG, m, k, N, Q, K¢) {
={w}", = MD(encrypt(MSG, KJ);
B={b}", =PNG(Ke NxK),bie [1,NxK;
Y =Generate Y (W, B);
Se Q M=M;
for i=1toN){

Find £ (Q.i, M, Y, §);

§=D(t)}
for (each transition £ € M ) {

replace* inI(f ) by —;}

returnM ;

=

Fig. 5. Algorithm for FSM watermarking.

The number of transitions N has no bearing on the
probability of coincidence but it has impact on the cost of
watermarking. If N is small, the probability of finding
compatible outputs from existing transitions is low and more
design overhead will beincurred. On the other hand, if N is large,
fewer new transitions and pseudo inputs need to be added which
will lower the cost of watermarking, but the code sequences
required to detect thewatermark islong. To avoid introducing an
excessive number of unspecified transitions due to the addition
of pseudo input variables, N needs to be sufficiently larger than

m/k. When N = m, each output alphabet in Y contains one
watermark bit on average and the resultant watermarked design
generally possesses acceptably low overhead. Asour embedding
agorithm can run very quickly even for large FSM, the
watermarking process can be repeated for different N to select
the least overhead watermarked design with reasonable
verification code length. The procedure shown in Fig. 6, is

suggested to legitimately limit the number of trials. Let A,

denote the area of watermarked FSM with N=N,; at thei-th trial.
N =Ni_; = 4 and N; = m. N, that isincremented (or decremented)
by & depends on the extent to which A, is increased (or

reduced) over the previous trial. The standard deviation, ¢;, of
Aumisdefined as:

2

0= [F3 (Awy ~ A ®

where A,, =le Aum, is the mean area of trial watermarked
j=1

FSMs. The trial terminates when o /A <eor when N > Nyu

where e is a small preset value, A is the area of FSM before

watermarking and Ny iS some preset limit on the verification

code length. The least overhead watermarked design from

among thetridsis se ected.

N_adaptation (A, & Ny, M) {
=L Ni=m A =AN=N;
repeat {
M = FSM_watermarking (M, MSG, m, k, N;, Q, Ko);
Synthesize M and obtain A, ;

it Ay > A )
Niss =N + 4;
dse
Nisa=Ni— d;

Compute A, and o ;

N=N;;i=i+1;
} until g;/A<eor N2 Ny
recurn M with minimum area;

Fig. 6. Minimization of FSM watermarking overhead by adaptation of N.

D. Watermark Detection

To verify the authorship, one needs to run the watermarked
FSM with the input sequence, X= {)A(l,)A(z,---,)A(N} , applied
on state § . If the operation halts before N transitions, the
watermark cannot be detected. Otherwise, an output sequence
Y of NxKk bits is obtained. The bits indexed by the set B of m
random numbers are selected from Y to form an ordered

sequence W . The authorship is proved if W perfectly matches
or is highly correlaed with the watermark W of the IP owner.

Although the ownership can be authenticated directly by

running the watermarked FSM with X , it does not permit the IP
authorship to be field authenticated by the IP buyers after the
watermarked FSM has been implemented into an integrated
circuit and packaged. Since only the test signals can be traced
after the chip is packaged, the authorship of the watermarked
FSM can beverified off chip by making it apart of the test kernel.
A sequence of test vectors can be applied seridly through the

scan-in, S, pin to bring M tothe designated state § in the test

mode, followed by N designated test vectorsthat incorporate X.
The output responses Y can then be collected serialy from a

scan-out S, pin externally to verify the authenticity of M .
This convenient way of waermark verificaion can be
performed by the end users provided that scan design is also
incorporated in the watermarked IP chip.

Since the scan chain is used as a medium to aid authorship
verification of the IP encapsulated in the test kernel, it can also
beindependently protected by [16], [17] to boost the confidence
in positive watermark identification. By watermarking the scan
chain of watermarked FSM using the techniques proposed in
[16], [17], the aggressor needs additional effort to also



successfully tamper or redesign the test structure to provide the
fault coverage of the pirated IP. Failure to detect the scan chain
signature aerts malicious tampering or removd of the test
structure in attempt to misappropriate the protected IP.

E. An lllustrative Example

TheSTG of asimple FSM to be watermarked isshown in Fig.

7(a). It has five states, represented mnemonicaly asQ ={s;, S,
S, Sa, Ssp . Assume that the encrypted watermark W="110110".
The number of output labels to be mapped, N should be greater
than6/2=3asm=6and k= 2. Let N = 7. Supposethe set of six
random numbers between 1 and 14 (kxN) generated by the PNG
with the IP owner’ ssecret key isB={9, 4, 2,7,12, 3}.

Fig. 7. Example of watermarking on FSM: (a) original FSM, (b) use of existing
transition, (c) introduction of pseudo input variable and new transition, (d) the
watermarked FSM, (e) excitation of watermarked trandtions.

Following the algorithm inFig. 2, since2(1-1) +1=1¢ B,

Vi, =" dnce2(l-1)+2=2="Ds ¥,=W="0";3=Dbs
=9, =W="0"4=b=>9,,=w,="1";5¢ B=§, ="-",6
gB=y,,="-"7=u=Yy,,=w="1",8¢ B=Y,,="-";9
=b=9§,=w="1",10¢ B=§,,="-";11¢ B=§, ="-";
12=bs=>y,,=Ws="1";13¢ B=Yy,,="-"and 14 ¢ B
=9,,="-".Hence, Y="-001 — 1-1--1—".

An arbitrary starting state, § = sy, is selected to commence
the watermarking process. For \?1 =“-0",C(§) ={s1, S 4} and
none of them has any free input combination. S, can be set to
any state of C(§), says s, and Y, = “00. {, is marked by a
heavy edge in Fig. 7(b). For\?zz “01", there is no compeétible
output from T(§) and C(§) = &. Since s; has the most free
input combinations among D( §,), anew transition from's; to s

isadded. AsF(§,) =, apseudoinput variable, xs, isintroduced.

It assumes avalue of “*” on theinputs of all existing transitions.
Suppose the input of transition, t = (s, Ss, “10*”, “11"), is split
into I(t) =“101” and I(t,) =“100". The new transition, t, = (s;,
s3, 100, 01), is added into the STG(M) as indicated by a dotted
edge in Fig. 7(c). For Y,= “—", C(§,) = {s, s} . Both states
have equa number of free input combinations but s, is preferred
over s, ass;covers more output combinations (“01” and “11”) in
its fanout transitionsthan that (“01”) of s,. Therefore, f3 =(S3, Sar
“11*”, “10™). The process continues until al seven transitions
areidentified. Then al residua “*” in the final STG are changed
to “~". The watermarked STG is shown in Fig. 7(d), where the
transitions of Cases 1 and 2 are marked by heavy edges and the
added transitions of Cases 3 and 4 are marked by dotted edges.
Fig. 7(e) shows the complete watermarked sequence of inputs
and outputs and the transitional states. The overhead of the
synthesized watermarked FSM can be checked at thispoint. N is
modified and the watermarking process is repeated according to
Fig. 6 until the terminal criterion is met.

To verify the existence of watermark W, an input sequence,
X = (*o1-", *100", “12-", “0-0", “1—", “00-", “00-"), “~"
€{0,1}, is applied on the state s.. A binary stream W is
retrieved from the bit positions, 9, 4, 2, 7, 12, 3 of the output
sequence VY . If W =W ="110110", the authorship is proved.

V. WATERMARK RESILIENCE ANALYSIS
A. Authorship Credibility

The credibility of the authorship proof can be evaluated by
the probability that an unintended watermark is detected in a
design [13]. Suppose that an arbitrary input sequence exits to
excite N’ (N’ > N) consecutive transitions through the reachable
states of an FSM with k output variables. The output sequence of
length N’ (each output alphabet has k binary bits) will be one of
2N possible solutions. The odds that the output sequence
contains the identical watermark bits at the positions specified
by the author’ s signature are:

2k><N'—m 1
R=Za ~on (2

A longer watermark has a lower probability of coincidence.
Asmincreases, more new transitions may have to be added. The
beauty of our method is the input sequence length, N can
increase to mitigate the overhead increment without
compromising the authorship credibility.

The fase positive rate, which is the probability that the
watermark is detected in the output sequence under a different
random input sequence, can be estimated statisticaly. If there
are Nc(t) output sequences detected with at least t fraction of
matched watermark bits when Nt random input sequences are
applied, then the false positive rate is determined as:

N
P, ()=l ®
NT
where0 <1< 1. To constitute a false positive, T= 1 since al bits
extracted from the specific positions by the detector need to be
matched exactly with the watermark bits. As 1 reduces, P;
increases and a threshold of discrimination can be determined



empirically that with certain degree of confidence, the
authenticity of the design can be assured by detecting only a
fraction of the watermark bits. A suitable error correction
scheme can also be considered based on P, to correct the
partialy corrupted output subsequence due to tampering.

P. and P; areimportant to repudiate thedenial of authorship.
To show that the output sequences excited by the verification
input cannot be obtained by trial-and-error to match the
watermark, the clamant needs only to demonstrate that the
watermark and thewatermarked positionsin the output sequence
are uniquely generated with a cryptographic one-way function
using a secret key in his’her possession, provided that P, isvery
low and P; is low enough for a sufficiently large number of
random tests.

B. Resilience Analysis

The following conceivable attacks on watermarking of
sequential circuit designs are analyzed with Alice as the IP
owner and Bob as the attacker, who attempts to tamper an
illegaly acquired copy of Alice’ swatermarked IP.

B.1 Combinational Logic Re-synthesis

Bob may use various logic optimization tools [22], [23] to
re-synthesize the combinationa logic of watermarked FSM.
Such combinationa logic re-synthesis operation maintains the
inputs/outputs behaviors of flip-flops in the design and has no
effect on the STG structure. Therefore, the watermark embedded
on the STG is robust against attack by combinational logic
re-synthesis.

B.2 Circuit Retiming

Bob may apply retiming transformation [22], [24] to move
the latches across the combinationa logic blocks of Alice's
watermarked FSM without changing the design functionality.
Retiming can change the STG structure. Such transformation
can be divided into three cases for analysis. (1) Splitting one
date into two one-step equivaent sates. (2) Merging two
one-step equivalent states into one state. (3) Switching between
two states that are one-step equivaent. Two states 5 and § are
said to be one-step equivdent if and only if the two states have
the same outputs and the same next state under the same input
excitation.

X/ Yen

Fig. 8. FSM Retiming.

The consequence of splitting, merging or switching
transformation on the outputs retrieved in the watermark
detection process can be analyzed by the STG before and after
retiming. As an example, let states s3; and ss; be two generic
one-step equivalent states and the transitions (s;, Ss1, %, yr) and
(531, S50 X1, Y1) @€ traversed in the watermarking process as
shownin Fig. 8. Uponretiming, states s;; and s, are merged into

state s;. When the sequence X is applied onto the retimed FSM,

transitions (s;, Ss, X, Yp) and (Ss, Ss, X1, Yiv1) &€ traversed, the
same outputs as Alice's watermarked FSM are generated from
these two steps. Similarly, splitting or switching operations on
the watermarked FSM will not prevent the detection of Alice's
watermark. Alice swatermark will not beremoved as astate can
only be substituted by the state with the same behaviors in
retiming transformation.

B.3 Sate Recoding (or Assignment)

Bob may recode the states of Alice's watermarked FSM to
remove her watermark. State assignment changes the mnemonic
representations of states in Q. It has no effect on the functional
specification of FSM [25]. Asthe watermark is embedded in the
date trandtions rather than the states, Alice€'s watermark will
survive the state recoding attack.

B.4 Combinational and Sequential Redundancy Removal

When a redundant fault is identified in a sequential circuit,
the part of logic can be deleted to simulate the effect of fault.
Bob can remove the combinational logic that is not necessary for
the correct circuit behavior. This atack has similar effect as the
combinational resynthesis attack as far as the sequentia
behavior is concerned. So it will not affect the embedded
watermark.

Elimination of sequential redundancy may change 6 and 4
while maintaining the 1/O behaviors. The sequential
redundancies can be categorized into sequentially non-excitable
(SNE) and non-distinguishable (ND) faults[26]. An SNE fault is
afault that cannot be excited from any reachable state [26]. As
an SNE fault does not affect the reachable part of STG, removal
of SNE faults maintainsthe integrity of reachability information.

In our watermarking scheme, all states traversed by X ae
reachable as long as the starting state, § is selected as a

reachable state after the reset state, 5. This can be easly
guaranteed. As all 10s on the edges of these reachable states are
not changed, Alice s watermark can ill be detected upon the
removal of SNE faults.

Although an ND fault doesnot affect the I/O behavior, it may
change the reachable part of STG. An ND fault can beidentified
by verifying the equivalence between the watermarked circuit
and the circuit obtained by forcing one node in the circuit to a
constant value[26]. If they are equivalent, then astuck-at fault at
tha node is non-detectable and some redundancy can be
removed. The FSM watermark may be partially erased if the ND
faults are detected around the circuit corresponding to the added
transitions in the watermarking process. However, this atack is
expensive since it requires for each node a computation of
equivalence between two possibly large sequential circuits. This
equivalence is obtained by computing the product machine and
its set of reachable states. Even with the use of implicit STG
traversa techniques, the applicability of this type of sequential
redundancy removal is restricted to small circuits. An ND fault
can be excited, but none of the excitation vectors can be
extended to a test as its effect can never be observed from any
primary output.

B.5 State Reduction
Bob may perform a state reduction on Alice s watermarked
FSM based on the identification of sets of compatible states



(compatibles) [26], [27]. A set of states is a compatible if and
only if for each input sequence, there is a corresponding output
sequence which can be produced by each statein the compatible.
All outputs in the transitions are preserved in the reduced FSM
even if the states have been substituted by their compatibles. As
the watermark is embedded in the transitions instead of the states,
our FSM watermarking will survivethe state reduction operation.
However, awatermark embedded on the states of STG, asin the
scheme of [12], is vulnerable to the state reduction operation.

B.6 Trangition Elimination

Bob may try to eliminate some transitions in . In our
watermarking scheme, the existing transitions and the added
transitions are indistinguishably utilized for watermarking.
There are few added transitions and they ae randomly
interleaved in the watermarked transition sequence, f. There is
no easy means to eliminate these transitions from the circuit
netlist without modifying the correct behaviors of FSM. The
time and effort required for a successful attack is almost as good
as redesigning the IP function from scratch.

B.7 Removal of Circuitries with Pseudo Inputs

The pseudo inputs, if any, are documented as part of the test
or primary inputsin thedistributed watermarked IP. Dueto their
random logic assignments, and the high number of don’'t cares
they introduced, they are well camouflaged after the logic
optimization process. Even if Bob knows about the addition of
some pseudo inputs, removal of the circuitries connected to
these pseudo inputs will cause malfunction to the watermarked
FSM. The conflicts arise because the unspecified transitions
created by the pseudo inputs can have different outputs or
destination states under the same input combinations as the
existing transitions upon the removal of the pseudo inputs. For
example, in Fig. 7(c), when the pseudo input variable is
eiminated by the removal of some subcircuits, there will betwo
transitions from state s, with 1/0 = 10/11 and 10/01, respectively
to state s;. Thisisobvioudy an output conflict, hence such attack
isnot sustainable.

B.8 Ghost Search

Without tampering Alice's design, Bob may claim his
ownership of Alice's FSM by specifying some bits in the output
sequence generated by his own selected input sequence to make
up hiswatermark. However, it is computationally infeasible for
Bob to reverse the PNG to prove tha the positions of these
extracted bits are cryptographically related to his signature.
Alternatively, he can generate a group of integers with his key
using a one-way function and then select the bits from these
positions to extract his watermark. Again, it will be
computationally infeasible for him to show that thewatermark is
cryptographicaly associated with a meaningful ownership
message. It is also computationaly impractical for Bob to
enumerate different sequences of input combinations to match
his own watermark to the extracted output sequence of Alice's
FSM in his chosen bit positions. The number of trias grows
exponentialy with the size of FSM. Depending on Bob's
selected bit positions, there is no guarantee that such an input
sequence can be found even after trying al possible input
sequences.

B.9 Addition of Watermark

Bob may embed his own watermark into Alices
watermarked design to claim his ownership, if he has the
necessary tools and knowledge of the watermarking process.
Owing to the resilience of the proposed watermarking scheme
against watermark erasure without changing the properties of
FSM, even if Bob can succeed in adding hisown watermark into
Alice's watermarked FSM, Bob's watermarked design will
contain Alice's watermark. Therefore, Alice can still correctly
retrieve her watermark bits from Bob’ s watermarked design but
thereverse is not possible for Bob.

If the protected IP is distributed at the gate-level, Bob would
have to first recover the STG from the netlist, which is
computationally impractical for large designs[11]. Additionally,
Bob needs to repeat the entire watermarking and optimization
process to ensure that the overhead is acceptable. Y&, this
problem can be solved by using asecure third party (entity), e.g.,
alegal firm or a watermarking governing body. In this case,
Alice will generate a time-stamped authenticated signature, and
keep it at an authorized lega firm. Thisfirmwill keep arecord of
such signatures and the date it was generated, which can be used
in front of a court to show the exact time the watermark was
generated and embedded in any future dispute. The overdl IP
watermarking framework is depicted in Fig. 9.

IP Watermarking -
‘ Authority/Legal Entity *( Validatior ><—( Extr‘actOJ j

A Extraction Process

—»[Watermarkel ]

‘ IP Desigr ‘
Copyright Informatior |Watermarking Process

‘ Hashed Date ‘

Watermarked
IP Desigr

‘ Time Stamt ‘

Fig. 9. Watermarking with third party keeping atime-stamped signature.

V. EXPERIMENTAL RESULTS

The experimentation is performed on the circuits, which are
described in KISS2 format [23], from the IWLS 93 benchmark
set and some FSM designs from the ISCAS'89 benchmark set.
The FSM watermarking scheme is implemented using the C++
language. 64-hit and 128-bit watermarks were embedded into
each FSM design. Using the SIS [23] tool, state minimization
and state assignment are carried out on the origina and
watermarked designs. The optimized FSM designs ae
synthesized using the algebraic script from SIS and technology
mapped to the Mississippi State University standard cell library.
All experiments were run on a 750MHz Sun UltraSPARC-I I
with Solaris operating system and 2 GB of memory.

Table Il summarizes experimental results conducted on
ISCAS'89 and IWLS 93 benchmark designs. The columns*“|Q]”,
“n” and “K’ are the numbers of states, input variables and output
variables of each FSM design, respectively. “A” and “D” are the
area and delay, respectivey,of the optimized design as reported
by SIS [23] before watermarking. “P” is the estimated power in
uW obtained by usng GENERAL dday model [23] with
20MHz clock and 5V supply. Each design is watermarked with
the first 64 and 128 bits of SHA-1 hash values of the ownership
information. Different lengths of verification code sequence, N



have been experimented with N; = 80 and Ny = 600. § = 20
when N, < 100 and 4 = 100 when N; > 100. Typicdly, a/A
converges to € = 0.05 in less than five trials. The value of “N”
indicated is the one that produces the least area overhead
watermarked FSM design. For most designs tested, only one
pseudo input variableis introduced in the watermarking process
while no pseudo input variable is needed for the designs, “ex4”,
“ex1” and “sand”. “n,” denotes the number of new transitions
added onto the watermarked STG. AA, AD and AP are the
percentage area, delay and power overheads, respectively. A
negative percentage implies that watermarking has actualy
improved the performance. In genera, more new transitions
have been added onto the designs with 128-bit watermark than
with 64-bit watermark. The performance overheads decrease as
the size of FSM increases. For the six larger designs (twelve
watermarked designs), the average area has increased by 4.23%
but the average timing and power have actualy improved by
0.52% and 0.33%, respectively. It is conjecture that the
watermarking overheads will become negligible for FSMs with
many more states and input and output variables than those
smulated.

TABLE Il StATISTICS FOR ISCAS 89 AND IWLS 93 BENCHMARKS

According to (2), the probabilities of coincidence, P, = 5.42
%10 and 2.49x10™ for m = 64 and 128, respectively. The
false positive rate P, isdetermined empirically by applying 1000
randomly generated input code sequences of length N onto each
watermarked FSM at the watermarked starting state. None of the
output sequence was detected with a perfectly matched
watermark for each watermarked FSM, i.e., Py(t = 1) =0 for al
watermarked designs. It is thought to be reasonable that a
sufficiently low probability is adequate to prove the authorship
and make the denid attacks unsustainable. Hence, wereduce the
watermark correlation from 100% to 75% match. It was found
tha for t = 0.75, P, = O for al the watermarked designs. Whent
is reduced to 0.7, only a small number of watermarked designs
has P, > 0. Based on these results, it is reasonable to assume that
when more than three quarters of watermark bits are matched,
the authorship proof is still veracious.

We used the SIS tool and the same technology library to
synthesize the designs watermarked by the method in [14] and
compared their areas and delays with those of our proposed
(abbreviated as Prop.) FSM watermarking method in Table I11.
AA, AD and AP are the percentage reductions of area, delay and
power, respectively, of our proposed scheme over those of [14].
It is evident that most designs watermarked by our method have
lower area, timing and power overheads.
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sand | 32 |11/ 9 | 9096 | 24.8 | 3128 oo e 33 [ 0.0 | 65 snd |6 [10052] 9392 | 142 | 2.6 24.8 |-14.8|3674| 2925|204
o2 1100151 1.4 095 35 64 |11552| 9920 | 165 |226| 21.2 | 6.2 |3787|3332[ 120
planet | 48 | 7|19| 0784 | 21 | 3454 |t e e | Pl e 0068 | 6.35 | 25.2] 204 [ 19.0[4064]3725| 8.3
o4 1600 1 3 70 -16.71-160 64 | 9240 | 9032 | 2.25 | 25.0| 22.2 | 11.2 3014|2900 3.78
ram_test| 72 |16/ 24| 9840 | 23.8 | 3563 oot = 011011132 | " [128]10216] 8656 | 153 | 24.2| 19.6 | 19.0|3407|2992] 12.2
64 | 400 |13/ 11.8] 92 | 0.8 64 [13568| 14128 | -41 |[244| 26 |-6.6|3679|3733]-15
scf - |121)27) 56| 12640 23.8 | 3705 oo 7o 1173 11011 6.5 S 128 13880] 14824 | 6.8 | 22.8| 262 |-14.9] 3625 3945| 8.8
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We also compared our watermarking method with Oliveira's
[12] FSM watermarking scheme in Table IV. As the same
synthesis tool and technology library were used, the area and
delay results are excerpted from [12] for those circuits provided
with both BLIF and KISS2 formats in the benchmark suite and
have comparable literal counts in their original designs before
watermarking. In Table IV, the areais measured in terms of the
number of literals to be consistent with [12]. All designs
watermarked by our method have consistently lower area and
timing overheads than [12]. It should also be noted that the
watermarking method of [12] does not survive the state
reduction operation (cf. I11.B.3).

TABLE IV COMPARISON WITH FSM WATERMARKING METHOD IN [12]

Circuit | M Area Delay
[12] | proposed | AA (%) | [12] | proposed | AD (%)

o7 297 51 82.8 21.8 7.4 66.1
128 541 51 90.6 254 7.4 70.9
<08 64 308 164 46.8 15.6 11.8 244
128 441 170 61.5 19.8 11.8 40.4
444 248 4.1 17.8 14.0 21.3
$386 128 | 644 258 59.9 230 144 374
499 879 247 71.9 34.6 134 61.3
128 | 1230 308 75.0 39.6 16.4 58.6
832 64 680 486 285 222 20.2 9.0
128 | 804 518 35.6 244 19.0 2.1
=10 64 581 512 11.9 20.6 17.8 13.6
128 | 688 545 20.8 21.0 17.8 15.2
820 64 669 463 30.8 26.4 19.6 2.8
128 | 814 539 3.8 24.0 20.0 16.7
<1488 64 | 1318 968 26.6 334 242 215
128 | 1495 981 344 310 234 245
<1494 64 | 1329 A5 28.9 32.8 242 26.2
128 | 1547 1050 32.1 314 244 22.3

In TableV, we also compare our FSM watermarking method
with the FSM watermarking method [13]. For consistency, the
designs are watermarked with the same length of watermark as
[13] and synthesized using the same MSU script [23] from SIS.
Thewatermark length “m” used by [13] isdesign dependent and
can be determined by the product of the number of output
variables |A] of the watermarked design and the minimum
number of watermarked transitions ny, heeded to satisfy the
required probability of coincidence (P, in[13]). Itisevident that
our method incurs lower area overhead than [13] for the same
constraint on the watermark robustness. Note here that no delay
dtatistics are provided in [13] to compare with.

TABLEV CoMPARISON WITH FSM WATERMARKING METHOD IN [13]
Circuit | m Area
[13] proposed | AA (%)
27 36 1.53k 0.62k 59.5
bbara | 30 2.01k 1.05k 47.8
dk14 | 35 1.84k 1.74k 5.4
styr | 40 | 10.69 7.54k 295
bbsse | 70 2.62k 2.46k 6.1
cse 35 4.08k 3.62k 11.3
sse 21 2.43k 2.34k 3.7
exl | 76 5.55k 4.38k 211
exl 38 5.40k 4.06k 24.8
sf | 112 | 21.02k 14.4k 315
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As SIS tool can only read STG in KISS2 format, to show the
gpplicability of our method on large designs, we use GenFSM
[28] to generate ten arbitrary STGs of hundreds to thousands of
transitions for experimentation by specifying the number of
inputs/outputs and states. These FSMs can all be watermarked
by the proposed method within one second. The synthesis results
are shown in Table VI, where the column “T” is the number of
transitions of the generated FSM. The largest design has an area
of 47721 literals which is much larger than the largest design in
[12], which has only 19258 literals. On average, for thel28-hit
watermark, the area increases by 0.16%, and the delay and
power decreases by 2.1% and 0.4%, respectively.

TABLEVI STATISTICS OF WATERMARKING ON FSM'S GENERATED BY

GENFSM
FSM|n | k|IQ| T A D P m | AA | AD | AP
FL| s |01 20 | a5 |32 M |pooer e
SDCEEAENEIEE
R3] e || oo | 0 |a@2) s7 i e
P4 3] 7|00 0 | 452 | 696 | S e
o [ o  wm o mr rB E
F6 | 3 | 6 |300| 2400 | 11625 | 40.2 | 13826 162‘; _%%% '8-55 '_21-%5
F7 | 3| 6 [350| 2800 | 13249 | 45.4 | 15516 162‘; 8:;2 f;;‘ j:;ll
F8 | 3| 5 |400| 3200 | 14275 | 44 | 16290 162‘; :ggg :gg 8:;‘1
Fo | 4 | 5 |500| 8000 | 38388 |100.8| 39845 1%‘; _%.1022 ;:91’2 81311
F10| 4 | 5 |600| 9600 | 47721 | 102 | 46751 1%‘; 82‘11 ffg éfl’z

V1. CONCLUSIONS

This paper presents a new robust dynamic watermarking
scheme by embedding the authorship information on the
transitions of STG a the behavioral synthesis level. The
proposed method offers a high degree of tamper resistance and
provides an easy and noninvasive copy detection. The FSM
watermark is highly resilient to all conceivable watermark
remova attacks. The redundancy in the FSM has been
effectively utilized to minimize the embedding overhead. By
increasing the length of input code sequence for watermark
retrieval and allowing the output compatible transitions to be
revisited to embed different watermark bits, the watermarks are
more randomly dispersed and better concealed in the existing
transitions of FSM. The new gpproach to the logic state
assignments of pseudo input variables also makes it infeasible to
attack the watermarked FSM by removing the pseudo inputs.
Without compromising the watermark strength, the length of
verification code sequence can be adapted to reduce the area
overhead of watermarked design to areasonable bound within a
preset number of iterations. Our experimental results show that
the watermarking incurs acceptably low performance overheads
and possesses very low possibility of coincidence and false
positiverate.

Similar to other FSM watermarking schemes [12]-[14], this
method isnot applicable to some ultrahigh speed designsthat do



not have an FSM. Fortunately, regular sequential functions are
omnipresent in industria designs [13], making FSM
watermarking a key research focus for dynamic
watermarking. One recommendation to overcome such
limitation is to augment it with combinational watermarking
scheme [5] applied simultaneously or on different levels of
design abstraction to realize hierarchical watermarking [9], [10].
The waermarked FSM can be fortified by a scan chan
watermarking [16], [17] to enable the authorship to be easily
verified even after the protected IP has been packaged. Whilethe
robustness of the authorship proof lies mainly on the
watermarked FSM, the auxiliary post-synthesis scan-chain
reordering serves as an intruder-alert for the misappropriation of
sequential design under test and increases the effort level
required to successfully forge a testable IP without being
detected. Even if the scan chain isremoved or deranged by the
aggressor, the more robust FSM watermark remains intact and
detectable on chip.
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