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ABSTRACT

The Digital Design and Synthesis of Delay Doppler Maps

in GNSS Remote Sensing Receivers

Giovanna Franco, M.A.Sc Candidate

Global Navigation Satellite Systems (GNSS) are satellite based systems primarily capa-

ble of determining the location of receivers on the Earth. However, these systems can also

receive and process bistatically surface reflected signals, studying the scattering from the

signal off the reflection surface. In order to achieve these results, accurate and fast technol-

ogy are necessary. In this work, a Delay-Doppler mapping module of a GNSS system has

been implemented in VHDL and synthesized on FPGA Xilinx-Virtex 6 to map the delay

and frequency domains of Earth scattered signals. The designed system presents high tim-

ing performance to provide quick and accurate measurements. In this work, a FFT based

GNSS mapping algorithms has been designed to process raw samples GNSS data. The

remote sensing module has been implemented, generating all the 32 possible C/A codes

and then processing the received signal for each of the 32 C/A codes in a pipelined circuit.

Once the GNSS power signals have been detected, a final detector is used to compare all the

GNSS power signals found with a magnitude twice the noise and with the highest peak to

detect the best candidate signal for the Delay Doppler Map (DDM). Different timing delay

ranges and Doppler frequency ranges have been considered to compare the performance of

the mapping algorithm. The use of an FPGA based algorithm permits significantly higher

performance and greater flexibility than software based solutions and opens up the GNSS

remote sensing application for integration into real-time instruments.
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Chapter 1

Introduction and Background

The Global Navigation Satellite System (GNSS) is a satellite based system able to provide

precise and accurate measurements of the Earth’s surface environments, studying the scat-

tering of the GNSS signal on the reflection’s surface (Gleason et al. [21]). Martin-Neira

presented a first theory to study the Earth reflected GNSS signals on the ocean surface in

1988 (Martin-Neira [34]) at the European Space Agency. Many contributions have been

introduced to those theories by several researchers. An advanced model based on the Kir-

choff approximation and geometric optics limit to study the ocean scattered GPS signals

was presented by Zavorotny and Voronovich [58] in 2000, often used with the Elfouhaily’s

ocean wave spectrum (Elfouhaily et al. [10]).

Armatys [1] observed the changes of the GPS reflected power on ocean surface with

changes in wind speed and direction. These studies were based on experiments performed

on a aircraft and spacerborne platform simulations. Using the electromagnetic model of

V. Zavorotny and A. Voronovich [58] and considering changing wind conditions, Armatys

showed the accuracy to determine wind vector over the glistening zone. Garrison et al. [16]

performed aircraft experiments to measure the reflected cross-correlation power on sea sur-

face to estimate the wind speed. The obtained distribution power has been compared with

a analytic model to test the accuracy of this method and the precision of the satellite instru-
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ments. These experiments conducted in two campaigns were based on a specialized GPS

receiver and on the use of correlation measurements in an inverse bi-static scattering model

to retrieve wind speed information. In addition, Lowe et al. [33], Ruffini [42] brought

innovative idea to measure altimetry on the reflecting surface. Due to the vast use of the

Global Positioning System (GPS) technology in the GNSS, most of the subjects presented

in this manuscript are labeled for GPS but they are applied to GNSS.

1.1 GNSS Remote Sensing

1.1.1 Reflection Geometry

The GNSS signals are constantly transmitted on the Earch, each of them is scattered in

different direction once it meets the Earth surface. The interaction with the Earth and the

reflected components of other signals produce a directional reflection of the GNSS signal.

The information carried form the GNSS signal together with the information of the delay

of the GNSS reflected signal, the receiver antenna position and the delay measurements as-

sociated with the scattering surface can be used to retrieve information about the reflecting

surface (Gleason et al. [21]).

Figure 1.1: GNSS Reflection Geometry (Yunck [57])

2



1.1.2 GNSS Remote Sensing Applications

Ocean

The ability of the GNSS bi-static techniques to measure the ocean height, the wind speed

and the scattering surface roughness and condition helps to monitor the environment’s

changes and prevent undesirable effects. Considering that the roughness of the ocean sur-

face depends on the size and the shape of the glistening zone, the key issue is to measure

the received power of the GNSS reflected signal (Garrison et al. [13]) (Clifford et al. [8]).

In order to perform those measurements, once multiplied the received signal by a pseudo-

random delayed noise sequences, the resulting waveform is detected and processed. The

resulting signal is mapped respect to time delays and Doppler frequencies, able to give in-

formation about the glistening zone roughness and the wind speed.

Studies presented by Chao in 1996 [6] and Smith in 2000 [45] showed the possibility to

monitor the dynamics of the ocean observing the eddies in time and space, still not sup-

ported by the traditional radar for remote sensing. For what concern the ocean altimetry,

the observation of the barotropic parameters changes in space and time across represents

another challenge of the GNSS system.

The GNSS-RS applied to ocean altimetry presents several advantages compared to the tra-

ditional radar. One of them is the ability to retrieve multiple reflection signals at the same

time. On the other hand a more sophisticated and high-gain antennae is necessary to cap-

ture all the reflections. The receiver has the additional task of coordinating the antennae

(Gleason et al. [21]).

Another application of the GNSS in remote sensing is the measurement of the wind speed

from an aircraft. Armatys [1] and later Komjathy et al. [27] presented some experiments

about the retrieval of the wind speed using the one-dimensional reflected GNSS signal

transmitted from three GPS satellites. Other experiments have been conducted in the last

years, in 2004 Soulat conducted the measurement of the ocean directional mean square

3



slope with two-dimensional GPS reflected signal from a single GNSS satellite at 1 km of

altitude (Soulat [46]). Instead Cardellach et al. [5] developed a new algorithm to compute

the PDF (Probability Density Function) of the ocean slopes.

In 2013, Ruf et al. [40] performed the spaceborne mission the NASA EV-2 Cyclone Global

Navigation Satellite System (CYGNSS) mission to improve the accuracy of tropical cycle

track forecasts. In these experiments, it is presented a method to retrieve near-surface wind

speed estimation from the Delay-Doppler Map.

Land

The GPS reflected signals remote sensing could represent a valid alternative to the satellite

radar, incapable to monitor small Earth’s regions. The University of Colorado and NASA

Langley Research Center were the pilots of the GNSS land sensing’s research (Katzberg

et al. [25]). The experiments involved the measurements of land surfaces retrieved from

Earth fixed stations using a flying aircraft (Gleason et al. [21]). The GNSS systems are able

to measure the surface height, to discriminate the soil moisture with high accuracy. The

ability to acquire information about the soil conditions makes the GNSS method applicable

to coastal and wetland remote sensing tool (Garrison et al. [15]).

In 2004, Dallas Masters [36] was able to observe changes on the cover of the glisting zone

with GNSS remote sensing method. The GNSS techniques could allow flood prediction,

draining and run-off estimations for urban planning, even though it could be changeling

due to extension of the scattering area and the not homogeneous soil moisture and surface

(Gleason et al. [21]). Other experiments were performed by (Gleason et al. [18]) to reduce

the distortions introduced by the speckle noise on the reflected signals scattered from land

surface, as well as from ocean and from ice scattering area, respectively.
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Sea Ice

The GNSS system can be used to monitor sea ice surface as proved by Komjathy et al. [26]

monitoring the sea ice, fresh water and frozen land condition of the Arctic sea ice perform-

ing experiments from an aircraft on the Alaska region. Other studies where conducted by

Belmonte Rivas et al. [2], who analyzed the behavior of the GPS signals on scattering sea

ice surface. The reflected GPS signal is sensitive to the condition of the sea, resulting in an

increasing scattering zone’s roughness in new formed ice. The study of the GPS reflection

represents a low-cost and robust way to monitor the sea ice conditions (Belmonte Rivas et

al. [2]).

In 2010, Gleason [22] conducted experiments on two different ice concentration validating

the GNSS measurements with the AMSR-E (Advanced Microwave Scanning Radiometer

for Earth Observing System) instrument ice estimation. The GNSS remote sensing on sea

ice surface can be used to measure the ice thickness and coverage to monitor the icebergs

and ice shelves of Greenland. This could be helpful to study the changing climate or to

prevent issues in the naval transportation next to the Arctic areas (Gleason et al. [21]).

1.1.3 Research Contributions

The GNSS systems represents an efficient response to the necessity of accurate and low cost

solutions for ocean altimetry, soil moisture, sea ice and snow measurements. The next gen-

eration of multi frequency GNSS satellite constellations presents a challenge for the GNSS

receiver. The new GNSS systems as GPS IIF, GPS III, GLONASS, GALILEO, COMPASS

establish the beginning of high-performing receivers able to measure GPS refractometry

and reflectometry directly on-board. These new receivers can be aircraft, ground stations

on the Earth or GPS receivers on LEO (Low Earth Orbit) satellites.

Considering the potential and the wide range of applications of the GNSS systems, this

work has been focused on the hardware design in VHDL of the Acquisition Unit of a

5



GNSS system to plot the Delay Doppler Map (DDM) with high timing performances. The

Delay-Doppler Map is an efficient tool to study the reflection of the GNSS signal on the

scattering surface for a range of time delays and Doppler frequencies. Therefore, a fast

Acquisition Unit is able to provide prompt information of the scattered power improving

the monitoring of environment changes (Gleason et al. [21]), (Schmidt et al. [44]). The

upcoming space-borne GPS reflectometry and refractometry missions will provide more

accurate and detailed measurements of the ground surface characteristics, ocean altimetry

and ionospheric and tropospheric processes (Gleason et al. [21]). The introduction of hard-

ware based processed represents an significant reductions of the cost and of the processing

time. An optimized design on FPGA provides an reduced occupation area, a low power

consumption and the ability to reconfigure and reprogram the hardware as many times as

necessary.

In a scenario where the GNSS systems are achieving detailed measurements on every kind

of surface with global and local scale, it is necessary to provide devices and design which

help the receiver to achieve the required results. The hardware design of digital signal

processing responds to the necessity of accurate results in a sort time using small and low-

cost instruments. A design on FPGA can be easily combined with DSP (Digital Signal

Processor) (Girau et al. [17]) and programmable ASIP (Application Specific Instruction

Processor) (Kappen et al. [24]).

In this work, the Acquisition Unit of the GNSS receiver has been implemented in VHDL

and synthesized on FPGA Xilinx-Virtex6 with low timing delay and with the possibility to

integrate this design in a bigger GNSS system project. The Delay-Doppler Map proves the

ability of the FPGA in providing accurate measurements of the reflected power signal on

the scattering surface.
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1.2 Global Navigation System

The necessity to know the exact location in time and space has induced the humanity to

look for new technique. Starting from the Ancient Egyptian pyramids, the civilization has

developed methods to measure time and position of terrestrial targets based on the celestial

observation. The Dutch Snell van Royen and the French Picard and Cassini were one of

the first to study the triangulation technique to compute accurate coordinates on the Earth.

Due to its lack of accuracy, the triangulation was soon replaced by the trilateration. Used

for the first times in the World War II, the trilateration was developed after the launch of

Sputnik. Observing the Doppler shift, the scientists understood that parameter refereed to

the satellite signal gives information about the satellite time. In addition, the Kepler’s law

allowed the computation of the satellite ephemeris to determine accurate position on the

Earth. Taking advantage from that observation, the Global Positioning System (GPS), the

Russian Global’naya Navigatsionnaya Sputnikovaya Sistema (GLONASS) and the Euro-

pean Galileo have been developed (Hofmann-Wellenhof et al. [29]).

1.2.1 GLONASS

The studies on the Doppler satellite system Tsikada brought the Union of Soviet Socialist

Republics (USSR) to the innovative military system GLONASS. Started just with military

purpose, the Russian system has been extend to civil use but with severe restrictions. Posi-

tioned in the middle circular orbit, the GNSS satellites represents a valid alternative to GPS

in high latitudes. At 19,100 km of altitude, with an inclination of 64.8 degree and a period

of 11 hours and 15 minutes, the Russian global satellite navigation system transmit in Fre-

quency Division Multiple Access (FDMA) on 15 channels. The standard precision signal

and the high precision signal are modulated with Direct Sequence Spread Spectrum (DSSS)

and Binary Phase Shift Keying (BPSK) modulation. By the end of 2020, the GLONASS

is introducing the Code Division Multiple Access (CDMA) technique in addition to the
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Figure 1.2: Glonass satellite [61]

already used FDMA method. The use of the same frequency slot for antipodal satellite

resolves the interference effects of satellites in opposite position. The receiver on the Earth

is not able to have both in visibility at the same time.

1.2.2 Galileo

The name of the famous Italian astronomer Galileo Galilei has been given to the Euro-

pean competitor of the Russian GLONASS and the GPS. The collective GALILEO system

has the purpose to make Europe less dependent from Russia and USA. Developed from

the European Union (EU) and the European Space Agency (ESA) , Galileo is providing

high precision position system with a constellation of 30 satellites at 23.222 km of altitude.

In the 2005, the ESA launched GIOVE (Giove In-Orbit Validation Element) test satellite,

GIOVE-A. The International Telecommunication Union (ITU) used this aircraft to check

the frequency allocation and the respect of the reservation requirements. Later, GIOVE-B

introduced an more complex payload. Essentially, GALILEO conducts all the experiments

using GIOVE A and GIOVE B using a receiver GETR. Successful results has been obtained

and new study are conducted on this new system. The peculiarity is the BOC (Binary Off-
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Figure 1.3: Galileo constellation [62]

set Carrier) modulation, which improves the tracking performance. The auto-correlation

function of the BOC signal presents a mean lobe in the center and two small negative lobes

on the sides. The mail peak reduces the multipath effects on the tracked signal.

1.2.3 GPS

The National Aeronautics and Space Administration (NASA) and the Department of Trans-

portation(DOT) of the U.S.A. studied a time and positioning system in order to achieve

global coverage, high accuracy (Kaplan [23]). At the basis of this new technology, there

were satellites. In the 1960s, Transit and Timation satellites represent the first two projects.

Both of them were abandoned cause their low performances and the Air Force presented

the System 621B. The 621B proposed to innovations the elliptical orbit and the Pseudo-

Random-Noise (PRN) modulation. These ideas were improved and developed by the Office

of the Secretary of Defense (OSD) with the Navigation Satellite System program (DNSS)

and the Navigation Satellite Executive Steering Group. From this time, the NAVSTAR
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Global Positioning System or GPS’s provides a global coverage of time, position and ve-

locity information to unlimited numbers of users on the Earth.

GPS constellation

In the 1993, the system achieved the operational capability of 24 satellites slipped in 4

satellites for each of the 6 elliptical orbits. Each orbit in nearly circular with an eccentricity

of 0.01 and an inclination of 55o. With a period of 12 sidereal hours , the orbit has a

semi-major axis of 26,560 km (El-Rabbany [11]). The GPS architecture consists of:

• satellite side

– the Space Segment

– the Control Segment

• user side

– User Segment

The Space Segment

At the end of the 1970s until the beginning of the 1980s, the Block I of GPS satellites was

launched with 10 operational satellites. In order to identify each satellites i, two characters

are used: the first identifies the plane (A,dots,F) and the second (1,dots,4) identifies the

satellites on its orbit (Misra et al. [38]). Later, with the Block II/II A the constellation

consisted of 24 satellites, distinguishing the civil users with the Coarse/Acquisition code

(C/A code) and the military purpose with Precision code (PR code) [59]. The next gen-

eration was the Block IIR/IIR M, where ’R’ stands for ’replenishment’ (Misra et al. [38]),

introducing the on-board clock monitoring, a two new military signals, a flexible power

for military signals and Second civilian GPS signal (L2C) [59]. The Block IIF, where ’F’

stands for ’follow-on’ (Misra et al. [38]), brought an accurate clock and the civil signal L5
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Figure 1.4: GPS constellation of 24 satellites [59]

for transportation safety [59]. Actually, the Block III is under development to introduce a

fourth civilian GPS signal (L1C) for international interoperability [59].

Figure 1.5:
Block IIA [59]

Figure 1.6:
Block IIR [59]

Figure 1.7:
Block IIR (M)
[59]

Figure 1.8:
Block IIF [59]

Figure 1.9:
Block IIiA
[59]

The Control Segment

The Control Segment consists of several GPS facilities on the Earth like [60]:

• Master Control Station (MCS): to monitor the health and the status of the satellite,

sending commands to maneuvers the satellites if necessary (Misra [38]);

• Monitor Stations: to track the satellites updating the navigation message;

• Ground Antennas: to establish a communication with the satellites;

In addition, this segment predicts of the ephemeris and the clock parameters and maintains

the GPS clock (Misra et al. [38]).
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Figure 1.10: GPS Control Segment [60]

The User Segment

The User Segment is represented by the GPS receiver. In this years, several GPS receiver

are in commerce, each of them to answer to the different requirements. The GPS receivers

can be classified by their performance in terms of available parameters, accuracy, cost,

aspect. The wide offers of receivers is due to the success of the GPS system for civil

purposes as well as for military applications (Misra et al. [38]).

1.2.4 GPS Acquisition

The ability of the GNSS receiver to extract position, velocity and timing data consists in

an architecture which combines the receiving data unit and the processing data unit. The

information supplied by several satellites are collected by a right-hand circularly polarized

(RHCP) antenna to be amplified by a low-noise amplifier (LNA), down converted to an

intermediate frequency and digitalized. In order to calculate the position, velocity and

timing data, the acquisition unit has to search and analyze the GPS signal.

The GPS acquisition represents a challenging stage for the receiver, and the time re-

quired to achieve the information represents a key point. In order to minimizing the time

delay of the results, different methods have been used to perform the detection of the GPS

signal.
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Figure 1.11: GPS receiver block diagram (Gleason et al. [21])

The first time when the receiver is turned on, the cold start represents an useful method.

Due to a lack of a apriori knowledge, the receiver is forced to search the signal on the all

32 possible delays, causing a higher timing consume. Instead when the receiver owns pre-

vious estimations just of its last position, the almanac and the UTC time, a warm search is

sufficient to complete the operation.

Cold GPS Serial Acquisition

The cold start GPS acquisition is an high time consumer acquisition algorithm. The re-

ceived signal is (Misra et al. [38])

xl(t) = PDl(t− τ)sl(t− τ)cos(2π( fL1 + fD)t +φ) (1.1)

where

• P is the signal power

• Dl are the navigation data

• sl(·) is the the l satellite PRN code sequence

• τ is the delay
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• fL1 is the carrier frequency L1 : 1575.72 MHz

• f fdop is the Doppler frequency

• φ is the phase offset

The down-conversion of the received signal introduces a sufficient number of stages to

respect the bandwidth properties. (Misra et al. [38])

xl(t) = PDl(t− τ)sl(t− τ)cos(2π( fIntFreq + fdop)t +φ) (1.2)

where

• P is the signal power

• Dl are the navigation data

• sl(·) is the the l satellite PRN code sequence

• τ is the delay

• fIntFreq is the intermediate frequency 4.1304 MHz

• f fdop is the Doppler frequency

• φ is the phase offset

The signal at the Intermediate frequency IF is multiplied by the C/A code replica CA[n+m]

for each nth sample and for all number of samples mth that the C/A replica is phase shifted.

Consequently, the components In-Phase and in Quadrature to be correlated and compared

with a threshold to determine the presence or absence of a signal (Misra et al. [38]).

The filtered signal is multiplied by the In-Phase and In-Quadrature signal’s components,

respectively.

In phase reference signal = 2cos(2π( fIntFreq + ˆfdop)t +φ) (1.3)
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Figure 1.12: Serial Cold Acquisition

In quadrature reference signal =−2sin(2π( fIntFreq + ˆfdop)t +φ) (1.4)

obtaing the component in phase and the component in quadrature of the filtered signal:

√
AD(t− τ)x(t− τ)cos(2π∆ fdopt +∆φ) (1.5)

√
AD(t− τ)x(t− τ)sin(2π∆ fdopt +∆φ) (1.6)

The result of this operation is a signal function of two differential factors, independent from

each other:

• the difference between the Doppler frequency and the estimated Doppler frequency

∆ fdop = fdop− ˆfdop (1.7)

• the difference between the input phase and the estimated phase

∆φ = δφ − φ̂ (1.8)

The importance of the In-Phase and In In-Quadrature process is in the ability of the receiver

to discriminate a closing range from an opening range. In the first case, the Doppler fre-
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quency is positive because the satellites is moving forward the receiver. In the second case,

the Doppler is negative because the satellite is going further from the receiver. In addition,

the In-Phase and In-Quadrature correlator process the I/Q signals obtaining

SIn−Phase(∆τ,∆ fdop,δφ) =

√
AD

Tcoe

Tcoe∫
0

x(t− τ)x(t− τ̂)cos(2π∆ fdopt +∆φ)dt (1.9)

SIn−Quad(∆τ,∆ fdop,δφ) =

√
AD

Tcoe

Tcoe∫
0

x(t− τ)x(t− τ̂)sin(2π∆ fdopt +∆φ)dt (1.10)

where

• ∆eτ = δ − τ̂ is the code delay error.

• Tcoe <duration of a data bit is the coherent averaging time

Combining SIn−Phase and SIn−Quad in a complex signal S

S = SIn−Phase +SIn−Quad =
√

ADe j∆φ R(∆τ,∆φ) (1.11)

whereR(∆τ,∆φ) is called ambiguity function and is related to the correlation function.

R(∆τ,∆φ) =
1

Tcoe

Tcoe∫
0

x(t− τ)x(t− τ̂e j2φ∆ fdoptdt (1.12)

The parameter (∆τ,∆φ) are estimated computing :

| S |2= S2
In−Phase +S2

In−Quad = ρ | R |2 (1.13)

Cold GPS FFT Acquisition

The GPS Acquisition based on the Fast Fourier Transform (FFT) algorithm is usually used

in modern receiver due to its reduced computation time of the millisecond order (Van Nee

et al. [49]). In order to achieve fast and better performance, this technique performs the
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Figure 1.13: Cold GPS FFT Acquisition

FFT of the complex signal:

FFT (I(∆τ,∆ fdop,δφ)+ jQ(∆τ,∆ fdop,δφ)) (1.14)

where

• I(∆τ,∆ fdop,δφ) is the In-Phase component of the filtered down-converted received

signal

I(∆τ,∆ fdop,δφ) =
√

AD(t− τ)x(t− τ)cos(2π∆ fdopt +∆φ) (1.15)

• Q(∆τ,∆ fdop,δφ) is the in quadrature component of the filtered down-converted re-

ceived signal

Q(∆τ,∆ fdop,δφ) =
√

AD(t− τ)x(t− τ)sin(2π∆ fdopt +∆φ) (1.16)

Reminding that a multiplication in the frequency domain corresponds to a convolution

in the time domain, it is possible to obtain the correlation signal from a multiplication

in the frequency domain. Performing the Inverse Fast Fourier Transform (IFFT) of the

multiplication of the conjugate of the FFT signal by the FFTs of all the 32 C/A codes sl(·)

the correlation signal is obtained.
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Warm Search

While the GPS receiver is working, the position and time parameter are stored in its mem-

ory. If the device is turned off and then turned on again, it estimates the position and the

time using the values recorded in the memory. Knowing the previous satellites position,

time and almanac, the receiver computes the actual position and time of the satellites. In

this way, the elaboration is reduced, otherwise the receiver needs to analyze the time-of-

week and the ephemeris before to estimate the position (Van Diggelen [51]).

1.2.5 GPS C/A code

The IS-GPS-200D (Navstar) defines the exactly structure of the GPS signal. That signal is

formed by three main parts:

• Carrier frequency : each GPS satellite uses two transmitted frequencies fL1 =

1575.42MHz and fL2 = 1227.60MHz

• Ranging code : in order to provide service, at each satellites have been associated

a Pseudo-Random-Noise code (PRN code). The orthogonal property of the PRN se-

quences allows the communication of many satellites at the same frequency without

any risk of interference.

• Navigation data : the high demanding precision of satellites system requires addi-

tional information to prevent possible errors. The 20 ms Navigation binary sequence

is transmitted every 50 ms and received after 12.5 ms. The Navigation data contain

the satellites health status, the almanac, the clock bias parameters and the ephemeris,

these last two repeated every thirty seconds.
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Figure 1.14: GPS Signals Generation (Larson [32])

PRN sequence

The Standard Positioning Service (SPS) and Precise Positioning Service (PPS) possible ser-

vices, provided with a satellite communication, are associated to two different sequences.

The PPS has designed for military use or for users equipped with a PPS receivers, instead

the SPS has civil purposes, which require less accuracy than the military ones (DoD [9]).

The SPS service is offered as C/A code, and transmitted on L1 frequency. Instead the PPS

service is a precision, encrypted code P(Y)-codes transmitted on L1 and L2 frequencies.

The incapability of the direct acquisition of the PPS code required a coarse code, the C/A

code. This sequence is 1023 bits (chips) long, with a duration of 1µsec and repeated ev-

ery msec. The chips are characterized by a chip rate of 1.023 MHz or 1.023 Mcps. The

chips can be seen as the bits multiplied for the speed of the light. In fact, the chip width or

wavelength of each chip is

chip width = 1µsec∗299792458m/sec≈ 300m (1.17)

19



Figure 1.15: GPS Code Generator Polynomials and Initial States

A more precise code (≈ 104chips is used for the P(Y) sequence, the PRN code. The higher

chip rate 10.23 Mcps and the smaller chip width 30 m corresponds to more accurate range

measurements.

PRN Code Generation

The GPS C/A code is recursively generated shifting two 10-bit registers G1 and G2. The

Coarse/Acquisition sequence is a Gold sequence. This type of code is used mainly in a

broadcasting environment in Telecommunications and GPS, where more devices are trans-

mitting at the same time the same frequency. The Gold code is a sequence of 2n− 1 with

an auto-correlation factor close to 1 and a cross-correlation factor approximately 0. In the

GPS application, the Gold code is generated using the following Generator Polynomials

For the 10-bits shift register G1, the taps 3 and 10 are summed modulo-2 at each clock

event. Instead for the 10-bits shift register G2, the sum modulo-2 uses taps 2,3,6,8,9,10.

Both the registers are initialized to all 1.

The set of C/A codes is a set of 32 possible sequences, each of them with a length

of 1023 bits with a chipping rate of 1.023 MHz and a repetition period of 1 millisecond.

Each C/A sequence is computed multiplying the 1023-bit sequence obtained from the shift

register G1 and the delayed version of the 1023-bit sequence obtained shifting the 10-bit
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Figure 1.16: G1 Shift Register Generator (Navstar [30])

Figure 1.17: G2 Shift Register Generator (Navstar [30])
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register G2. The set of 32 C/A sequences is generated to allow 32 different satellites to

transmit at the same frequency and at the same time without interfere each other.

PRN sequence properties

The PRN code is a sequence of +1 and -1 with two main properties (Misra et al. [38])

• nearly orthogonality

If we consider 2 satellites p and t, the sum of the term by term product of the 2 C/A

codes xp and xt , relatively shifted to each other is nearly zero.

1022

∑
k=0

x(p)
(k) · x

(t)
(k+m)

≈ 0 (1.18)

{
for all m and forp 6= t

x(·)(1023+n) = x(·)(m)

The C/A codes are nearly uncorrelated to each other. This allows to use different

satellites at the same time and with the same frequency without any risk of interfer-

ing.

• nearly auto-uncorrelated

The PRN sequence is nearly auto-uncorrelated. The sum of the term-by term product

of on C/A code xp with its n delayed version is approximately zero. At 0 delay

corresponds a huge peak of the auto-correlation function.

1022

∑
k=0

x(p)
(k) · x

(p)
(k+m)

≈ 0 (1.19)

for all | m |≥ 1

These two properties are analyses in the acquisition and in the tracking of the GPS signal.
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Figure 1.18: Code-Phase Assignments C/A code
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Figure 1.19: Code-Phase Assignments C/A code
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Figure 1.20: Example of a C/A code generator (Kaplan [23])

Auto-correlation Function and Power Spectrum

The auto-correlation function is a measure of the similarity of a signal with its delayed ver-

sion in the time domain. Considering that a C/A sequence can be seen as a known and pe-

riod rectangular pulse train of amplitude 1 and -1, in order to analyses the auto-correlation

properties of the C/A code it is important to deep on a rectangular pulse and a random

binary code (Kaplan [23]). In the time domain, the general equation for a rectangular pulse

with amplitude Art and bandwidth Tc is

xrt(t) =

{
Art

Tc
2 ≤ t ≥ Tc

2

0 otherwise
(1.20)
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Figure 1.21: C/A code timing relationship (Navstar [30])
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In the frequency domain, the rectangular pulse corresponds to a sinc function with a maxi-

mum amplitude ATc at ω = 0 and and amplitude equal to zero in all the multiples of ±2π

Tc
.

Xrt(ω) = ArtTc

{
sin ωTc

2
ωTc

2

}

= ArtTcsinc( f Tc)where

{
ω = 2π f [ rad

sec ]

f = f requency[Hz]

(1.21)

In a communication system, the signal processing on the transmitted signal is introduced

to make the signal more robust to the interference and the deleterious effects introduced

from the communication environment, the communication channel and the communication

system. In order to conduct a successful communication, and receive the right informa-

tion with less distortions as possible, the signal processing theory has introduced specific

parameters as the auto-correlation, the cross-correlation functions and the power density

function. These functions are measures of the of the signal respect to itself and respect to

the other signal transmitted at the same time, or at the same frequency or using the same

encoding technique. For analog system, the auto-correlation function of an analog signal

x(t) can be defined as (Proakis et al. [39]):

Rx(τ) =

+∞∫
−∞

x(t)x∗(t− τ)dt (1.22)

where

• τ is the positive time delay between the signal xrt(t) and its replica xrt(t− τ)

• * is the symbol for the conjugation operation

The auto-correlation function assumes its maximum value when time delay τ is 0. In this

case, the auto-correlation corresponds to the energy of the non-periodic signal, or to the
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power of the periodic signal (Proakis et al. [39])

εx =
+∞∫
−∞

| x(t) |2 dt = Rx(0)

Px = limTc→∞
1
Tc

+ Tc
2∫

− Tc
2

| x(t) |2 dt = Rx(0)
(1.23)

The auto-correlation of the rectangular impulse (Figure 1.22) is a triangular pulse with

amplitude A2Tc and bandwidth 2Tc :

Rxrt (τ) =
+∞∫
−∞

xrt(t)x∗rt(t− τ)dt =

{
A2

rtTc

(
1− |τ|Tc

)
f or | τ |≤ Tc

0 otherwise
(1.24)

The mathematical property of the maximum amplitude at τ = 0 is important in a scenario

where the signal is transmitted at the same frequency that at different time. If the auto-

correlation is low between the signal and its replica corresponds to a lack of interfere be-

tween the two waveform even though they have the same shapes and the same frequency. In

the frequency domain, the Fourier Transform of the auto-correlation function is the Power

Spectral Density Function (PSD) (Proakis et al. [39]):

Sx(ω) = FT (Rx(τ)) (1.25)

Fort the rectangular pulse (Figure 1.22), the PSD Srt(ω)is the absolute value of a sinc

function of amplitude A2
rtTc : (Kaplan [23])

Srt(ω) = A2
rtT

2
c

(
sinωTc

2
ωTc

2

)2

= A2
rtT

2
c sinc2 ωTc

2
(1.26)

essentially the PSD is the absolute value of the squared Fourier Transform (Kaplan [23])

Srt(ω) =| Xrt(ω) |2 (1.27)

28



This relation can be used to compute the PSD of a random binary code, which is a sequence

of rectangular impulses of amplitude ±Arbc and a chip period Tc (Kaplan [23]). The auto-

correlation function and the PSD differ of a scale factor Tc from the ones of the rectangular

pulse. Tha auto-correlation is:

Rxrbc(τ) =

+∞∫
−∞

xrbc(t)x∗rbc(t− τ)dt =

{
A2

rbc

(
1− |τ|Tc

)
f or | τ |≤ Tc

0 otherwise
(1.28)

and the PSD is

Srbc(ω) = A2
rbcTc

(
sinωTc

2
ωTc

2

)2

= A2
rbcTcsinc2 ωTc

2
(1.29)

The peculiarity of this code is to be uncorrelated with its delayed replica, the auto-

correlation assumed the maximum value 1 just when the random binary code is corre-

lated with itself not delayed. After these considerations, let focus on the GPS code. The

Pseudo-Random-Noise code xPRN(t) is a sequence of period rectangular impulse of ampli-

tude ±APRN , each pulse of chip period Tc. The auto-correlation function for a code length

M is (Kaplan [23]):

RxPRN (τ) =
1

MTc

MTc∫
0

xPRN(t)xPRN(t− τ)dt (1.30)

Reminding that the auto-correlation function for a rectangular pulse is a triangular with

pick at zero-delay. The auto-correlation of a periodic sequence of rectangular impulse is a

specular series of triangular functions of amplitude ±AxPRN and period MTc. Mathemati-

cally, it can be expressed as the convolution of the triangular function and the train of the

Dirac-δ impulses:

RxPRN (τ) =
−A2

PRN
M

+
M+1

M
RxPRN (τ)⊗

∞

∑
n=−∞

δ (τ +nMTc) (1.31)
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Figure 1.22: a)example of random binary code b)auto-correlation c) PSD (Kaplan [23])
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Figure 1.23: a)auto-correlation function of PRN code b)PSD (Kaplan [23])

and the PSD is

SxPRN (ω) =| RxPRN (τ) |2

=
A2

PRN
M2

[
δ (ω)+

∞

∑
n=−∞6=0

(M+1)sinc2
(

nπ

M

)
δ

(
ω + 2nπ

MTc

)] (1.32)

for n =±1,±2,±3, . . .

The 2m−1 C/A sequence xGPS, generated by two shifted registers G1 and G2 of m = 10

bits, has auto-correlation function (Kaplan [23])

RC/A(τ) =
1

1,023Tc

t=1023∫
t=0

xk
GPS(t)x

k
GPS(t− τ)dt (1.33)

where:

• k = 1,2, · · · ,32 is the C/A sequences index

• xk
GPS is the C/A sequence related to the delay k
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Figure 1.24: Auto-correlation function of C/A code

• Tc is the chipping period 977.5nsec for a C/A code

• τ is the delay in the auto-correlation function

The obtained plots confirm what asserted before. The C/A code is maximum correlated

with itself in multiples of the period 1 ms (nearly auto-correlated), and it is uncorrelated

with the other C/A codes (nearly orthogonality).
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Figure 1.25: PSD of C/A code
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Chapter 2

Field Programmable Gate Array

2.1 Introduction

The Field-Programmable Gate Array (FPGA) is a integrated circuit re-configurable and re-

programmable after the manufacturing. The FPGA contains programmable logic compo-

nents called logic elements (LEs) who are interconnected by re-configurable interconnects

to implement the desired function. Thank to the reconfiguration of the interconnections and

the re-programmability of the LEs, complex combinational functions can be performed as

well as simple logical gate but a good knowledge of the implemented algorithm, the soft-

ware and the hardware are required .

2.2 FPGA architecture

The FPGA is a multi-levels architecture similar to the Programmable Logic Devices (PLD),

but with better performance and efficiency. Several components are contained in a FPGA

like:

• Multiplexer

• Configurable embedded SRAM
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Figure 2.1: FPGA architecture (Xilinx [63])

• Transistor pairs

• Look-Up Tables (LUTs)

• High-Speed I/Os

• NAND-XOR gates

• High-Speed Transceivers

• AND-OR structures.

One of the main problem of the design on FPGA is the limit of the resource. In order

to achieve good performance, it is necessary to take care of the area occupancy and time

delay. Through flessibility and the re-programmability of the FPGA is possible to optimize

the design reducing the risk of low efficiency. A strategy that can be used with that purpose

is the use of Look Up Tables (LUTs) to implement (Francis [12])

• logical gates
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• counters, multipliers, signal generator, coder, encoder, etc

• complex mathematical computations

. As it is possible to notice, the LEs and the interconnections between them play an im-

portant roll. There are several configurations of the interconnections, each of them is used

based on the requirements of the design. The interconnections can be classified as (Lan-

zagorta et al. [31])

• Nearest Neightbor : interconnections between logic blocks and the closest logic

blocks (timing delay linearly proportional to the distance)

• Segmented : more complex, depending on LUTs, connection blocks and switch

boxes (increasing routing flexibility)

• Hierarchical : hierarchical connection of logic blocks in segmented structure
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Figure 2.2: Programmable Interconnect Details in XC4000E and XC4000X Series FPGA
(Xilinx [56])
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The process of reconfiguration of the FPGA, can be summarized in 6 main step (Lan-

zagorta et al. [31]):

• Functional Description: the programmer describes the desired algorithm through a

Hardware Description Language (HDL), such as VHDL or Verilog

• Logic Synthesis: The description of the algorithm is converted into a circuit with

interconnected logic gates.

• Technology Mapping: the architecture of the circuit is built following the intercon-

nected logic gates.

• Placement:the architecture is mapped in the FPGA logic gates.

• Routing: the software optimize the interconnections configuration in order fit the

FPGA

• Bit-stream Generation: a binary file of the circuit is created to be downloaded on

the FPGA

2.3 VHDL: the pros and cons

The VHSIC Hardware Description Language (VHDL), where VHSIC stands for Very High

Speed Integrated Circuits, is an hardware programming language used for electronic chips.

VHDL is a strongly typed language, no case sensitive based on ADA and Pascal. This

programming languages, which uses IEEE standards, is algorithmic deficient, not allowing

the intermixing, or operation of variables, with different types and requiring several line of

codes to implement simple arithmetic expressions (Botros [3]). On the other side, VHDL is

a data-flow language portable and multipurpose, periodically revised to follow the industry

trends. The choice to design the ”GPS Acquisitions in VHDL on FPGA” has been made

considering the peculiarity of this programming languages and of the FPGA. Design such
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algorithm in VHDL means to be able to create and use complex data types, even though

not defined in the libraries, taking advantage of the wealth of constructs. Programming

in VHDL allows to have a perfect idea and control of the operations on the programmed

devices. Due to its high-performances in the implementation of complex algorithm, VHDL

is the language used to achieve the GPS Acquisition design on the FPGA. The FPGA

is a technology, which offers high computation performances in short processing time.

Therefore, designing the GPS Acquisition in VHDL on FPGA will reduce significantly the

computation’s timing delay compared to other implementation on Matlab, or C++.

2.4 Xilinx-Virtex FPGAs

The Xilinx-Virtex 6 FPGA family has been chosen to develop this work. The Virtex-6

family presents low power consumption, more processing power and updated interfaces

compered to its predecessors Virtex-4 and Virtex-5.

The Virtex-6 as most of the Xilinx FPGAs respects a name convection. The chosen FPGA

for this thesis has been Virtex-6 XC6VLX240T FF1156 -2 with 240,000 logic cells (Xilinx

[54]), divided in block of 6 cells each to form the slice or in block of 2 slices to form 1

CLB (Configurable Logic Block). The Virtex-5 family presents the same organization of

logic cells. Instead of the Virtex-4 family is configured with slices of 2 logic cells each and

CLBs of 4 slices. A higher numbers of CLBs corresponds to a slower system, but also to a

more flexible architecture (Xilinx [52], [53], [54]).

In addition to the increasing logic cells of the Virtex-6, this device presents also a clock rate

of 600 MHz due to the increasing switching rate of the shrinking transistors. Indeed, the

logic cells’ size change from 90nm to 65nm to 40 nm comparing the Virtex-4, Virtex-5 and

Virtex-6 families, respectively. The different architectures structures results in a clock rate

of 500 MHZ for the Virtex-4 and in a clock rate of 550 MHz in Virtex-5. This increasing

operational rate provides better performances in the dedicated DSP slices (Digital Signal
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Figure 2.3: Architectures comparison: Virtex-4 Family, Virtex-5 Family, Virtex-6 Family
(Xilinx [64])

Processor), as the multiply-accumulator (Xilinx [64]).

For what concerns the Block RAM, the Virtex-6 has a capability of 38 Mbits, a significant

improvements compared to the 7 Mbits, 8 Mbits of the Virtex-4 and Virtex-5. The Virtex-6

is equipped of serial GTX and GTH transceivers interfaces, with an ability to transfer data

at rates of Gbits/sec, really helpful in high bandwidth systems.
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Chapter 3

C/A code and Digital Design

The design of the Coarse Acquisition code on an FPGA represents an significant improve-

ment in terms of performance and efficiency of a satellite system. For this reason, the

design of the GPS Acquisition has been started with the design of the C/A sequence for the

all 32 possible delays on FPGA.

The search of the GPS signal on all the 32 possible delay is used in the Cold search, when

the GPS receiver does not have any information to calculate the its position. For each delay

is computed a C/A code, and to each C/A code is associated a satellite. As shown in the

3.1, the generation of each C/A code can be summarize in 6 steps:

1. Frequency Divider

2. Generation Register G1

Figure 3.1: Block diagram of the C/A code design

41



3. Generation Register G2

4. Shift Register G2

5. Generation C/A code

6. Sampling of the C/A code

3.1 Frequency Divider

The Frequency divider is a component which allows to reduce the input frequency of a

specific scale factor to achieve the desired frequency. In the case of the C/A code, the

frequency of the code is 1.023MHz, instead the internal frequency of the system is 50

MHz, so it is necessary to reduce the system frequency of a factor

Scale Factor= input f requency
out put f requency =

50∗106

1.023∗106 = 49

where

• 50 MHz=clock 1
50∗106 = 20ns

• 1.023 MHz=clock 1
1.023∗106 = 97.752ns

The Frequency divider generates an output frequency of 1.023 MHz each 50 cycles. The

Frequency divider can be represented like a counter that counts from 0 to the Scale Factor-

1 generating a triggered clock high, and when the number is higher than the Scale Factor,

the counter is re-set and the process restarts and the triggered clock is set to low (Figure

3.2).

The output of the Frequency Divider is used as clock of the next blocks.
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Figure 3.2: Flow diagram: Frequency Divider
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Figure 3.3: Flow diagram: Generation Register G1

3.2 Generation Register G1

Using the clock generated with the Frequency Divider, the G1 Shift Register Generation is

performed. A integer register Register G1 of 10 elements is declared, and each element is

to -1. At each rising edge of the clock, the element in the 10th position and the element in

the 3th position are added modulo-2 (⊕), as showed in 1.16, to generate a vector of 1023

elements. Considering that the Register G1 is a vector of integer, the elements are multi-

plied (Figure 3.3).
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Figure 3.4: Flow diagram: Generation Register G2

3.3 Generation Register G2

As did for the G2 Shift Register Generation, the clock generated with the Frequency Di-

vider is used as clock of this block. A integer register Register G2 of 10 elements is de-

clared, and each element is setted to -1. At each rising edge of the clock, the element in the

2nd,3th,6th,8th,9th position and the element in the 10th position are added modulo-2 (⊕),

as showed in 1.17, to generate a vector of 1023 elements. Considering that the Register G2

is a vector of integer, the elements are multiplied (Figure 3.4).

3.4 Shift Register G2

The output of the G2 Shift Register Generation block needs to be shifted by 32 different

delay, one for each satellites, before to be multiplied for the output of the G1 Shift Register

Generation block. The results of this operation is a matrix of 32 rows of 1023 elements,
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Figure 3.5: Flow diagram: Generation of the Matrix G2

one row for each delay (Figure 3.5).

3.5 Generation C/A code

The generation of the C/A code is done simply multiplying the output of the block Gener-

ation Register G1 by each row of the output matrix of the block Shift Register G2 (Figure

3.6).

The output is a matrix of 32 rows of 1023 elements, which assumes integer values between

(-1,1), as shown in 3.7. In order to say that this is a set of C/A codes, it is necessary to prove

that the generated sequences respect the C/A code properties as explained in Chapter 2.
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Figure 3.6: Flow diagram: Generation of the 32 possible C/A codes

Figure 3.7: 1st C/A sequence generated in VHDL

47



Figure 3.8: Autocorrelation function of the 1st C/A sequence generated in VHDL

As shown in 3.8 and in 3.9 for the 1st and the 2ns sequences, the generated C/A code

sequences are nearly orthogonal and nearly uncorrelated. In addition, the powers of the

generated sequences are all the absolute value of a sinc-function, as in 3.10 for the 1st

sequence.
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Figure 3.9: Cross-correlation function of the 1st and the 2nd C/A sequences generated in
VHDL

Figure 3.10: Power-Spectral Density PSD function of the 1s C/A sequences generated in
VHDL
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Figure 3.11: Flow diagram: Sampling of the 32 possible C/A codes

3.6 Sampling of the C/A code

The last block performs the sampling of each C/A sequence for 1 ms of data (Figure 3.11).

This means that each sequence is sampled for a factor

N =

⌊
SamplingFrequency

CodeFrequency

⌋
=

⌊
16.3676∗106

1.023∗106

⌋
= 16 (3.1)

where b c represents an operation of rounding down to the next smallest integer.

The sampling process can be seen as the repetition of each elements of the sequence for N

times, obtaining a final sequence of M elements.

M =

⌊
SamplingFrequency

CodeFrequency

⌋
∗1023 =

⌊
16.3676∗106

1.023∗106

⌋
∗1023 (3.2)
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Chapter 4

Digital Acquisition

In this work, the main purpose was to reduce the time delay and the processing time. Con-

sidering that every time a unit has been recalled, it increases the time delay and the pro-

cessing time, the design of the GPS Acquisition has been thought using a clock of 50 MHz

and the parallel of 32 block units, one for each C/A code.

4.1 FFT Cold Acquisition

The FFT Cold Acquisition has been designed with a pipelined configuration, one branch for

each of the 32 possible satellite channels. Each branch of this design contains the cascade

Figure 4.1: Design of the FFT Acquisition of the GPS signal for a single C/A sequence:
block diagram
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of the following components:

• Down-conversion of acquired data

• FFT

• IFFT

• Envelope detector

4.1.1 Down-conversion of acquired data

The down-conversion of the acquired data performs the multiplication of the acquired data

and the trigonometric function:

• sin(2π fIntFreqt)

• cos(2π fIntFreqt)

where

• fIntFreq is the intermediate frequency 4.1304 MHz

• t is the time vector

In order to simplify the operations, these trigonometric functions have been approximated

to a rectangular waveform as illustrated in the flow diagram Figure 4.2
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Figure 4.2: Flow diagram: Generation of the Loop Up Tables in the Down-Conversion Unit
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Figure 4.3: Flow diagram: Down-Conversion Unit

Using this approximation, two Look-Up-Table have been created in Matlab, one with

all the values of the sin(·) and one with all the values of the cos(·). These LUT has been

loaded into the VHDL-design and multiplied by the acquired data to perform the down-

conversion(Figure 4.3).

4.1.2 FFT of down-converted signal

The FFT unit represents the focal unit in this algorithm. In this project, the Xilinx LogicIP

Core has been used to perform the FFT on 16384 points. After the generation of the FFT

Xilinx IP Core v.7.1 (Xilinx [55]), the down-converted signal has been converted in floating

point in single precision. The real and the imaginary part of the converted data have be
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Figure 4.4: Design of the down-conversion of collected data: block diagram

setted as input of the FFT, obtaining a sequence of complex floating point data in single

precision as output, consequently converted into integer (Figure 4.5).

In order to obtain a Delay Doppler Map, all the calculations have been done considering a

range of Doppler frequency.

4.1.3 FFT of C/A code

The same FFT unit generated for the down-converted signal has been used to elaborate

each of the 32 C/A sequences. Each C/A code has been converted into floating point in

single precision IEEE 754 to be processed with the FFT unit. The output data have been

converted into integer (Figure 4.6).

4.1.4 IFFT

In order to detect the GPS signal, the FFT acquired data has been multiplied for each of

the 32 C/A code and processed with the IFFT algorithm on 16384 points. The results of

the multiplication have been converted into floating point in single precision IEEE 754 and

setted as input of the IFFT unit, generated using the FFT Xilinx LogicIP Core v.7.1 (Xilinx
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Figure 4.5: Flow diagram: FFT of down-converted data

Figure 4.6: Flow diagram: FFT of all the 32 possible C/A codes
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[55]). The results of this elaboration have been converted into integer (Figure 4.7).

4.1.5 Envelope detector

An Envelope Detector is in cascade with the IFFT Unit to select the IFFT output sequences

with a magnitude’s peak at least twice the average noise’s value. These sequences corre-

spond to the GPS signal candidates (Figure 4.9).

4.1.6 Final Envelope Detector

In order to plot the Delay-Doppler Map of the GPS signal, a final envelope detector has

been introduced to select the GPS signal candidate with the highest magnitude’s peak.

The obtained DDM is stored and plotted as function of the delay chips and the Doppler

frequency’s range.

4.2 Serial Cold Acquisition

The Serial Acquisition has been designed following the same principle used for the FFT

Acquisition design. A pipelined design is able to respect the requirement of a low timing

delay. For that reason, the serial acquisition is done using a pipelined architecture with 32

branch, one for each of the 32 possible channels. Each branch contains:

• Split in-phase and in-quadrature processing

• Integration and Dump

• Envelope Detector
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Figure 4.7: Flow diagram: IFFT of the processed data
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Figure 4.8: Complete design of the FFT Acquisition of the GPS signal for the 32 C/A
sequence: block diagram

Figure 4.9: Flow diagram: Envelope Detector to select the best GPS signal
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Figure 4.10: Flow diagram: Final Envelope Detector to select DDM with the best GPS
signal

Figure 4.11: Design of the Serial Acquisition of the GPS signal for a single C/A sequence:
block diagram
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Figure 4.12: Flow diagram: Split in-phase and in-quadrature processing

4.2.1 Split in-phase and in-quadrature processing

As first step, the acquired data has to be multiplied for the 32 sampled C/A codes, obtaining

a matrix of 32 rows, one for each C/A code delay. Consequently, the resulting 32 sequences

has been multiplied for the sin(·) LUT and for the cos(·) (Figure 4.2), in order to obtain the

component in-phase and in quadrature (Figure 4.12). Different This procedure has been

run considering a range of Doppler frequencies.
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Figure 4.13: Flow diagram: Integrate and Dump

4.2.2 Integrate and Dump

In the Integration and Dump unit, the data are summed to each others recursively dumping

every M samples (Figure 4.13). In this work, the design has been tested using three differ-

ent decimation factor M=16,8,4.

4.2.3 Envelope Detector

To detect the GPS signal has been used the same Envelope Detector used for the FFT Ac-

quisition Unit (Figure 4.9).
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Figure 4.14: Complete design of the Serial Acquisition of the GPS signal for the 32 C/A
sequence: block diagram

4.2.4 Final Envelope Detector

The Final Detector is introduced to detect the best Delay-Doppler Map, using the same

design presented in the FFT Acquisition Unit (Figure 4.10).
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Chapter 5

Acquisition results and comparison

The GNSS reflectometry method has been widely demonstrated to be useful for remote

sensing, significant results have been obtained by (Zavorotny et al. [58]), (Gleason et al.

[18]). In the measurement of the ocean surface, this method can be considered one of the

most interesting, due to the long-term lifetime and to the global coverage (Clarizia et al.

[7]). The deleterious effects introduced in the transmission of the GNSS signal causes a

reflection on the signal on the scattering surface far from the specular point. This produces

a spreading of the received signal power all over the surface in time and frequency. For

this reason, a 2-D map of the GNSS signal power on frequency and on time will give a

measurement of the transmitted signal. This is important because the detection of a strong

signal will produce a better ability of the receiver to remove the noise from the information

waveform and make accurate measurement on the reflection surface. In this manuscript, as

first step it has been analyzed the received power signal as function of the time to determine

if it has been detected the informational signal or just noise. In order to do that, the received

data sequence has been detected first with an FFT based acquisition method and then with

a serial acquisition technology, both method implemented in VHDL and synthesized on the

Xilinx FPGA Virtex 6. These results have been compared with with an acquisition process

implemented in Matlab to prove that the hardware designs provide the same results.
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Figure 5.1: GPS reflection geometry over ocean surface (Rodriguez-Alvarez et al. [43])

5.1 The GNSS signal power

The GNSS power signal represents the ability to discriminate the transmitted signal from

the noise. More in deep, it is necessary to detect a strong power spike to increase the

probability of accurate measurements of the scattering zone. The Specular Point and the

zone around it called the Glistening Zone represent a key point for the magnitude of the

GNSS reflected power signal (Clarizia et al. [7]). The Glisting Zone is directly proportional

to the roughness of the scattering surface. For example, a Glisting Zone on the ocean

surface depends increases with the wind speed. Considering a fixed Doppler frequency, the

1-D correlation power waveform of the reflected GNSS signal represents a tool to measure

the roughness of the scattering area (Rodriguez-Alvarez et al. [43]). Acquiring 1 ms of

data and processing them with the hardware FFT based Acquisition Unit, the GNSS power

signal appears as a huge spike around the ˜500 chips. The same spike has been obtained

in both the acquisition unit designed in VHDL and in the acquisition unit implemented in

Matlab.
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Figure 5.2: Normalized GPS correlation signal with an FFT cold search GPS acquisition
in VHDL on FPGA

Figure 5.3: Normalized GPS correlation signal with Serial cold search GPS acquisition in
VHDL on FPGA
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Figure 5.4: Normalized GPS correlation signal with an FFT cold search GPS acquisition
in VHDL on Matlab

5.2 Delay Doppler Map: Theoretical Model

The Delay-Doppler Map represents an important tool to study the scattering surface of a

GNSS signal. (Zavorotny et al. [58]) developed a model to study the reflection of the GNSS

signal on the sea scattering area. In the 2013, (Rodriguez-Alvarez et al. [43]) presented an

experiment to study the GNSS-R wind retrievals from an airborne, using a DDM. As first

step, the cross-correlation of the components in-phase and in-quadrature of the received

signal are respectively multiplied by the PRN sequence of the transmitting satellite for dif-

ferent delays and carrier frequency offsets. Integrating the multiplication of the received

waveform and the code replica for a coherent integration time, the cross-correlation is ob-

tained. Averaging a sufficiently number of absolute value of the squared cross-correlation,

the DDM can be computed (Rodriguez-Alvarez et al. [43]).

The average of the scattered power results function of delay and Doppler frequency (Clar-
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izia et al. [7]), (Zavorotny et al. [58])

< Zx(τ, fdopp)>∝

∫ ∫ GRx(v)
I2
T x(v)I

2
Rx(v)

p4v
pz(v)

S
(
−p⊥(v)

pz(v)

)
χ

2(τ− τl(v), fdopp− fl(v))dv

(5.1)

where

• GRx is the receiver antenna gain

• IT x(·) and IRx(·) are the path between the reflection point and the transmitter and the

receiver, respectively

• v is the vector of the spatial coordinate on the reflection area

• p(v) = [px(v), py(v), pz(v)] is the scattering vector

• S(−v⊥(v)
pz(v)

) is the sea surface slope characterized with a two-dimensional zero-mean

Gaussian distribution

• χ2(τ − τl(v), fdopp− fl(v)) is the Woodward Ambiguity Function (WAF) of a PR

GPS sequence, represented as function of the delay τ(v) = [τx(v),τy(v),τz(v)] and

the Doppler frequency fdopp(v) = [ fx(v), fy(v), fz(v)]

more in deep, the averaged correlation of the scattered GPS signal power at a given time

delay (4τ) and at a given frequency (4 fdopp) can be represented as (Rodriguez-Alvarez

et al. [43])

<| Zx(4τ,4 fdopp) |2>=
T 2

c PT xGT xAttλ 2

(4φ)3 ×[GRx(v)ϒ2(4τ−τ(v))|Sincs(4 fdopp− fdopp(v))|2

I2
T x(v)I

2
RX (v)

]
×

φ | F |2 p4v
pz(v)

Ps

(
−p⊥(v)

pz(v)

)
d2v

(5.2)

where
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• 2
c is the coherent integration time

• PT xGT x is the isotropic radiated power effective transmitted

• Att is the attenuation introduced from the atmosphere

• ϒ(τ) =

{ 1−|τ|
Lchip

i f | τ |≤ Lchip

0 otherwise

• Lchip =
1msec
1023 is the length of the C/A code.

• Sincs =
sin(φ f

φ f τ(v)

• F is the Fresnel coefficient

• Ps(·) is the probability distribution function of the ocean surface

In an environment where the wind is present, it is possible to use the spectrum pro-

posed by (Elfouhaily et al. [10]) in addition to the (Zavorotny et al. [58]) model. In the

calculation of the DDM is important to know the precise coordinate of the receiver and the

transmitter. The DDM is an important tool to study of the reflection surface, but if it is

present a significant amount of thermal and speckle noise, it could not be so accurate. In

this case, it is important to try to reduce as much as possible the distortions subtracting the

noise power from the received signal power (Rodriguez-Alvarez et al. [43]).
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Figure 5.5: Delay Doppler Map of the FFT cold search GPS acquisition in VHDL on FPGA
(Doppler range [−200,200] Hz)

Figure 5.6: GPS correlation signal with an FFT cold search GPS acquisition in VHDL on
FPGA (Doppler range [−200,200] Hz)
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5.3 Delay Doppler Map

As the GNSS signal reflects on the scattering area, the roughness of that surface causes

a spreading of the power signal in time and in frequency. The delay can be calculated

dividing the path between the transmitter and the receiver in point. Each point is distant

from the next of 1 chip, with a width of 300 m and a duration of 1µsec (Misra et al. [38]).

At the same time, the receiver detects the GNSS signal with a specific Doppler frequency.

The GNSS reflected power signal is function of three main factors:

• the roughness of the scattering surface

• the time delay [chips]

• the Doppler frequency [Hz]

For this reason, a 3-D map of the GNSS received signal has been produced. Three

different scenarios have been analyzed:

• the ground scenario

• the aircraft scenario

• the spacecraft scenario

In this work, the Delay Doppler Map of the complete acquisition space is plotted, as

the velocities get higher this space gets bigger. Instead of the Delay Doppler Map used

for remote sensing is always just the smaller area around the GNSS power signal peak.

For this reason, even in the space application, it is necessary to scan over a large Delay

Doppler space to acquire the signal, but then the remote sensing DDM is still just a small

area around the peak.
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Figure 5.7: Delay Doppler Map of the FFT cold search GPS acquisition in VHDL on FPGA
(Doppler range [−5000,5000] Hz) in the ground scenario

5.3.1 The Ground Scenario

The ground scenario corresponds to the Delay Doppler Map of the reflection process of

the GNSS signal studying a reflection path seen by the ground station settled on the Earth.

In this case, the Doppler frequency range can be identify in [−5,+5] kHz. Processing the

received data for this array of values sampled every 500 Hz, the produced DDM shows a

GNSS signal centered to the frequency 0 kHz and located around the 500 chips. If the delay

array is fixed to the value correspondent to the power signal peak, it is possible to observe

that the GNSS signal is the magnitude of a sinc function respect to the Doppler frequency

range.
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Figure 5.8: GPS correlation signal with an FFT cold search GPS acquisition in VHDL on
FPGA (Doppler range [−5000,5000] Hz) in the ground scenario

5.3.2 The Aircraft Scenario

The second analyzed scenario is the observation of the acquired power signal as function

of the time delays and of the Doppler frequencies considering the path from a spacecraft

to the receiver through the reflection surface. In this case the Doppler ranges varies in this

array of values [−15,+15] kHz sampled every 500 Hz. As it is possible to see from the

Figure 5.3.2, the produced waveform is still present at the same delay chip and at the same

Doppler frequency.
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Figure 5.9: Delay Doppler Map of the FFT cold search GPS acquisition in VHDL on FPGA
(Doppler range [−15000,15000] Hz) in the aircraft scenario

Figure 5.10: GPS correlation signal with an FFT cold search GPS acquisition in VHDL on
FPGA (Doppler range [−15000,15000] Hz) in the aircraft scenario
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Figure 5.11: Delay Doppler Map of the FFT cold search GPS acquisition in VHDL on
FPGA (Doppler range [−40000,40000] Hz) in the spacecraft scenario

5.3.3 The Spacecraft Scenario

The last analyzed scenario considers a space environment with an approximate Doppler

frequency range [−40,+40] kHz sampled every 500 Hz. The power signal is still detected

even though less visible than in the previous cases.
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Figure 5.12: GPS correlation signal with an FFT cold search GPS acquisition in VHDL on
FPGA (Doppler range [−40000,40000] Hz) in the spacecraft scenario

All the showed DDMs are obtained, choosing the GNSS power signal with the highest

peak of the 32 possible elaborated signals. The highest peak is detected compared all the

values of the processed waveforms and storing the waveform with a magnitude at least

twice the noise. If the final detector is not introduced and the user choose a random power

signal, it is not possible to detect a GPS signal all the time. The final detector is an key-point

of the acquisition section, it allows to choose the signal with higher information.
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5.4 Obtained Delay-Doppler Map and Delay-Doppler Map

of ocean-reflected signals

The design of the DDM for a FPGA device has been done considering 1 ms of acquired

data. Detecting the direct signal, the DDM assumes a shapes of concentric circular regions

of different colors (Figure 5.13). The GNSS power signal is located in the area with the

highest level of red, each zone is represented with a color of the rainbow scale starting

form the zone with highest power contribution in red to the one with the lowest power

contribution in deep blue. The same DDM can be used to represent GNSS reflected signal

on the ocean surface (Figure 5.14).

The ocean-reflected signal collected in the May 21, 2004 (Gleason et al. [21], pp 409,

Gleason et al. [18]) has an horseshoe’s shape, due to the 1 KHZ of bandwidth and the 1 ms

of coherent processing time. The reflected GPS signal depends on the Doppler frequency

of the specular point but mainly from two frequencies surrounding the scattering point. As

the delay increase, further these two frequencies go. This results in a Delay-Doppler Map

with an horseshoe shape.

5.5 Design Performance

The digital design of a circuit is chosen taking care of the used combinational logic in run-

time, the timing delay, the maximum operational frequency and the FPGA area allocated.

In this project, it has been pay attention in particular on the timing delay. Above it has been

listed the performances of the implemented design. As it is possible to notice, the FFT

Acquisition Unit presents a lower timing delay even though the chosen pipelined design

requires an high allocation areas. Peculiarity of all the pipelined design is the necessity

to lose efficiency in the memory area in despite of better time performance. This could

represents a problem in case of digital design, as the proposed, with high signal processing
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Figure 5.13: Delay Doppler Map obtained with the FFT Acquisition Unit implemented in
VHDL

Figure 5.14: Delay Doppler Map of the Ocean reflected signal of GPS satellite PRN 26,
found in the May 21, 2004 data set collected by the UK-DMC satellite (Gleason et al. [21],
pp 409

)
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Figure 5.15: C/A code Generation: timing performance

Figure 5.16: GNSS FFT Acquisition Unit: timing performance

requirements and an available design with lower memory capability.

When an hardware device is used to process date, it is inevitable to incur in limited re-

sources problems. It is the main goal of a good designer to figure out to improve and use at

the best the available resource, developing efficient and optimized systems with acceptable

performances.
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Figure 5.17: GNSS Serial Acquisition Unit with an Integration and Dump Step every 4
chips: timing performance

Figure 5.18: GNSS Serial Acquisition Unit with an Integration and Dump Step every 8
chips: timing performance

80



Figure 5.19: GNSS Serial Acquisition Unit with an Integration and Dump Step every 16
chips: timing performance
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Chapter 6

Future work and Conclusions

The GNSS-Remote Sensing is an innovative technology for ocean and land sensing, for

cryosphere mapping. The low-cost and the several advantages of this system have facili-

tated the diffusion of the GNSS network on all the globe. The increasing number of GNSS

satellites will intensify the GNSS network improving the resolution of the atmosphere’s

monitoring. Advanced GNSS ground stations will be able to capture in line-of-sight the

signals transmitted from the multi-frequency GNSS satellite constellations. The American

GPS, the Russian GLONASS, the European GALILEO and the Chinese COMPASS are

all moving forwards to develop accurate systems able to measure and track hydrology and

climate processes as well as oceanographic and atmospheric events using GNSS satellites

as transmitter and aircraft or LEO (Low Earth Orbit) satellite as receiver (Gleason et al.

[21]).

The high accuracy of these new systems requires innovative algorithm with high perfor-

mance in terms of timing analysis and measures resolutions. Due to the requirements and

to the complexity of the GNSSs the possibility to process the data on a re-configurable

hardware device, as an FPGA could respect the required specifications of this systems. The

advantages of a re-configurable technology reside in providing accurate results in short

time with a low-cost, a reduced device’s occupied area and low power consumption (Girau
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et al. [17]).

The FPGAs are relatively simple to program but in order to achieve the wished perfor-

mances, it is necessary to pay attention to the system’s design. Working with an hardware

devices means to make some compromise. In this work, the main goal was to achieve high

timing performances and accurate measurements of the scattered signal using the Delay

Doppler Map with the design of the FFT based acquisition unit and the serial acquisition

unit, respectively. The design of the acquisition unit with different algorithm and different

delay chips resolution has shown how it is possible to easily manage an re-programmable

hardware system based on the requirements of the users.

Due to the necessity of quasi real-time data processing, high performing GNSS receivers

are required. The performances of the obtained design could be improved making the

FPGA algorithms run in real-time and and optimization of the number of parallel reflec-

tions that can be mapped. Nowadays, the multi-antenna GNSS TriG

(Tri-GNSS, GPS+Galileo+Glonass) receiver is being developed by the JPL Jet Propulsion

Laboraty. Earlier, the JPL developed the Blackjack GPS receiver widely used in several

GNSS missions for the radio occultation and orbit measurements (Montenbruck et al. [37]).

On the other side, the ICE (IEEC-CSIC Spain) is conducting research in high-performing

instruments for the multi-frequency GNSS systems. Previously, the griPAU (GNSS Re-

flectometer Instrument for the Passive Advanced Unit) project has been developed in the

Universitat Politcnica de Catalunya. This device has been used to perform measurements

on soil moisture and ocean taking advantage from the GPS signal’s reflection, increasing

the accuracy of the measurements(Valencia et al. [50]).

Another interesting project is the SGR-ReSI (Space GPS Receiver-Remote Sensing Instru-

ment) for the study of GNSS-Remote Sensing on ocean, land and atmosphere (Unwin et

al. [48]). The SGR-ReSI is conducted by the University of Bath, the Surrey Space Centre

(University of Surrey) and the National Oceanography Centre.

In the upcoming years, several Shuttle based experiments are scheduled to study the GPS
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reflectometry and refractometry using the last GNSS Receiver-Remote Sensing Instrument.

In addition, other innovative idea about the GNSS Radio Occultation receiver will be real-

ized.
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