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Abstract
Unsupervised Selection and Estimation of Non-Gaussian Mixtures for High
Dimensional Data Analysis

Tarek Elguebaly, Ph.D.
Concordia University, 2014

Lately, the enormous generation of databases in almost every aspect of life has created a great
demand for new, powerful tools for turning data into useful information. Therefore, researchers
were encouraged to explore and develop newmachine learning ideas and methods. Mixture models
are one of the machine learning techniques receiving considerable attention due to their ability to
handle eff ciently and effectively multidimensional data. Generally, four critical issues have to be
addressed when adopting mixture models in high dimensional spaces: (1) choice of the probability
density functions, (2) estimation of the mixture parameters, (3) automatic determination of the
number of componentsM in the mixture, and (4) determination of what features best discriminate
among the different components. The main goal of this thesis is to summarize all these challenging
interrelated problems in one unif ed model.

In most of the applications, the Gaussian density is used in mixture modeling of data. Although
a Gaussian mixture may provide a reasonable approximation to many real-world distributions, it
is certainly not always the best approximation especially in computer vision and image process-
ing applications where we often deal with non-Gaussian data. Therefore, we propose to use three
highly f exible distributions: the generalized Gaussian distribution (GGD), the asymmetric Gaus-
sian distribution (AGD), and the asymmetric generalized Gaussian distribution (AGGD). We are
motivated by the fact that these distributions are able to f t many distributional shapes and then can
be considered as a useful class of f exible models to address several problems and applications in-
volving measurements and features having well-known marked deviation from the Gaussian shape.

Recently, researches have shown that model selection and parameter learning are highly de-
pendent and should be performed simultaneously. For this purpose, many approaches have been
suggested. The vast majority of these approaches can be classif ed, from a computational point
of view, into two classes: deterministic and stochastic methods. Deterministic methods estimate
the model parameters for a set of candidate models using the Expectation-Maximization (EM)
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framework, then choose the model that maximizes a model selection criterion. Stochastic methods
such as Markov chain Monte Carlo (MCMC) can be used in order to sample from the full a pos-
teriori distribution withM considered unknown. Hence, in this thesis, we propose three learning
techniques capable of automatically determining model complexity while learning its parameters.
First, we incorporate a Minimum Message Length (MML) penalty in the model learning step per-
formed using the EM algorithm. Our second approach employs the Rival Penalized EM (RPEM)
algorithm which is able to select an appropriate number of densities by fading out the redundant
densities from a density mixture. Last but not least, we incorporate the nonparametric aspect of
mixture models by assuming a countably inf nite number of components and using Markov Chain
Monte Carlo (MCMC) simulations for the estimation of the posterior distributions. Hence, the
diff culty of choosing the appropriate number of clusters is sidestepped by assuming that there are
an inf nite number of mixture components.

Another essential issue in the case of statistical modeling in general and f nite mixtures in
particular is feature selection (i.e. identif cation of the relevant or discriminative features describ-
ing the data) especially in the case of high-dimensional data. Indeed, feature selection has been
shown to be a crucial step in several image processing, computer vision and pattern recognition
applications not only because it speeds up learning but also because it improves model accuracy
and generalization. Moreover, the learning of the mixture parameters ( i.e. both model selection
and parameters estimation) is greatly affected by the quality of the features used. Hence, in this
thesis, we are trying to solve the feature selection problem in unsupervised learning by casting it
as an estimation problem, thus avoiding any combinatorial search. Finally, the effectiveness of
our approaches is evaluated by applying them to different computer vision and image processing
applications.
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Chapter1
Introduction

Over the last decade, technological advances have brought an explosion of enormous data not only
in size but also in dimension. These data pose a challenge to standard statistical methods and
comparatively recently have received much attention. The importance of f nding a way to model
and analyze multidimensional data lies in their usefulness in wide range of applications such as
image processing and computer vision. Modeling and f nding valuable information in multidi-
mensional data depend on recognizing complex patterns, regularities, and relationships in data.
In recent years various algorithms were developed in the aim of automatically learning to rec-
ognize complex patterns, and to produce intelligent decisions based on observed data. Machine
learning is the branch of artif cial intelligence that offers a principled approach for developing and
studying automatic techniques capable of learning models and their parameters based on training
data [8–11]. Machine learning and statistical pattern recognition have seen dramatic growth over
the past few years, this explosion is ascribable to the fact that they can be applied in diverse areas
such as engineering, medicine, computer science, psychology, neuroscience, physics, and mathe-
matics [12, 13]. Recent advances in machine learning fascinated researchers from different f elds
because they offer promise for the development of novel supervised and unsupervised methods
that can help in modeling and analyzing different data.

A broad range of tasks in computer vision may be viewed as unsupervised partitioning of data.
Image and video segmentation and multimedia database categorization are two problems with two
different application objectives that use low and high level visual information, respectively. How-
ever, they are all built on the same idea, which is the partitioning of the visual entities (pixels

1



Chapter 1. Introduction

or images) into clusters or parts similar in their own composition and different when it comes to
comparison to each others. The practice of classifying objects and patterns according to perceived
similarities is the basis of most image processing and computer vision applications. This task is
known as Clustering or cluster analysis and is one of the most fundamental modes of understanding
and learning for humans and machines. Clustering is the task of grouping various objects into dif-
ferent groups where objects in the same group are more similar to each other than to those in other
groups. Clustering approaches can be categorized based on their cluster model into hierarchical,
relocation, probabilistic, density based, and grid based. Hierarchical techniques create the clusters
gradually and exploit the connectivity matrix which express the similarity between data items. Two
main directions to hierarchical clustering exist: the agglomerative approach which starts with a set
of singleton clusters containing only one element and iteratively merge pairs of clusters and the
divisive approach which begins with a single cluster containing all objects and iteratively splits it
to different clusters. Relocation algorithms do not build the clusters gradually, but they start with a
randomly generated partition, then, relocate data items among existing clusters in order to improve
them. Usually these methods require an apriori-f xed number of clusters. The most used method
in this category is the K-means approach which uses an iterative procedure of two alternate steps:
the data assignment, and the update of the centroids values. Probabilistic methods were built on
the idea that the data set corresponds to a sample independently drawn from a mixture of several
populations. Density-based clustering methods regard clusters as high density regions in the fea-
ture space separated by low density regions. This interpretation has the superiority of detecting
clusters of arbitrary shapes. These methods use two main concepts density and connectivity which
take into account the local distribution in data and necessitate the def nition of neighborhood in
data and nearest neighbors computations. Grid-based clustering algorithms segment the feature
space and then aggregate dense neighbor segments. A segment is a multi-rectangular region in the
feature space that results from the Cartesian product of individual feature sub-ranges. Thus, data
partitioning is practically achieved through space partitioning. There are some grid-based methods
that prune the attribute space in an apriori manner, thus, performing subspace clustering which
can be critical in case of high-dimensional data, when irrelevant features can mask the grouping
tendency. Therefore, It can be considered as an extension of traditional clustering that seeks to f nd
clusters in different subspaces within a data set. In this thesis, we are interested with probabilistic
approaches and especially mixture models.

Mixture models are one of the machine learning techniques receiving considerable attention in
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different applications. Mixture models are normally used to model complex data sets by assuming
that each observation has arisen from one of the different groups or components [14]. Moreover,
mixture models have been successfully applied in different tasks such as clustering and density
estimation.

1.1 Mixture Models

Amixture model is formed by taking linear combinations of a number of basic distributions. These
basic distributions are called components of the mixture model. For instance, a mixture model with
M components is given by:

p(X) =
M
∑

j=1

pjp(X|θj) (1.1)

where each component has a probability distribution p(X|θj) with parameters θj and a given
weight pj . The sum of the weights of all components is equal to one and M represents the to-
tal number of components. Mixture models can be f nite or inf nite [14, 15] depending on the
number of componentsM in the model. Finite mixture models deal with a countably f nite num-
ber of components. On the other hand, inf nite mixture models allowM to increase to inf nity. In
order to use mixture models, three main points have to be identif ed: the choice of the probability
density function (PDF), the approaches used for parameters estimation, and the selection of the
number of components. Another essential issue in the case of statistical modeling in general and
mixture models in particular is feature selection (i.e. identif cation of the relevant or discriminative
features describing the data) especially in the case of high-dimensional data.

1.1.1 Probability Density Function Selection

Mixture models are convex combinations of two or more PDFs. By combining the properties
of the individual PDFs, mixture models are capable of approximating any arbitrary distribution.
Therefore, selecting the most accurate PDF that best represent the mixture components is of a
crucial importance, because it affects the capability of the mixture to represent the data shape.
Furthermore, the wrong selection of PDF may force the mixture model to increase the number of
components in order to model the data (i.e overf tting). One of the most fundamental and widely
used statistical models is the mixture of Gaussians which is generally justif ed for asymptotic
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reasons (i.e. the sample is supposed to be suff ciently large) [16]. However, it has been observed
that the Gaussian distribution is generally an inappropriate choice to model data in complex real
life applications [17]. For instance, it is well-known that natural image clutter is generally non-
Gaussian. Many studies have shown that the generalized Gaussian distribution (GGD), that we
consider in the second Chapter of this thesis, can be a good alternative to the Gaussian thanks to
its shape f exibility which allows the modeling of a large number of non-Gaussian signals [18–
21]. The GGD contains the Laplacian, the Gaussian and asymptotically the uniform distribution as
special cases [22] and has been used in many challenging problems (see, for instance [21, 23, 24]).
However, the GGD is still a symmetrical distribution inappropriate to model non-symmetrical
data. Therefore, in the rest of this thesis, we suggest the consideration of two non-symmetrical
distributions: the asymmetric Gaussian and the asymmetric generalized Gaussian.

1.1.2 Parameters Learning

Parameter learning approaches are used in order to estimate the model parameters. This problem is
not straightforward and many deterministic as well as Bayesian approaches have been proposed. In
deterministic approaches, parameters are assumed as f xed and unknown, and inference is founded
on the likelihood of the data. Normally, the EM algorithm is employed to f nd maximum likelihood
solutions for mixture models. However, the EM algorithm needs an appropriate predef ned number
of components, otherwise, it will lead to a poor result. Furthermore, many works have proved
that deterministic methods have severe problems such as convergence to local maxima, and the
tendency to complicate the resulted models. On the other hand, Bayesian Markov Chain Monte
Carlo (MCMC) methods consider parameters to be random, and to follow different probability
distributions (prior distributions). These distributions describe our knowledge before considering
the data, as for updating our prior beliefs the likelihood is used. Despite the fact that MCMC
techniques have revolutionized Bayesian statistics by accommodating situations characterized by
uncertainty of the statistical model structure [16], their use is often limited to small-scale problems
in practice because of their high computational cost and the diff culty in tracking convergence [16,
25].
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1.1.3 Selection of the number of components

Another crucial issue when using mixture models is the selection of the number of components or
model complexity. The usual tradeoff in model complexity determination problem arises: with too
many components, the mixture may overf tt the data, while a mixture with too few components may
not be f exible enough to approximate the true underlying model. Lack of knowledge about the
number of clusters is a challenging problem in mixture modeling and considerable efforts already
have been made to investigate this important aspect. In the past decades, a lot of research has been
devoted to the automatic selection of the number of clusters which best describe a given data set (
see, for instance, [26–28]). Most of the literature on model selection can be broadly divided into
deterministic and Stochastic.

Deterministic approaches can be further partitioned into two groups. The f rst category esti-
mates the model parameters for different ranges of M then chooses the value that maximizes a
model selection criterion such as Akaike’s information criterion (AIC) [29], minimum description
length (MDL) [30] and Laplace empirical criterion (LEC) [14]. Despite the popularity of these
approaches, these conventional criteria may overestimate or underestimate the number of clusters
due to the diff culty of choosing an appropriate penalty function. Furthermore, they may be time-
consuming and lead to a sub-optimal solution because model selection and parameters estimation
are determined in two separate steps. In contrast, the other direction is to introduce algorithms ca-
pable of automatically estimating the model parameters and selecting the number of components
simultaneously. Hence, this category generally gives a promising way to develop a robust clus-
tering algorithm in terms of number of clusters. One of the widely used methods in this category
is to incorporate a Minimum Message Length (MML) penalty in the model learning step [31, 32].
This can be done by choosing a large initial value for M and deriving the structure of the mix-
ture by letting the estimates of some of the mixing probability to be zero. Therefore, this method
aims at f nding the best overall model in the entire set of available models rather than selecting
one among a set of candidate models [32]. Furthermore, the work in [33] introduced the rival
penalized competitive learning (RPCL) algorithm which can automatically select the number of
clusters during learning via penalizing the rival in competition. The basic idea of the RPCL is that
for each input not only the winner of the input sample is updated to adapt to the input, but also
its rival is de-learned by a smaller de-learning rate. Many experiments have shown that the RPCL
can indeed automatically select the correct cluster number by gradually driving extra seed points
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far away from the input data set. However, its performance is sensitive to the selection of the de-
learning rate, such that if it is not well selected, the RPCL may completely break down. In order
to overcome this problem, the rival penalized controlled competitive learning (RPCCL) was intro-
duced in [34]. This algorithm sets the de-learning rate at the same value as the learning rate, then
dynamically adjust it based on the relative distance of the winner to the rival and the current input,
respectively. In [35], the Rival Penalized EM (RPEM) algorithm was proposed for density mixture
clustering. The RPEM learns the model parameters by making the mixture components compete
with each other at each time step; this can be done by not only updating the winning density com-
ponent parameters to adapt to the input but also all rivals parameters are penalized with the strength
proportional to the corresponding posterior density probabilities. Therefore, the RPEM is able to
automatically select an appropriate number of densities by fading out the redundant densities from
a density mixture which can save computing time.

Stochastic methods such asMarkov chainMonte Carlo (MCMC) can be used in order to sample
from the full a posteriori distribution with M considered unknown [36]. Despite their formal
appeal, MCMC methods are too computationally demanding, therefore can’t be applied eff ciently
in several complex applications.

1.1.4 Feature Selection

Another essential issue in the case of statistical modeling in general and f nite mixtures in particular
is feature selection (i.e. identif cation of the relevant or discriminative features describing the data)
especially in the case of high-dimensional data which analysis has been the topic of extensive
research in the past. This is actually an important problem, since the main goal is not only the
determination of clusters and their parameters but also to provide the most parsimonious model
that can accurately describe the data. Moreover, it is noteworthy that the way employed by humans
in clustering and recognition is based on formulating few selected features (i.e. humans pick up
just the relevant information and ignore the irrelevant [37]) and clustering the data on the basis
of these features [38]. Furthermore, feature selection can speed up learning and improve model
accuracy and generalization. Therefore, feature selection has been shown to be a crucial step
in several image processing, computer vision and pattern recognition applications such as object
detection [39], handwriting separation [40], image retrieval, categorization and recognition [41].
However, the majority of research in mixture models assumes that all features have the same weight
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and uses a pre-processing step such as principal components analysis to transform the original
features into a new dimension-reduced space. The main drawback of that approach is that the
physical meaning of the original features is generally lost [42]. Moreover, the learning of the
mixture parameters (i.e. both model selection and parameters estimation) is greatly affected by
the quality of the features used as shown for instance in [43] which has given renewed attention
to the feature selection problem especially in unsupervised settings. Like many other model-based
feature selection approaches (see, for instance, [44]) this work has been based on the Gaussian
assumption by assuming diagonal covariance matrices [44] for all clusters (i.e. all the features are
assumed independent). In this thesis, and following recent approaches (see, for instance [41, 43]),
we are trying to solve the feature selection problem in unsupervised learning by casting it as an
estimation problem, thus avoiding any combinatorial search. For each feature, we associate a
relevance weight which measures the degree of its dependence on class labels.

1.2 Contributions

The aim of this thesis is to propose several novel approaches for high-dimensional non-Gaussian
data modeling and clustering. The overall contributions of this thesis are as follows

☞ A Bayesian Approach for Inf nite Generalized Gaussian Mixture Models Learning:
We extend the f nite generalized Gaussian mixture model introduced in [20] to the inf nite
case through a nonparametric Bayesian framework namely Dirichlet process. The inf nite
assumption is used to avoid problems related to model selection (i.e. determination of the
number of clusters) and allows simultaneous separation of data into similar clusters and
selection of relevant features.

☞ Background Subtraction using Finite Mixtures of Asymmetric Gaussian distributions:
We implement a method for foreground segmentation of moving regions in image sequences
by using a mixture of asymmetric Gaussians to enhance the robustness and f exibility of
mixture modeling, and a shadow detection scheme to remove unwanted shadows from the
scene.

☞ A Framework for Finite Asymmetric Generalized Gaussian Mixture Models learning:
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We propose the consideration of asymmetric generalized Gaussian mixture models for ap-
plications involving multidimensional non-Gaussian asymmetric data. In particular, we de-
velop a principled learning approach to f t this kind of data. Our learning technique is based
on an EM algorithm which goal is to minimize a message length objective in order to esti-
mate and select simultaneously the mixture’s parameters and its model order (i.e. number of
components), respectively.

☞ Simultaneous High-Dimensional Clustering and Feature Selection using Asymmetric Mixture Models:

We propose two approaches for clustering high dimensional data using two asymmetric mix-
ture models, namely AGM and AGGM. Furthermore, we tackle the problem of noisy and
uninformative features by determining a set of relevant features for each data cluster. For
model learning, the RPEM is used to allow simultaneous parameters estimation and model
selection for the f rst approach and the expectation-maximization is used with the minimum
message length criterion for the second approach.

1.3 Thesis Overview

The organization of this thesis is as follows:

❏ The f rst Chapter contains an introduction to mixture models.

❏ In Chapter 2, we propose a hierarchical inf nite mixture model of generalized Gaussian distri-
butions for visual learning based on non-parametric Bayesian estimation. We also introduce
an unsupervised feature selection approach to determine a set of relevant features for each
data cluster. Furthermore, we demonstrate the effectiveness of the proposed approach via a
set of challenging applications namely image categorization, image and video segmentation,
and infrared facial expression recognition. This work is published in [45].

❏ In Chapter 3, we tackle the problem of foreground segmentation of moving regions in image
sequences by using a mixture of asymmetric Gaussians to enhance the robustness and f ex-
ibility of mixture modeling, and a shadow detection scheme to remove unwanted shadows
from the scene. The results of comparing our method to different state of the art background
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subtraction methods on real image sequences of both indoor and outdoor scenes show the
eff ciency of our model for real-time segmentation. This work is published in [46].

❏ In Chapter 4, we present a highly eff cient expectation-maximization (EM) algorithm, based
onminimummessage length (MML) formulation, for the unsupervised learning of the AGGM
models parameters. Extensive experiments involving challenging applications namely pedes-
trian detection and Multiple Target Tracking are performed to verify the effectiveness of the
proposed approach. This work is published in [47].

❏ In Chapter 5, we propose two unif ed statistical learning frameworks based on f nite AGM
and AGGM models. The f rst learning algorithm is based on the optimization of a message
length objective and the second one learns the models via an RPEM technique which allows
simultaneous parameters estimation and model selection. Also, for both algorithms, we
tackle the problem of noisy and uninformative features by determining a set of relevant
features for each data cluster. The merits of the proposed work have been shown through
a complicated computer vision applications, involving high-dimensional feature vectors and
large number of classes, namely scenes categorization and facial expression recognition. Part
of this work is published in [48].

❏ In Conclusions, we summarize our contributions and present some potential future works.
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Chapter2
Generalized Gaussian mixture models as a
nonparametric Bayesian approach for
clustering using class-specif c visual features

In this chapter, we address the problem of modeling non-Gaussian data which are largely present,
and occur naturally, in several computer vision and image processing applications via the learning
of a generative inf nite generalized Gaussian mixture model. The proposed model, which can be
viewed as a Dirichlet process mixture of generalized Gaussian distributions, takes into account the
feature selection problem, also, by determining a set of relevant features for each data cluster which
provides better interpretability and generalization capabilities. We propose then an eff cient algo-
rithm to learn this inf nite model parameters by estimating its posterior distributions using Markov
Chain Monte Carlo (MCMC) simulations. We show how the model can be used, while comparing
it with other models popular in the literature, in several challenging applications involving pho-
tographic and painting images categorization, image and video segmentation, and infrared facial
expression recognition.
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2.1 Introduction

The problem of clustering data into homogenous groups is widely studied and has many applica-
tions in a variety of areas such as image processing, data mining, computer vision and bioinfor-
matics [49]. Given its importance many approaches have been proposed in the past. Finite mixture
models have become increasingly popular as a formal approach to clustering by assuming that the
data are originated from different sources where the data arising from each particular source are
modeled by a certain probability density function [14]. Such an approach to clustering raises, how-
ever, several fundamental problems: Which distribution should be considered to model the data?
What order (i.e. number of clusters) should be selected? Should we consider all the features? How
we should estimate the mixture parameters? The main goal of this chapter is to summarize all
these challenging interrelated problems in one unif ed model.
One of the most fundamental and widely used statistical models is the mixture of Gaussians
which is generally justif ed for asymptotic reasons (i.e. the sample is supposed to be suff ciently
large) [16]. However, it has been observed that the Gaussian distribution is generally an inappropri-
ate choice to model data in complex real life applications [17] and especially in the case of image
processing problems where we often deal with small samples [50]. For instance, the distribution
of intensity levels in natural images is well-known to be far from Gaussian [51–54]. Many studies
have shown that the generalized Gaussian distribution (GGD) can be a good alternative to the Gaus-
sian thanks to its shape f exibility which allows the modeling of a large number of non-Gaussian
signals [19, 20, 55, 56]. The GGD contains the Laplacian, the Gaussian and asymptotically the uni-
form distribution as special cases [22] and has been used in many challenging problems (see, for
instance, [21, 23, 24]). A standard method to learn f nite mixture models is maximum likelihood
which generally estimates the parameters through the expectation maximization (EM) framework.
The EM algorithm enables us to update the mixture parameters with respect to a data set. The
EM, however, is not guaranteed to lead to the best global optimal solution, depends heavily on the
choice of initial parameters, and produces models that generally overf ts the data which leads to
suboptimal generalization performances [14, 57]. A solution to these problems can be provided by
Bayesian approaches which consider the average result computed over several models by taking
into account model uncertainty [58–60] and then enhances generalization performance [16, 25].
Bayesian methods have been extensively used in machine learning and signal processing because
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they provide a strong theoretical framework to design clustering algorithms as well as a formal ap-
proach to incorporate prior knowledge about the problem at hand (see, for instance, [20, 61–63]).
A lot of research has been devoted also to the automatic selection of the number of clusters which
best describe a given data set (see [14, 26, 64], for instance, and references therein).
Mixture models are parametric since a particular form has to be chosen for the components den-
sities. At the same time, mixture models can be viewed as nonparametric, since it is possible
to increase the number of components as new data arrive. The number of components can be
actually supposed to increase to inf nity [65]. Thus, mixtures models provide actually the best
of both worlds (i.e. parametric and nonparametric approaches). In this chapter, we are inter-
ested in the nonparametric aspect of mixture models and in particular Bayesian nonparametric
approaches for modeling and selection using mixture of Dirichlet processes [66] which have been
shown to be a powerful alternative to determine the number of clusters [67–69]. In contrast with
classic Bayesian approaches which suppose an unknown f nite number of mixture components,
nonparametric Bayesian approaches assume inf nitely complex models (i.e. an inf nite number of
components) and have witnessed considerable theoretical and computational advances in recent
years [36, 65, 68, 70–74]. Reviews and in-depth coverage of nonparametric Bayesian approaches
can be found in [75, 76]. Thus, our approach builds on and extends our work on f nite generalized
Gaussian mixtures [20] to the inf nite case. To our knowledge, there has been no previous consid-
eration of nonparametric Bayesian learning for the generalized Gaussian mixture.
The majority of research in mixture models has been primarily concerned with the estimation of
parameters and the selection of the number of clusters. Such an approach has several limitations
because a priori all features are typically assumed to have the same weight. This is actually an
important problem, since the main goal is not only the determination of clusters and their param-
eters but also providing the most parsimonious model to accurately describe the data which are
typically highly dimensional in the number of variables. Moreover, it is noteworthy that the way
employed by humans in clustering and recognition is based on formulating few selected features
(i.e. humans pick up just the relevant information and ignore the irrelevant [38]) and cluster the
data on the basis of these features [37]. Hence, a crucial preprocessing step is usually feature selec-
tion which generally provides more comprehensible parsimonious statistical models. Indeed, some
studies have shown that two completely different patterns can be made similar by increasing the
number of redundant features that encode them [77]. In conventional approaches, feature selection
is treated as a separate preprocessing step. It is important to differentiate between feature selection
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and feature extraction. Unlike feature selection techniques, feature extraction approaches such
as principal components analysis, transform the original features into a new dimension-reduced
space. The main drawback of feature extraction approaches is that the physical meaning of the
original features is generally lost [42]. In our case, and following recent approaches (see, for in-
stance, [27, 41, 43, 78]), feature selection is performed simultaneously with the learning of clusters
by incorporating the notion of feature relevancy into our inf nite model.
The remainder of this chapter is structured as follows: First, we introduce the main formalism of
our model; then we derive the posterior distributions over the model parameters and we provide a
detailed description of the learning approach. Next, a simulation study is conducted to demonstrate
the effectiveness of the proposed approach via a set of challenging applications. Finally, we discus
the merits and demerits of our approach.

2.2 A Hierarchical Bayesian Model for Clustering and Feature
Selection

We f rst introduce our simultaneous feature selection and clustering approach and then we show
how it can be represented as a Bayesian Hierarchical model.

2.2.1 The Modeling Approach

Let X = { ~X1, . . . , ~XN} be an unlabeled data set where each vector ~Xi is composed of a set of
continuous features representing a given object (e.g. image, video, document, etc.). It is common
to assume that the data contains signals from various sources and generated from a f nite mixture
model:

p( ~Xi|ΘM) =
M
∑

j=1

pjp( ~Xi|θj) (2.1)

whereM is the number of components (i.e. sources) which determines the structure of the model,
ΘM = (~P , ~θ), ~θ = (θ1, . . . , θM), ~P = (p1, . . . , pM) is the vector of the components weights
which are positive and sum to one, and p( ~Xi|θj) are the components distributions which we take
as multidimensional generalized Gaussians. In dimension d, by supposing that the features are
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conditionally independent, the generalized Gaussian density can be def ned by [79]:

p( ~Xi|~µ, ~σ, ~λ) =
d
∏

k=1

p(Xik|µk, σk, λk) =
d
∏

k=1

λk

√

Γ(3/λk)
Γ(1/λk)

2σkΓ(1/λk)
exp
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− A(λk)
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∣

∣

∣

λk
)

(2.2)

in which A(λk) =

(

Γ(3/λk)
Γ(1/λk)

)λk/2

, Γ(.) denotes the Gamma function, ~µ = (µ1, . . . , µd), ~σ =

(σ1, . . . , σd) and ~λ = (λ1, . . . , λd). µk and σk are the pdf location and standard deviation parame-
ters in the kth dimension. The generalized Gaussian has been shown to eff ciently take into account
the non-Gaussian character of the natural image ensemble [80] thanks to the f exibility of its shape.
The parameter λk controls the tails of the pdf and determines whether it is peaked or f at. Smaller
values of λk correspond to heavy tailed distributions, when λ = 2 we have the Gaussian distribu-
tion, when λ = 1, we have the Laplacian pdf, when λ >> 1 the distribution tends to a uniform pdf,
and when λ < 1 the pdf tends to be more peaked around the mean and to have heavier tails [79].
Notice that by selecting generalized Gaussians for the mixture components, the generic parameter
θj in Eq. 2.1 becomes (~µj, ~σj , ~λj).
It is noteworthy that the model in Eq. 2.1 supposes actually that the d features have the same im-
portance and carry pertinent information which is not generally the case, since many of which can
be irrelevant for the targeted application. This is especially true in the case of image processing
and computer vision applications which generally generate high-dimensional feature vectors and
thus grew out the need to have eff cient feature weighting and selection procedures [54, 81–84].
Examples include the challenging problems of object detection and visual scenes categorization
where an important step is to determine which are the relevant features that express structure com-
mon to a given object or visual scene class [85, 86]. In fact, using all the dimensions in general
will not only result in poor modeling, but also incurs excessive costs for estimating an excessive
number of model parameters, some of which are potentially irrelevant [42]. It is natural, then, to
assume that different features may have different weights according to each data cluster [87, 88]
which can be expressed as following in the case of mixture models [78]

p( ~Xi|Θ) =
M
∑

j=1

pj

d
∏

k=1

(

ρjkp(Xik|θjk) + (1− ρjk)p(Xik|θirrjk )
)

(2.3)

where Θ = (ΘM , ~ρ, ~θ
irr), ~θirr = (θirr1 , . . . , θirrM ), θjk = (µjk, σjk, λjk), θirrjk = (µirr

jk , σ
irr
jk , λ

irr
jk ), and

~ρ = (~ρ1, . . . , ~ρM) such that ~ρj = (ρj1, . . . , ρjd) where each 0 ≤ ρjk ≤ 1 represents the saliency
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of feature k for component j (i.e. the probability that feature k is relevant for component j). The
previous model has actually a sound interpretation. Indeed, it considers that the features are not
with equal importance and makes a distinction between those that are relevant and those which
are irrelevant. Conceptually we assume that relevant features have been generated from p(Xik|θjk)
and irrelevant features have been generated from another distribution p(Xik|θirrjk ) taken also as a
generalized Gaussian. We f nally note that the previous model is reduced to the one in Eq. 2.1
when all the feature are considered as relevant.

2.2.2 Bayesian Hierarchical Model

In the context of Bayesian inference, the most important step is the determination of the poste-
rior which is actually proportional to the model joint distribution [16, 25] which is given by the
following in our case

p(~P , Z, ~ρ, z, ~θ, ~θirr,X ) = p(~P )p(Z|~P )p(~ρ|~P , Z)p(z|~ρ, ~P , Z)p(~θ|~P , Z, ~ρ, z)
× p(~θirr|~P , Z, ~ρ, z, ~θ)p(X|~P , Z, ~ρ, z, ~θ, ~θirr) (2.4)

where Z = (Z1, . . . , ZN ) represents the missing allocation variables and z = (z1, . . . , zN) are
missing binary vectors to identify if a given feature is relevant or not. Each Zi indicates from
which cluster each vector ~Xi arose (i.e. Zi = j means that ~Xi comes from component j). Each
pj = p(Zi = j) represents the a priori probability that the vector ~Xi was generated by component
j, and it follows from Bayes’ theorem [16, 25] that p(Zi = j| ~Xi), the probability that vector i is in
cluster j, conditional on having observed ~Xi is given by

p(Zi = j| ~Xi) =
pj

∏d
k=1

(

ρjkp(Xik|θjk) + (1− ρjk)p(Xik|θirrjk )
)

∑M
j=1 pj

∏d
k=1

(

ρjkp(Xik|θjk) + (1− ρjk)p(Xik|θirrjk )
)

∝ pj

d
∏

k=1

(

ρjkp(Xik|θjk) + (1− ρjk)p(Xik|θirrjk )
)

(2.5)

As for z, we have zi = (~zi1, . . . , ~ziM), ~zij = (zij1, . . . , zijd) where each zijk indicates if feature k
in vector ~Xi is relevant for cluster j or not (i.e. zijk = 1, if the feature k is relevant for cluster j and
zijk = 0, otherwise). Each ρjk = p(zijk = 1) represents the a priori probability that the feature
k is relevant for component j, and it is straightforward to show that p(zijk = 1, Zi = j| ~Xi), the
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probability that a feature k is relevant for cluster j, conditional on having observed ~Xi is given by

p(zijk = 1, Zi = j| ~Xi) =
ρjkp(Xik|θjk)

ρjkp(Xik|θjk) + (1− ρjk)p(Xik|θirrjk )
p(Zi = j| ~Xi)

∝ ρjkp(Xik|θjk)p(Zi = j| ~Xi) (2.6)

and we can deduce that

p(zijk = 0, Zi = j| ~Xi) =
(1− ρjk)p(Xik|θirrjk )

ρjkp(Xik|θjk) + (1− ρjk)p(Xik|θirrjk )
p(Zi = j| ~Xi)

∝ (1− ρjk)p(Xik|θirrjk )p(Zi = j| ~Xi) (2.7)

It is worth mentioning that if we condition on Z and z, the distribution of X is simply given by

p(X|~P , Z, ~ρ, z, ~θ, ~θirr) = p(X|~θ, ~θirr, Z, z)

=
N
∏

i=1

d
∏

k=1

[

(

p(Xik|θZik)
)zik

(

p(Xik|θirrZik
)
)1−zik

]

(2.8)

We impose further common conditional independencies, so that: p(~ρ|~P , Z) = p(~ρ), p(z|~ρ, ~P , Z) =
p(z|~ρ), p(~θ|~P , Z, ~ρ, z) = p(~θ), p(~θirr|~P , Z, ~ρ, z, ~θ) = p(~θirr), p(~θ|Z, ~P ) = p(~θ), thus

p(~P , Z, ~ρ, z, ~θ, ~θirr,X ) = p(~P )p(Z|~P )p(~ρ)p(z|~ρ)p(~θ)p(~θirr)p(X|~θ, ~θirr, Z, z) (2.9)

A serious practical problem now is to choose the prior distributions which describe our prior opin-
ion about the model parameters. In our case, we suppose that ~θ, ~θirr, ~ρ and ~P follow priors depend-
ing on hyperparameters, drawn from independent hyperpriors, Λ, Λirr, δ and η, respectively. In
addition, our prior distributions are that ~µj , ~σj , ~λj , ~µirr

j , ~σirr
j and ~λirrj are all drawn independently:

p(~θ|Λ) =
M
∏

j=1

p(~σj|Λj|σ)p(~µj|Λj|µ)p(~λj|Λj|λ) (2.10)

p(~θirr|Λirr) =
M
∏

j=1

p(~σirr
j |Λirr

j|σ)p(~µ
irr
j |Λirr

j|µ)p(
~λirrj |Λirr

j|λ) (2.11)

whereΛ = (Λ1, . . . ,ΛM),Λj = (Λj|σ,Λj|µ,Λj|λ),Λirr = (Λirr
1 , . . . ,Λirr

M ) andΛirr
j = (Λirr

j|σ,Λ
irr
j|µ,Λ

irr
j|λ).

To add more f exibility to the model, it is common to assume that the hyperparameters η, δ, Λirr
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and Λ themselves follow distributions p(η), p(δ), p(Λirr) and p(Λ), respectively, that we shall de-
velop in the next section. The joint distribution of all our model’s variables is then expressed by
the following factorization

p(~P , Z, ~ρ, z, ~θ, ~θirr, η, δ,Λ,Λirr,X ) = p(η)p(δ)p(Λ)p(Λirr) (2.12)

× p(~P |η)p(Z|~P )p(~ρ|δ)p(z|~ρ)p(X|~θ, ~θirr, Z, z)
M
∏

j=1

[

p(~σj|Λj|σ)p(~µj|Λj|µ)

× p(~λj|Λj|λ)p(~σ
irr
j |Λirr

j|σ)p(~µ
irr
j |Λirr

j|µ)p(
~λirrj |Λirr

j|λ)

]

2.3 Nonparametric Bayesian Learning

We f rst present the priors of our model. After specifying prior distributions, it is important to
consider how to update these priors with information brought by the data to obtain the posterior
distributions. After developing these posteriors, we describe the nonparametric approach by ex-
tending the model to the inf nite case. The MCMC posterior inference and the complete learning
algorithm are also given.

2.3.1 Priors and Posteriors

Conditional Posterior Distributions of ~µj and ~µirr
j

We consider independent Normal priors with common hyperparameters ψ and ε2 as the mean and
variance, respectively, for the different µjk and µirr

jk :

p(~µj|ψ, ε2) =
d
∏

k=1

1√
2πε

exp
(−(µjk − ψ)2

2ε2
)

(2.13)

And p(~µirr
j |ψ, ε2) has the same form as p(~µj|ψ, ε2). So, the generic hyperparameters Λj|µ and Λirr

j|µ

become (ψ, ε) and according to the previous equation and our joint distribution in Eq. 2.12, the
full conditional posterior distributions for ~µj and ~µirr

j , giving the rest of the parameters, are:

p(~µj| . . .) ∝ p(~µj|ψ, ε2)p(X|~θ, ~θirr, Z, z) p(~µirr
j | . . .) ∝ p(~µirr

j |ψ, ε2)p(X|~θ, ~θirr, Z, z)
(2.14)
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The hyperparameters ψ and ε are given Normal and inverse Gamma priors, respectively:

p(ψ|ǫ, χ2) =
1√
2πχ

exp
(−(ψ − ǫ)2

2χ2

)

p(ε2|ϕ, ̺) = ̺ϕ exp(−̺/ε2)
Γ(ϕ)ε2(ϕ+1)

(2.15)

Thus, according to Eqs. 2.12, 2.13 and 2.15, we obtain the following posteriors

p(ψ| . . .) ∝ p(ψ|ǫ, χ2)

M
∏

j=1

p(~µj |ψ, ε2)p(~µirrj |ψ, ε2) p(ε2| . . .) ∝ p(ε2|ϕ, ̺)
M
∏

j=1

p(~µj |ψ, ε2)p(~µirrj |ψ, ε2)

(2.16)

Conditional Posterior Distributions of ~σj and ~σirr
j

Independent Gamma priors with common hyperpriors ι, υ, as the shape and rate parameters, are
given for ~σj and ~σirr

j

p(~σj|ι, υ) ∼
d
∏

k=1

σι−1
jk υι exp

(

−υσjk
)

Γ(ι)
(2.17)

And p(~σirr
j |ι, υ) has the same form as p(~σj|ι, υ). So, the generic hyperparameters Λj|σ and Λirr

j|σ

become (ι, υ) and according to the previous equation and our joint distribution in Eq. 2.12, the full
conditional posterior distributions for ~σj and ~σirr

j , giving the rest of the parameters, are:

p(~σj| . . .) ∝ p(~σj|ι, υ)p(X|~θ, ~θirr, Z, z) p(~σirr
j | . . .) ∝ p(~σirr

j |ι, υ)p(X|~θ, ~θirr, Z, z) (2.18)

The hyperparameters ι and υ are given inverse Gamma and Gamma priors, respectively:

p(ι|ϑ,̟) ∼ ̟ϑ exp(−̟/ι)
Γ(ϑ)ιϑ+1

p(υ|τ, ω) ∼ υτ−1ωτ exp
(

−ωυ
)

Γ(τ)
(2.19)

Thus, according to Eqs. 2.12, 2.17 and 2.19, we obtain the following posteriors

p(ι| . . .) ∝ p(ι|ϑ,̟)
M
∏

j=1

p(~σj|ι, υ)p(~σirr
j |ι, υ) p(υ| . . .) ∝ p(υ|τ, ω)

M
∏

j=1

p(~σj|ι, υ)p(~σirr
j |ι, υ)

(2.20)

Conditional Posterior Distributions of ~λj and ~λirrj

For the parameters ~λj and ~λirrj we placed independent Gamma priors with common hyperparame-
ters κ and ς:

p(~λj|κ, ς) =
d
∏

k=1

λκ−1
jk ςκ exp

(

−ςλjk
)

Γ(κ)
(2.21)
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And p(~λirrj |κ, ς) has the same form as p(~λj|κ, ς). So, the generic hyperparameters Λj|λ and Λirr
j|λ

become (κ, ς) and according to the previous equation and our joint distribution in Eq. 2.12, the full
conditional posterior distributions for ~λj and ~λirrj , giving the rest of the parameters, are:

p(~λj| . . .) ∝ p(~λj|κ, ς)p(X|~θ, ~θirr, Z, z) p(~λirrj | . . .) ∝ p(~λirrj |κ, ς)p(X|~θ, ~θirr, Z, z) (2.22)

The hyperparameters κ and ς are given inverse Gamma and Gamma priors, respectively:

p(κ|α, φ) ∼ φα exp(−φ/κ)
Γ(α)κα+1

p(ς|ν, β) ∼ ςν−1βν exp
(

−βς
)

Γ(ν)
(2.23)

Thus, according to Eqs. 2.12, 2.21 and 2.23, we obtain the following posteriors

p(κ| . . .) ∝ p(κ|α, φ)
M
∏

j=1

p(~λj|κ, ς)p(~λirrj |κ, ς) p(ς| . . .) ∝ p(ς|ν, β)
M
∏

j=1

p(~λj|κ, ς)p(~λirrj |κ, ς)

(2.24)

Conditional Posterior Distribution of ~ρ

We know that each ρjk is def ned in the compact support [0,1], thus we consider for it a Beta
distribution, with parameters δ1 and δ2 common to all classes and all dimensions, as a prior, which
give us

p(~ρ|δ) =
[

Γ(δ1 + δ2)

Γ(δ1)Γ(δ2)

]Md M
∏

j=1

d
∏

k=1

ρδ1−1
jk (1− ρjk)δ2−1 (2.25)

So, the generic hyperparameter δ become (δ1, δ2). Recall that ρjk = p(zjk = 1) and 1 − ρjk =

p(zjk = 0), k = 1, . . . , d, j = 1, . . . ,M thus each zjk follows a d-variate Bernoulli distribution
and we have

p(z|~ρ) =
N
∏

i=1

M
∏

j=1

d
∏

k=1

ρ
zijk
jk (1− ρjk)1−zijk =

M
∏

j=1

d
∏

k=1

ρ
fjk
jk (1− ρjk)N−fjk (2.26)

where fjk =
∑N

i=1 Izijk=1. Then, according to Eqs. 2.12, 2.25 and 2.26, we have

p(~ρ| . . .) ∝ p(~ρ|δ)p(z|~ρ) ∝
M
∏

j=1

d
∏

k=1

ρ
fjk+δ1−1

jk (1− ρjk)N−fjk+δ2−1 (2.27)

The hyperparameters δ1 and δ2 are given Gamma priors with common hyperparameters (ϕδ, ̺δ)

which give us the following posteriors

p(δ1| . . .) ∝ p(δ1|ϕδ, ̺δ)p(~ρ|δ) p(δ2| . . .) ∝ p(δ2|ϕδ, ̺δ)p(~ρ|δ) (2.28)
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2.3.2 The Inf nite Model

An important issue now is the determination of the number of clusters which has been widely
studied from both Bayesian and deterministic perspectives by supposing that the number of com-
ponents is bounded (see, for instance, [14, 26]). An alternative approach that has attracted a lot of
attention recently is to def ne mixture of distributions with a countably inf nite number of compo-
nents [65]. The attractive features of nonparametric Bayesian approaches, which can incorporate
inf nitely many parameters, have been widely exploited and are well documented and will not be
repeated here (see, for instance, [36, 65, 68, 76]). In the following, we explain the main idea behind
this approach in the case of mixture models.
According to Eq. 2.12, the only terms that involve ~P whose dimensionality isM are p(Z|~P ) and
p(~P |η). Recall that pj = p(Zi = j), j = 1, . . . ,M , thus

p(Z|~P ) =
M
∏

j=1

p
nj

j (2.29)

where nj =
∑N

i=1 IZi=j is the number of vector in cluster j. The distribution p(~P |η) is taken
as a symmetric Dirichlet with parameters η

M
. Because the Dirichlet is a conjugate prior to the

multinomial, we can marginalize out ~P from Eq. 2.12:

p(Z|η) =

∫

~P

p(Z|~P )p(~P |η)d~P =
Γ(η)

∏M
j=1 Γ(

η
M
)

∫

~P

M
∏

j=1

p
nj+

η
M

−1

j d~P

=
Γ(η)

Γ(η +N)

M
∏

j=1

Γ( η
M

+ nj)

Γ( η
M
)

(2.30)

which can be considered as a prior on Z. We have also

p(~P |Z, η) = p(Z|~P )p(~P |η)
p(Z|η) =

Γ(η +N)
∏M

j=1 Γ(
η
M

+ nj)

M
∏

j=1

p
nj+

η
M

−1

j (2.31)

which is a Dirichlet distribution with parameters (n1 +
η
M
, . . . , nM + η

M
) from which we can show

that:
p(Zi = j|η, Z−i) =

n−i,j +
η
M

N − 1 + η
(2.32)

where Z−i = {Z1, . . . , Zi−1, Zi+1, . . . , ZN}, n−i,j is the number of vectors, excluding ~Xi, in clus-
ter j. The main idea behind countably inf nite mixture models relies on observing that by taking
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the limit of p(Zi = j|η, Z−i) asM →∞ gives us [65, 68]

p(Zi = j|η, Z−i) =

{

n−i,j

N−1+η
if n−i,j > 0 (cluster j is represented)

η
N−1+η

if n−i,j = 0 (cluster j is not represented)
(2.33)

Thus, a vector ~Xi is allocated to an existing (i.e. represented) cluster with a certain probability
proportional to the number of vectors already assigned to this cluster and it is affected to a new
(i.e. not represented) cluster with probability proportional to the hyperparameter η. It is noteworthy
that inf nite mixture models takes implicitly into account the notion of online learning and then the
fact that features relevancy may change as new data arrive which is crucial in several machine
vision applications for instance [89]. Having the conditional priors in Eq. 2.33, the conditional
posteriors are obtained by combining these priors with the likelihood of the data [65, 68]

p(Zi = j| . . .)

=

{

n−i,j

N−1+η

∏d
k=1

(

ρjkp(Xik|θjk) + (1− ρjk)p(Xik|θirrjk )) if j is represented
∫ ηp( ~Xi|~θj ,~θ

irr
j ,zi)p(θj |Λj)p(θ

irr
j |Λirr

j )p(~ρj |δ)

N−1+η
dθjdθ

irr
j d~ρj if j is not represented

(2.34)

Concerning the hyperparameters η1, we have chosen an inverse gamma prior with parameters
(χη, κη) for it:

p(η|χη, κη) ∼
κη

χη exp(−κη/η)
Γ(χη)ηχη+1

(2.35)

which gives with Eq. 2.33 the following posterior (for more details, see [65])

p(η| . . .) ∝ κη
χη exp(−κη/η)
Γ(χη)ηχη+1

ηMΓ(η)

Γ(N + η)
(2.36)

2.3.3 Complete Algorithm

Several Monte carlo methods for sampling mixture posteriors have been developed in the past [16,
25]. The most widely applied approach is the Gibbs sampling (see [91], for instance, for interesting
discussions) that we will use to sample from the obtained model posteriors as follows:
• Generate Zi from Eq. 2.34 and then update nj , j = 1, . . . ,M , i = 1, . . . , N .
• Update the number of represented componentsM .
1This parameter plays an important role in controlling the weights of the mixture components and then the number

of clusters. Indeed, it is possible to show that the number of clusters increase at a rate proportional to η logN and then
it is crucial to suppose that it is unknown and then follows a prior distribution [90].
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• pj = nj

N+η
, j = 1, . . . ,M and the mixing parameters of unrepresented components are

given by pU = η
η+N

.
• Generate the ~zij from a d-variate Bernoulli distribution with parameters p(zijk =

1, Zi = j| ~Xi).
• Generate ρk from Eq. 2.27, k = 1, . . . , d.
• Generate ~µj and ~µirr

j from the posteriors in Eq. 2.14, ~σj and ~σirr
j from the posteriors

in Eq. 2.18, ~λj and ~λirrj from the posteriors in Eq. 2.22, j = 1, . . . ,M .
• Update the hyperparameters: Generate ψ, ε2, ι, υ, κ, ς , δ1, δ2 and η according to the
posteriors in Eqs. 2.16, 2.20, 2.24, 2.28 and 2.36, respectively.

Note that, for the initialization step we start by assuming that all the vectors are in the same cluster
and that all the features are relevant, and we generate the parameters by sampling from their prior
distributions. It is noteworthy also that although an inf nite model appears complex because of the
number of involved parameters, it allows actually straightforward posterior inference with MCMC
simulation as it is clear from the previous algorithm. The above algorithm can be viewed actually as
a self-ref nement process that starts with an initial set of data and feature relevancy. From this initial
state, the process strives to f nd features that are discriminative for each cluster, and then ref ne the
clusters by determining the cluster label of each vector using these relevant features. Via this self-
ref nement process, the accuracy of the whole data representation is gradually improved. All the
conditional posterior distributions are straightforward to sample from (especially the posteriors of
ρd and ~zij which have known forms). Indeed, sampling from Eqs. 2.16, 2.20, 2.24, 2.28 and 2.36
is based on adaptive rejection sampling (ARS) [92]. The sampling of the vectors Zi (Eq. 2.34) is
based on an approach, originally proposed in [68]. For simulations from the posteriors of ~µj , ~µirr

j ,
~σj , ~σirr

j , ~λj and ~λirrj , we apply the well known random walk Metropolis-Hastings (M-H) algorithm
(i.e. log-normal proposals with scale ζ2). An important problem when using MCMC techniques is
the convergence assessment which has been the topic of extensive rigorous studies in the past (see,
for instance, [93–95]). Several systematic approaches for establishing convergence of MCMC have
been proposed and one of them that we follow is the diagnostic approach proposed by Raftery and
Lewis [96, 97], that has been shown to often work well in practice. This approach is based on a
single long-run of the Gibbs sampler.
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2.4 Experimental Results

Performance evaluation for our model is conducted using a set of challenging experiments in-
volving distinguishing paintings from photographs, image and video segmentation, and infrared
facial expression recognition. The main goal of these experiments is to compare our inf nite model
(IGGM+FS) with other models that have been used in the literature namely f nite Gaussian mix-
ture (GM) [28], f nite Gaussian mixture with feature selection (GM+FS) [43], f nite generalized
Gaussian (GGM) [21], f nite generalized Gaussian with feature selection (GGM+Fs) [27], inf -
nite Gaussian mixture (IGM) [65], inf nite Gaussian mixture with feature selection (IGM+FS) and
inf nite generalized Gaussian (IGGM) [74]. In these applications our specif c choice for the hyper-
parameters is ϕδ = 2, ̺δ = 0.5, χη = 2, κη = 1, ǫ = 0, χ2 = 1, ϕ = 2, ̺ = 0.5, ϑ = 2, ̟ = 1, τ =

2, ω = 0.5, α = 2, φ = 1, ν = 0.5 and β = 2. In order to conduct a sensitivity test we have used
different values of hyperparameters in the following intervals :ϕδ ∈ [1.8, 2.2], ̺δ ∈ [0.3, 0.7], χη ∈
[1.8, 2.2], κη ∈ [0.8, 1.2], ǫ ∈ [0, 0.4], χ2 ∈ [0.8, 1.2], ϕ ∈ [1.8, 2.2], ̺ ∈ [0.3, 0.7], ϑ ∈ [1.8, 2.2], ̟ ∈
[0.8, 1.2], τ ∈ [1.8, 2.2], ω ∈ [0.3, 0.7], α ∈ [1.8, 2.2], φ ∈ [0.8, 1.2], ν ∈ [0.3, 0.7] and β ∈
[1.8, 2.2]. Having the outputs of our algorithm when changing the hyperparameters in hand we
applied a student t test to determine the robustness of the posteriors results with respect to our
hyperparameters.

2.4.1 Distinguishing Paintings from Photographs

Image Description

Distinguishing paintings from real photographs is an important and challenging (even for a human
observer) problem in several applications such as content-based image retrieval, web site f ltering
(e.g. distinguishing pornographic images from nude paintings) [98, 99], categorization [100] and
content-based access to art paintings [101]. However, very few works have been proposed in the
past [98, 99, 101, 102] as compared, for instance, to the problem of distinguishing photographs
and computer-generated graphics [103–105]. In particular, the authors in [98, 99] found that an
important step is the extraction of the right visual features derived from the edge, color and gray-
scale-texture information. In particular, the following distinguishing features have been derived
and found eff cient. Four scalar-valued, called visual features, were def ned namely color edges
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vs. intensity edges (Eg), spatial variation of color (R), number of unique colors (U ) and pixel sat-
uration (S). Pixel distribution in RGBXY space (~s) and gray-scale-texture have been considered,
also.
Color edges vs. intensity edges feature is def ned as Eg = #pixels: intensity, not color edge

total number of edge pixels [98, 99]. The
spatial variation of color, R, is def ned as the average over all image pixels of the sums of the
areas of the facets of the pyramids determined by three normals at each pixel. These normals are
obtained by determining at each pixel the orientation of the plane that best f ts a 5 × 5 neighbor-
hood centered on that pixel in the RGB domain. The number of unique colors, U , is def ned as the
number of unique colors of an image normalized by the total number of pixels. The pixel satura-
tion, S, is def ned as the ratio between the count in the highest bin (20) and the lowest (1) of the
mean saturation histogram derived from the image represented in the HSV color space. The pixel
distribution in RGBXY space represents an image by a f ve dimensional vectors ~s of the singular
values of its RGBXY pixel covariance matrix (i.e. the image representation in the RGB color space
enhanced by adding the two spatial coordinates, x and y to the RGB vector of each pixel). Finally,
the gray-scale-texture feature is a description of the image by a feature vector of 32 dimensions
which represent the mean and standard deviation of the Gabor responses across image locations
for f ltered images obtained by considering four different scales and four orientations (0, 90, 45,
135 degrees). Using all these features images can be represented by 41-dimensional vectors which
can be used for the categorization task (i.e. paintings vs. photographs).

Results

The performance of our inf nite mixture model was evaluated on the data set considered in [98, 99]
which contains 6000 photographs, with 568 × 506 pixels mean size and standard deviation equal
to 144 × 92 pixels, and 6000 paintings with mean size and standard deviation equal to 534 × 497
and 171× 143 pixels, respectively. In this data set, the painting class includes conventional canvas
paintings, murals and frescoes, but excludes line drawings and computed-generated images. On
the other hand, the class photographs includes exclusively three-dimensional real-world scenes
color images. Figure 2.1 shows examples of images from both classes. From these images, and
like [98, 99], we have generated 36 training sets where each set consists of 1000 paintings and 1000
photographs and the corresponding testing sets consist of the remaining images (i.e. 5000 paintings
and 5000 photographs). Having the training data in hand, we apply our algorithm, presented in

24



Figure 2.1: Sample images from each group. Row 1: Paintings, Row 2: Photographs.

Section 2.3.3, to the training vectors in both classes. After this stage, each class in the database is
represented by an inf nite generalized Gaussian mixture. Finally, in the classif cation stage each
unknown image is assigned to the class increasing more its loglikelihood. Table 2.1 summarizes
the classif cation results when considering different learning approaches and scenarios. According
to this table, we can see clearly that both considered inf nite models (IGM and IGGM) outperform
the classif cation approach used in [98, 99] and based on neural networks. Moreover, the results
are improved further when feature selection is considered. It is noteworthy that we have applied
a sensitivity test using different values of the hyperparameters with the student t test and found
that the difference was not statistically signif cant (The minimum P -value for photographs and
paintings are 0.527497 and 0.515763 respectively)

2.4.2 Image and Video Segmentation

Image and video segmentation is one of the major and basic steps in digital multimedia processing
which has the objective of extracting information from an image or a sequence of images (video).
It consists in partitioning the given image (or video) into homogeneous spatial (spatiotemporal
in the case of videos) regions enjoying similar properties such as texture, color, boundary, and
intensity. It is via segmentation that regions of interest are extracted for subsequent processing
such as object detection and recognition and for further applications such as content-based image
retrieval. Various methods have been proposed in the literature and tremendous advancements
have been made within the past decade (see, for instance, [106, 107]). Contributions, however,
continue to be made in the formulation of new mathematical and statistical approaches and in the
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Table 2.1: Average classif cation accuracies (%) (± standard deviation) obtained using different
approaches for distinguishing paintings from photographs. IGM: inf nite Gaussian mixture, IGM +
FS: inf nite Gaussian mixture with feature selection, IGGM: inf nite generalized Gaussian mixture,
IGGM + FS: inf nite generalized Gaussian mixture with feature selection.

Approach Photographs Paintings
[98, 99] using {Eg, U,R, S} 71.00 (±4.00) 72.00 (±5.00)
[98, 99] using RGBXY space 81.00 (±3.00) 81.00 (±3.00)

[98, 99] using gray-scale-texture feature 78.00 (±4.00) 79.00 (±4.00)
[98, 99] using all features 92.00 (±2.00) 94.00 (±3.00)
IGM using {Eg, U,R, S} 69.00 (±5.50) 70.50 (±6.25)

IGM + FS using {Eg, U,R, S} 73.00 (±4.50) 74.25 (±6.00)
IGM using RGBXY space 80.75 (±4.25) 80.50 (±4.00)

IGM + FS using RGBXY space 83.00 (±3.75) 83.75 (±3.25)
IGM using gray-scale-texture feature 76.25 (±3.75) 77.00 (±3.25)

IGM + FS using gray-scale-texture feature 82.75 (±3.25) 82.00 (±3.50)
IGM using all features 89.00 (±4.75) 90.00 (±5.25)

IGM + FS using all features 93.75 (±3.25) 93.50 (±3.00)
IGGM using {Eg, U,R, S} 72.50 (±3.50) 73.50 (±4.00)

IGGM + FS using {Eg, U,R, S} 77.50 (±2.50) 78.50 (±3.00)
IGGM using RGBXY space 82.75 (±3.50) 81.50 (±3.50)

IGGM + FS using RGBXY space 87.25 (±2.25) 86.75 (±2.75)
IGGM using gray-scale-texture feature 80.25 (±2.75) 80.00 (±3.25)

IGGM + FS using gray-scale-texture feature 84.25 (±2.75) 84.75 (±1.75)
IGGM using all features 92.00 (±3.75) 93.00 (±3.25)

IGGM + FS using all features 97.25 (±1.50) 96.75 (±1.75)

developments of new algorithms. The discussion of all these previous approaches is clearly be-
yond the scope of this chapter. As a formal well-established approach to clustering, f nite mixture
models have been widely used for image segmentation. In particular f nite generalized Gaussian
mixture models have provided excellent segmentation results [20, 21]. The effectiveness of the
segmentation to yield meaningful regions depends greatly on the choice of the number of clusters.
This problem has been tackled in [21] and [20] using minimum message length (MML) and Bayes
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factor criteria. Here we propose the application of our inf nite model in order to reduce further
over/under-segmentation problems. Our model takes also into account the fact that, usually, in
video/image segmentation, some features are noisy, redundant, or irrelevant for the segmentation.
The presence of these irrelevant features introduces a bias to distances between objects which may
effect the homogeneity of regions as discussed in some recent works that have shown that feature
weighting and selection generally improve segmentation results [27, 108]. Color and texture are
important segmentation cues [109, 110], thus we have used for each pixel a 27 features vector that
combines both information. For color information, we have chosen the RGB color space, as for
texture information 24 features calculated from the color correlogram of the pixel neighborhood,
as def ned in [111], have been considered.
The images used in our experiments are from the Berkeley benchmark [112]. We have chosen this
dataset because a ground truth (GT) (i.e., segmentation performed manually) is provided for each
image in the dataset. We have compared the segmentation results obtained using our proposed
approach (IGGM+FS) with those obtained using: 1) The Gaussian mixture with MML and with-
out feature selection (GM); 2) The inf nite Gaussian mixture without feature selection (IGM); 3)
The generalized Gaussian mixture with MML and without FS (GGM); 4) The inf nite generalized
Gaussian mixture without feature selection (IGGM); 5) The Gaussian mixture with MML and fea-
ture selection (GM+FS); 6) The inf nite Gaussian mixture with feature selection (IGM+FS); 7) The
generalized Gaussian mixture with MML and with FS (GGM+FS). In order to have a quantitative
evaluation of the performance, we have used two objective criteria namely Boundary localization
error (E1) and the over/under-segmentation error (E2). E1 measures the misalignment of regions
between a tested segmentation (TS) and the GT and is def ned as [112]:

E1 =
1

N

∑

(u,v)

min{E(u,v)(TS,GT ), E(u,v)(GT, TS)} (2.37)

where E(u,v)(TS,GT ) =
|STS–SGT |

|STS |
and E(u,v)(GT, TS) =

|SGT –STS |
|SGT |

. STS(u, v) and SGT (u, v) are
the segments (where the segment is def ned as a connected set of 5 pixels or more) containing the
pixel (u, v) in the TS and the GT, respectively. Note that the symbol (–) means the set difference
operator and N is the number of pixels in the image. E2 measures the amount of over/under-
segmentation produced by each TS when compared to the GT. E2 is def ned as the sum of the
number of segments in the GT that are over-segmented in the TS, and the number of segments in
the TS that are over-segmented in the GT as suggested in [111].
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(a)

(b) (c) (d) (e)

(f) (g) (h) (i)

Figure 2.2: Segmentation results for the f rst image from the Berkeley dataset. (a) GT, (b) GM, (c)
IGM, (d) GGM, (e) IGGM, (f) GM+FS, (g) IGM+FS, (h) GGM+FS, (i) IGGM+FS.

Figures 2.2, 2.3, and 2.4 show the segmentation results for 3 different images from the Berkeley
dataset when applying the 8 different methods. Table 2.2 shows the different values of E1 and E2

for each model when considering the whole dataset. We can conclude that the IGGM+FS outper-

Table 2.2: Errors (E1 and E2) calculation for the Berkeley dataset.
Errors (E1 ;E2)

GM IGM GGM IGGM GM+FS IGM+FS GGM+FS IGGM+FS
(0.21; 23) (0.21; 21) (0.19; 20) (0.17; 18) (0.14; 15) (0.13; 13) (0.09; 11) (0.08; 9)

formed all other methods in both performance criteria. This can be explained by the fact that the
generalized Gaussian is more f exible and by the fact that adopting Bayesian approach allows to
account for the effect of uncertainty in the modeling parameters on the subsequent segmentation.
We can see clearly also that using feature selection in both generalized Gaussian and Gaussian
mixture models yields better performance than without using feature selection which is actually
expected and meets the conclusions reached in some previous works [27].
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Figure 2.3: Segmentation results for the second image from the Berkeley dataset. (a) GT, (b) GM,
(c) IGM, (d) GGM, (e) IGGM, (f) GM+FS, (g) IGM+FS, (h) GGM+FS, (i) IGGM+FS.

In the case of videos, the segmentation problem is more challenging and depends on different
factors such as lighting conditions, partial occlusion, rotation in depth and scale changes [113].
Moreover, the segmentation model has to be adapted in time to take into account the dynamical
nature of the video scenes. Indeed, the number of regions, the saliency of the used features and
the segmentation model’s parameters can change from one frame to another. The majority of the
previous works that have used mixture models for video segmentation assume a f xed number of
components and just update the component’s parameters. Here we use our inf nite model, which
takes implicitly into account the updating problem, by considering the same visual feature de-
scribed in the image segmentation part and by adopting the formulation proposed in [27]. We have
investigated our model via two widely used videos (Akiyo and Suzie). In order to demonstrate the
robustness of our method we have used the two objective criteria (E1 and E2) introduced above.
Figures 2.5 and 2.6 show two examples of video segmentation using different tested approaches.
From each video, we show a frame drawn randomly from the sequence. Table 2.3 shows the seg-
mentation results in terms of E1 and E2. We can see clearly the improvement brought by the
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Figure 2.4: Segmentation results for the third image from the Berkeley dataset. (a) GT, (b) GM,
(c) IGM, (d) GGM, (e) IGGM, (f) GM+FS, (g) IGM+FS, (h) GGM+FS, (i) IGGM+FS.

proposed model against the compared ones. These results are conf rmed visually in the segmenta-
tions shown in f gures 2.5 and 2.6, where the quality of object segmentation is clearly improved
using the proposed approach.

2.4.3 Infrared Facial Expression Recognition

Face expression analysis and recognition has been one of the fastest growing areas of computer vi-
sion over the last few years [114, 115], due primarily to the rapidly increasing demand for emotion
analysis, biometrics, and image retrieval to ensure security and safety. Face expression recognition
(FER) is interested in applying machine vision and pattern recognition algorithms on both still
images and/or image video sequences in order to extract emotional content from visual patterns
of a person’s face. Most of FER systems rely on videos as their input [116, 117], however, video
sequences are not always available in every real world situation. Thus, different FER image based
approaches have been developed [116, 118] in order to offer a reliable alternative. FER process
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(f) (g) (h) (i)

Figure 2.5: Sample image from Akiyo video. (a) Sample frame, (b) GM, (c) IGM, (d) GGM, (e)
IGGM, (f) GM+FS, (g) IGM+FS, (h) GGM+FS, (i) IGGM+FS.

can be divided into three main tasks: region of interest selection, feature extraction, and image
classif cation. Region of interest (ROI) selection is used to identify areas where feature extraction
will take place (e.g. the entire face [118], eyes, and mouth [119]). In order to decrease the di-
mensionality of different ROI, they are usually represented in terms of low-level feature vectors in
lower dimensional feature space [118, 119]. Image classif cation task identif es the emotional state
of the input person face by searching a database of known different emotional expressions.
Facial analysis systems relying on visual spectrum have received relatively more attention com-
pared to the thermal infrared one. This was justif ed by both the higher cost of thermal sensors,
the lack of widely available IR image databases and the quality of the produced images (lower
resolution and higher image noise). Recently, however, thermal imagery of human faces has been
established as a valid biometric signature and several approaches have been proposed thanks to the
advances of infrared imaging technology [120, 121].
In this section, the aim is to implement an infrared multi-class face expression recognition algo-
rithm based on our inf nite model (IGGM+FS). The proposed FER system can be divided into
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(f) (g) (h) (i)

Figure 2.6: Sample image from Suzie video. (a) Sample frame, (b) GM, (c) IGM, (d) GGM, (e)
IGGM, (f) GM+FS, (g) IGM+FS, (h) GGM+FS, (i) IGGM+FS.

three steps: face localization, facial feature estimation, feature selection and emotions identif ca-
tion. Normally, the position of the face is not centered within the image and can change greatly.
Figure 2.7 shows examples of faces with different expressions taken from different poses. Face
localization is used to identify the approximate position of each subject’s face within the image.
Infrared face localization is based on the idea that higher image intensities correspond to region
with higher temperature which correspond to the face in our case. First, we have used a thresh-
olding operation over the entire image which makes facial pixel intensities more prominent. Now
for the n pixels remaining (with values over the threshold value) taken as position vectors p =
(px,py) we can compute the geometric centroid µ=(µx, µy) and µj=

∑n
i=1 µj,i

n
. In order to calculate

µx we look for the facial pixels with the lowest thermal content along µy which will be centered
at the person nose [121]. Figure 2.8 shows how by applying thresholding on the thermal image of
a person’s face we can easily locate the center even under different poses. Most of the research
done until now considers that emotional information is centered around the eyes and mouth areas
on the face. So in order to localize our facial features we have chosen an area of 120×130 centered

32



Table 2.3: Errors (E1 and E2) calculation for the 2 tested videos when using our inf nite
model (IGGM+FS), f nite Gaussian mixture (GM), f nite Gaussian mixture with feature selec-
tion (GM+FS), f nite generalized Gaussian (GGM), f nite generalized Gaussian with feature selec-
tion (GGM+FS), inf nite Gaussian mixture (IGM), inf nite Gaussian mixture with feature selection
(IGM+FS) and inf nite generalized Gaussian (IGM).

Errors (E1; E2)
Video Akiyo Suzie
Size 300 frames 150 frames
GM (0.23; 22.50) (0.25; 27.40)
IGM (0.22; 21.70) (0.24; 24.90)
GGM (0.22; 20.50) (0.24; 23.70)
IGGM (0.20; 19.40) (0.21; 20.40)
GM+FS (0.16; 17.80) (0.18; 19.10)
IGM+FS (0.15; 16.20) (0.16; 15.60)
GGM+FS (0.12; 13.20) (0.12; 11.30)
IGGM+FS (0.11; 11.70) (0.11; 10.80)

around the image centroid µ which should be appropriate to our dataset as argued in [122]. In
order to estimate the important features in this area we used the method of [123] that allows us to
get 75 key points. Figure 2.8 shows an image from our dataset with the 75 interest points detected
on the person’s face. After detecting interest points we have applied the K mean approach as im-
plemented in [122] in order to identify eyes and mouth areas on the face. From f gure 2.8 we can
see clearly that this method was able to identify these areas effectively. The texture information in
these area has been then represented using the texture descriptors proposed and used in [124].
In our experiments, we have performed face recognition using images from the Iris thermal face
which is a subset of the Object Tracking and Classif cation Beyond the Visible Spectrum (OTCBVS)
database. Images are gray-scale infrared of 320×240 each and represent different persons under
different expressions and poses. We used 756 images for 28 different persons with three different
expressions: surprise, happy, and angry. Figure 2.7 shows images from different classes (with dif-
ferent emotions). We have used 9 images for each person as training set and the rest as testing set.
This gave us 252 and 504 images for training and testing, respectively. We have also applied the 7

33



other methods introduced above. Tables 2.4.a, 2.4.b, 2.4.c, 2.4.d, 2.4.e, 2.4.f, 2.4.g, and 2.4.h
are the corresponding confusion matrices.
In order to evaluate the quality of clustering we have used two different criteria: accuracy and
normalized mutual information. Accuracy is a simple and transparent evaluation measure that
computes the percentage of images correctly clustered to the total number of images. Normal-
ized mutual information (NMI) [125] is a novel criterion used for classif er evaluation based on
information theory that is always between 0 and 1 (The larger this value, the better the clustering
performance):

NMI(Ω,C) =
I(Ω,C)

[H(Ω) +H(C)]/2
(2.38)

where C = (C1, . . . ,CM ) are the classes that represent the data (in this application M=3) and Ω =
(Ω1, . . . ,ΩK) are the clusters identif ed by the classif cation algorithm. I is the mutual information
given by:

I(Ω,C) =
M
∑

m=1

K
∑

k=1

P (Ωk ∩ Cm) log
P (Ωk ∩ Cm)

P (Ωk)P (Cm)
(2.39)

where P (Ωk), P (Cm), and P (Ωk ∩ Cm) are the probabilities of an image being in cluster Ωk, class
Cm, and in the intersection of Ωk and Cm, respectively. H is the entropy where

H(Ω) = −
K
∑

k=1

P (Ωk) logP (Ωk)

H(C) = −
M
∑

m=1

P (Cm) logP (Cm) (2.40)

Table 2.5 shows the different accuracies and NMI for the dataset when applying the eight methods.
According to this table it is clear that the IGGM+FS outperformed all other methods. Note that,
the student t test has shown that the difference between the categorization accuracies of our inf nite
model when changing its hyperparameters is not statistically signif cant (The minimum P -value =
0.4548)

2.5 Discussion

In this chapter we have proposed a hierarchical inf nite mixture model of generalized Gaussian
distributions for visual learning based on non-parametric Bayesian estimation. The specif c choice
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Figure 2.7: Sample images from each group. Row 1: Surprise, Row 2: Happy, Row 3: Angry.

of inf nite mixture models is motivated by the fact that they combine f exibility in modeling, clarity
of interpretation and intuitive analysis which is crucial in statistical inference from image data gen-
erally supposed to be generated from different sources. We have shown that fully Bayesian models
provide a rigorous framework for challenging applications due to its ability to handle uncertainties
associated with the involved data, by incorporating prior knowledge, and to its deep foundation on
probability inference. According to the results, it is clear that performing feature selection in tan-
dem with inf nite mixture models leads to excellent clustering results and avoids overf tting. The
experiments show clearly the broad applicability and generality of the proposed approach which is
able to infer at the same time both meaningful clusters and meaningful features.
The adoption of generalized Gaussian is supported by various studies in image statistics which have
shown that the statistics of natural images are generally non-Gaussian. The Bayesian clustering
approach via inf nite mixture models is clearly attractive in part due to recent advances in MCMC
techniques which allows straightforward posteriors computation. However, it is also hindered by
the very high computational cost.
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Figure 2.8: Processing steps shown for sample images from each group. Row 1: sample images,
Row 2: Thresholding, Row 3: Center location, Row 4: Interest points detection, Row 5: Regions
of interest extraction.
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Table 2.4: Confusion matrices for the infrared facial expression recognition application using: (a)
GM, (b) IGM, (c) GGM, (d) IGGM, (e) GM+FS, (f) IGM+FS, (g) GGM+FS, (h) IGGM+FS.

Happy Angry Surprise
Happy 101 35 32
Angry 23 131 14
Surprise 35 15 118

Happy Angry Surprise
Happy 109 31 28
Angry 22 137 9
Surprise 28 13 127

(a) (b)
Happy Angry Surprise

Happy 119 27 22
Angry 21 141 6
Surprise 24 11 133

Happy Angry Surprise
Happy 124 23 21
Angry 21 143 4
Surprise 22 9 137

(c) (d)
Happy Angry Surprise

Happy 115 27 26
Angry 20 139 9
Surprise 26 11 131

Happy Angry Surprise
Happy 121 26 21
Angry 18 144 6
Surprise 23 7 138

(e) (f)
Happy Angry Surprise

Happy 126 23 19
Angry 9 157 2
Surprise 21 5 142

Happy Angry Surprise
Happy 133 21 14
Angry 7 161 0
Surprise 16 3 149

(g) (h)
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Table 2.5: Accuracies and NMI when applying the 8 methods for the infrared facial expression
recognition.

Accuracy(%) NMI
IGGM+FS 87.90 (±2.15) 0.6249 (±0.0143)
GGM+FS 84.33 (±2.60) 0.5389 (±0.0173)
IGM+FS 79.96 (±3.35) 0.4407 (±0.0127)
GM+FS 76.39 (±4.65) 0.3713 (±0.0261)
IGGM 80.15 (±3.10) 0.4439 (±0.0206)
GGM 77.98 (±2.90) 0.4010 (±0.0193)
IGM 74.01 (±4.20) 0.3348 (±0.0201)
GM 69.44 (±4.70) 0.2668 (±0.0182)
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Chapter3
Background subtraction using f nite mixtures
of asymmetric Gaussian distributions and
shadow detection

Foreground segmentation of moving regions in image sequences is a fundamental step in many
vision systems including automated video surveillance, human-machine interface, and optical mo-
tion capture. Many models have been introduced to deal with the problems of modeling the back-
ground and detecting the moving objects in the scene. One of the successful solutions to these
problems is the use of the well-known adaptive Gaussian mixture model. However, this method
suffers from some drawbacks. Modeling the background using the Gaussian mixture implies the
assumption that the background and foreground distributions are Gaussians which isn’t always
the case for most environments. In addition, it is unable to distinguish between moving shad-
ows and moving objects. In this chapter, we try to overcome these problems by using a mixture
of asymmetric Gaussians to enhance the robustness and f exibility of mixture modeling, and a
shadow detection scheme to remove unwanted shadows from the scene. Furthermore, we apply
this method to real image sequences of both indoor and outdoor scenes. The results of comparing
our method to different state of the art background subtraction methods show the eff ciency of our
model for real-time segmentation.
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3.1 Introduction

Over the last decade, automatic segmentation of foreground from background in video sequences
has attracted lots of attention in computer vision [55, 126, 127]. Foreground segmentation is often
used as the primary step in video surveillance [128–130], optical motion capture [131, 132], and
multimedia [133] in order to model the background and to detect the moving objects in the scene.
Background subtraction involves the extraction of a background image which doesn’t include any
moving object, reference image, then subtracting each new frame from this image and threshold-
ing the result in order to highlight regions of non-stationary objects. Normally, video surveillance
systems can be employed in two kinds of environments: controlled and uncontrolled. Monitoring
systems in controlled or indoor environments (i.e. airports, warehouses, and production plants)
are easier to implement as they don’t depend on weather changes. Uncontrolled environment is
used to refer to outdoor scenes where illumination and temperature changes occur frequently, and
where various atmospheric conditions can be observed. Normally, when developing background
subtraction algorithms, there are two major problems that must be taken into consideration namely
robustness and adaptation. These methods should be robust to illumination and weather changes,
as well as able to detect addition, occlusion, and removal of objects in the scene. To take into
account these problems of robustness and adaptation, many background modeling methods have
been developed (a complete detailed survey can be found in [134]).
In the past, computational barriers have limited the complexity of real-time video processing ap-
plications. As a consequence, most systems were either too slow to be practical, or succeeded by
restricting themselves to very controlled situations. Recently, faster computers have enabled re-
searchers to consider more complex, robust models for real-time analysis of streaming data. These
new methods allow researchers to begin modeling real world processes under varying conditions.
Most recent methods assume that the images of the scene without the intruding objects exhibit
some regular behavior that can be well described by a statistical model. If we have a statistical
model of the scene, an intruding object can be detected by spotting the parts of the image that
don’t f t the model. In the majority of these methods, a common bottom-up approach has been
applied to construct a probability density function for each pixel separately. Its idea is to segment
the foreground moving objects by constructing over time a mixture model for each pixel and decid-
ing, in a new input frame, whether the pixel belongs to the foreground or the background [2, 135].
Among the vast amount of approaches that have been proposed to accomplish this task, adaptive
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Gaussian mixture models (GMMs) [2, 3] have proven their outstanding suitability in the surveil-
lance domain because of their ability to achieve many of the requirements of a surveillance system,
e.g. adaptability and multimodality, in real-time with low memory requirements. GMMs model
the history of each pixel by a mixture of K Gaussian distributions. In [136], the authors imple-
mented a pixel-wise EM framework for detection of vehicles by attempting to explicitly classify
the pixel values into three separate predetermined distributions corresponding to the road color,
the shadow color, and colors corresponding to vehicles. Stauffer et al. [2] generalized this idea by
implementing on-line K-means approximation algorithm for modeling each pixel using a mixture
of K Gaussians, where K was chosen in the range (3 to 5) depending on the computational power
of the machine. In [3] the use of a negative prior evidence was introduced in order to discard
the components that are not supported by the data, therefore being able to automatically select
the number of components of the mixture used for each pixel. In [137] the use of an adaptive
learning rate calculated for each Gaussian at every frame was proposed which led to an improved
segmentation performance compared to the standard method. However, these methods have some
drawbacks. Modeling the background using the GMM implies the assumption that the background
and foreground distributions are Gaussians which isn’t always the case as argued by [138]. Fig-
ure 3.1 shows the probability density function of a pixel throughout a video. From this f gure
we can notice that the distribution is not symmetrical. Applying the GMM, we can observe its
ineff ciency in modeling the data. In order to overcome these problems, some researchers have
shown that the generalized Gaussian mixture (GGM) can be a good choice to model non-Gaussian
data [20, 21, 139]. Compared to the Gaussian distribution (GD), the generalized Gaussian distri-
bution (GGD) has one more parameter λ that controls the tail of the distribution: the larger the
value of λ is, the f atter is the distribution; the smaller λ is, the more peaked is the distribution.
Despite the higher f exibility that GGD offers, it is still a symmetric distribution inappropriate to
model non-symmetrical data. From Fig. 3.1, we can recognize that the GGM is not suitable in
modeling our data. In this chapter, we suggest the use of the asymmetric Gaussian distribution
(AGD) capable of modeling asymmetrical data. The AGD uses two variance parameters for left
and right parts of the distribution, which allow it to change its shape. As shown in Fig. 3.1 we can
notice that the asymmetric Gaussian mixture (AGM) was able to accurately model the data.
An important part of the mixture modeling problem concerns learning the model parameters and
determining the number of consistent components (M ) which best describes the data. For this
purpose, many approaches have been suggested. The vast majority of these approaches can be
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Figure 3.1: Probability density function of a pixel throughout a video sequence.

classif ed, from a computational point of view, into two classes: deterministic and stochastic
methods. Deterministic methods estimate the model parameters for different range of M then
choose the best value that maximize a model selection criteria such as the Akaike information
criterion (AIC) [29], the minimum description length (MDL) [30] and the Laplace empirical cri-
terion (LEC) [14]. Stochastic methods such as Markov chain Monte Carlo (MCMC) can be used
in order to sample from the full a posteriori distribution with M considered unknown [36]. De-
spite their formal appeal, MCMC methods are too computationally demanding, therefore can’t be
applied for online applications such as foreground segmentation. For this reason, we are inter-
ested in deterministic approaches. In our proposed method, we use K-means algorithm to initialize
the AGM parameters and successfully solve the initialization problem. The number of mixture
components is automatically determined by implementing the minimum message length (MML)
criterion [31] into the expectation-maximization (EM) algorithm. Therefore, the method can in-
tegrate simultaneously parameters estimation and model selection in a single algorithm, thus it is
totally unsupervised.
Shadows, areas where direct light from a light source can not reach due to obstruction by differ-
ent objects, are an ever-present aspect of color images. As a result of the difference between the
light intensity reaching a shaded region and a directly lit region, shadows are often characterized
by conspicuous strong brightness gradients. In outdoor scenes, the change between shadow and
non-shadow regions is not entirely a brightness difference, but a color one as well. This property
makes shadow detection task a highly problematic one in a number of different f elds. Recently,
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there have been few studies concerning shadow removal, however, the best performing methods
still require user interaction with image sequences to perform optimally. In our moving shadow
detection algorithm, we implement a method compatible with the RGB color model and able to
use our mixture model.
The rest of this chapter is organized as follows. First, we describe the AGMmodel and its learning
algorithm. Then, we assess the performance of the new model with shadow removal scheme for
foreground segmentation; while comparing it to other models. Finally, we discus the merits and
demerits of our approach.

3.2 Finite AGMModel

Formally we say that a d-dimensional random variable ~X = [X1, . . . , Xd]
T follows a M compo-

nents mixture distribution if its probability function can be written in the following form:

p( ~X|Θ) =
M
∑

j=1

pjp( ~X|ξj) (3.1)

where
• ξj is the set of parameters of the component j,
• pj are the mixing proportions which must be positive and sum to one,
• Θ= {p1,. . . ,pM , ξ1, . . . , ξM} is the complete set of parameters fully characterizing the
mixture,
• M ≥ 1 is number of components in the mixture.

For the AGM, each component density p( ~X|ξj) is an AGD given by:

p( ~X|ξj) =
d
∏

k=1

√
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[
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exp
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− (Xk−µjk)
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2σ2
rjk

]

if Xk ≥ µjk

(3.2)

where ξj = (~µj, ~σlj , ~σrj) is the set of parameters of component j where ~µj = (µj1. . . ,µjd), ~σlj =
(σlj1 ,. . . ,σljd), and ~σrj = (σrj1 ,. . . ,σrjd) are the mean, the left standard deviation, and the right
standard deviation of the d-dimensional AGD, respectively. The AGD is chosen to be able to f t, in
analytically simple and realistic way, symmetric or non-symmetric data by the combination of the
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left and right variances.
Let X= ( ~X1,. . . , ~XN ) be a set of N independent and identically distributed vectors, assumed to
arise from a f nite AGM model withM components. Thus, it can be expressed as follows:

p(X|Θ) =
N
∏

i=1

M
∑

j=1

p( ~Xi|ξj)pj (3.3)

where the set of parameters of the mixture withM classes is def ned by Θ = (~µ1,. . . , ~µM , ~σl1 ,. . . ,
~σlM , ~σr1 ,. . . , ~σrM , p1,. . . , pM ).
We introduce membership vectors, Zi = (Zi1, . . . , ZiM ), one for each observation, whose role is
to encode to which component the observation belongs. In other words, Zij , the unobserved or
missing variable in each membership vector, equals 1 if ~Xi belongs to class j and 0, otherwise.
The complete-data likelihood for this case is then:

p(X , Z|Θ) =
N
∏

i=1

M
∏

j=1

(

p( ~Xi|ξj)pj
)Zij

(3.4)

3.2.1 Maximum Likelihood Estimation of the Mixture Parameters

For the moment, we suppose the number of mixtureM is known. The maximum likelihood method
consists of getting the mixture parameters that maximize the log-likelihood function given by:

L(Θ, Z,X ) =
N
∑

i=1

M
∑

j=1

Zij log

(

p( ~Xi|ξj)pj
)

(3.5)

by replacing each Zij by its expectation, def ned as the posterior probability that the ith observation
arises from the jth component of the mixture as follows:

Ẑij = p(j| ~Xi) =
p( ~Xi|ξj)pj

∑M
j=1 p(

~Xi|ξj)pj
(3.6)

Using equation 3.6 we can affect each observation to one of the M clusters. Now, using these
expectations, we want to maximize the complete data log-likelihood with respect to our model
parameters. This can be done by taking the gradient of the log-likelihood with respect to pj , ~µj ,
~σlj , and ~σrj . When estimating pj we actually need to introduce Lagrange multiplier to ensure that
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the constraints pj > 0 and
∑M

j=1 pj = 1 are satisf ed. Thus, the augmented log-likelihood function
can be expressed by:

Φ(Θ, Z,X ,Λ) =
N
∑

i=1

M
∑

j=1

Zij log

(

p( ~Xi|ξj)pj
)

+Λ(1−
M
∑

j=1

pj) (3.7)

where Λ is the Lagrange multiplier. Differentiating the augmented function with respect to pj we
get:

p̂j =
1

N

N
∑

i=1

p(j| ~Xi) (3.8)

Taking the gradient of the complete log-likelihood with respect to ~µj , ~σlj , and ~σrj , we obtain the
following for k = 1, . . . , d:

µ̂jk =

∑N
i=1 ẐijXik
∑N

i=1 Ẑij

(3.9)

N
∑

i=1,Xik<µjk

Ẑij(Xik − µjk)
2

σ3
ljk

−
N
∑

i=1

Ẑij

σljk + σrjk
= 0 (3.10)

N
∑

i=1,Xik≥µjk

Ẑij(Xik − µjk)
2

σ3
rjk

−
N
∑

i=1

Ẑij

σljk + σrjk
= 0 (3.11)

We can notice that equations 3.10 and 3.11 are nonlinear, so we have decided to use the Newton-
Raphson method for estimation:

σ̂ljk ≃ σljk −
[(

∂2L(Θ, Z,X )
∂σ2

ljk

)−1(
∂L(Θ, Z,X )

∂σljk

)]

(3.12)

σ̂rjk ≃ σrjk −
[(

∂2L(Θ, Z,X )
∂σ2

rjk

)−1(
∂L(Θ, Z,X )

∂σrjk

)]

(3.13)

where ∂2L(Θ,Z,X )

∂σ2
ljk

, ∂L(Θ,Z,X )
∂σljk

, ∂2L(Θ,Z,X )
∂σ2

rjk

, and ∂L(Θ,Z,X )
∂σrjk

are given in appendix A.

45



3.2.2 Model Selection Using the Minimum Message Length Criterion

Different model selection methods have been introduced to estimate the number of components of
a mixture. In this chapter, we are interested with deterministic approaches especially MML. The
MML approach is based on evaluating statistical models according to their ability to compress a
message containing the data (minimum coding length criteria). High compression is obtained by
forming good models of the data to be coded. For each model in the model space, the message
includes two parts. The f rst part encodes the model, using only prior information about the model
and no information about the data. The second part encodes only the data in a way that makes use
of the model encoded in the f rst part. When applying the MML, the optimal number of classes of
the mixture is obtained by minimizing the following function [31, 140]:

MessLen ≈ − log(p(Θ))− L(Θ, Z,X ) + 1

2
log |F (Θ)|

+
Np

2
− 1

2
log(12) (3.14)

where p(Θ) is the prior probability, |F (Θ)| is the determinant of the Fisher information matrix
minus the log-likelihood of the mixture, and Np is the number of parameters to be estimated and
is equal to M(3d + 1) in our case. In the following subsections, we give the derivation of both
the prior probability p(Θ) and the determinant of the Fisher information matrix of minus the log-
likelihood of the mixture |F (Θ)|.

Derivation of the Prior p(Θ)

We specify a prior p(Θ) that expresses the lack of knowledge about the mixture parameters. It is
reasonable to assume that the parameters of different components in the mixture are independent,
since having knowledge about a parameter in one class does not provide any knowledge about
the parameters of another class. Thus, we can assume that the mixture parameters are mutually
independent, then:

p(Θ) = p(P )
M
∏

j=1

p(~µj)p(~σlj)p(~σrj) (3.15)

where P = (p1, . . . , pM). In what follows, we will specify each of these priors separately. Starting
with p(P ), we know that P = (p1,. . . ,pM ) is def ned on the simplex {(p1, . . . , pM) :

∑M
j=1 pj = 1}.
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Then, a natural choice as a prior for this vector is the Dirichlet distribution

p(P ) =
Γ(
∑M

j=1 ηj)
∏M

j=1 Γ(ηj)

M
∏

j=1

p
ηj−1
j (3.16)

where (η1, . . . , ηM) is the parameter vector of the Dirichlet distribution. When η1, . . . , ηM = η = 1

we get a uniform prior over the space p1+. . .+pM = 1. This prior is represented by

p(P ) = (M − 1)! (3.17)

For ~µj , we take a uniform prior for each µjk. Each µjk is chosen to be uniform in the region
(µjk − σlk ≤ µjk ≤ µjk + σrk), then the prior for ~µj is given by

p(~µj) =
d
∏

k=1

p(µjk) =
d
∏

k=1

1

(σlk + σrk)
(3.18)

For both ~σlj and ~σrj , knowing that (0 ≤ σljk ≤ σlk) and (0 ≤ σrjk ≤ σrk), then a good choice of
prior for σljk and σrjk is the uniform distribution:

p(~σlj) =
d
∏

k=1

p(σljk) =
d
∏

k=1

1

σlk
(3.19)

p(~σrj) =
d
∏

k=1

p(σrjk) =
d
∏

k=1

1

σrk
(3.20)

Finally, by replacing the priors of the parameter in equation 3.15 by each prior value in equations
3.17, 3.18, 3.19, and 3.20 we get

p(Θ) = (M − 1)!
d
∏

k=1

1

σM
lk
σM
rk
(σlk + σrk)

M
(3.21)

Derivation of the Determinant of the Fisher Information Matrix |F (Θ)|

The Fisher information matrix is the expected value of the Hessian of minus the logarithm of the
likelihood. It is diff cult, in general, to obtain the expected Fisher information matrix of a mixture
analytically. Therefore, we use the complete Fisher information matrix where its determinant is
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equal to the product of the determinant of the information matrix for each component times the
determinant of the information matrix of P

|F (Θ)| = |F (P )|
M
∏

j=1

|F (~µj)||F (~σlj)||F (~σrj)| (3.22)

in which: |F (~µj)|, |F (~σlj)|, and |F (~σrj)| are the Fisher information with regards to ~µj , ~σlj , and
~σrj , respectively for the AGD that corresponds to component j in the mixture model. |F (P )| is
the Fisher information with regards to the mixing parameters vector that satisfy the requirement
{∑M

j=1 pj = 1}. Consequently, it is possible to consider the generalized Bernoulli process with
a series of trials, each of which hasM possible outcomes labeled f rst cluster, second cluster, ....,
M th cluster. Therefore, the number of trials of the jth cluster is a multinomial distribution of
parameters p1, p2, . . ., pM . Then, the determinant of the Fisher information matrix is

|F (P )| = NM−1

∏M
j=1 pj

(3.23)

For |F (~µj)|, |F (~σlj)|, and |F (~σrj)| let us consider the jth classXj= ( ~Xl,. . . , ~Xl+nj−1) of the mixture
as the data in class j after classifying all the data X using the maximum a posteriori probability
def ned by Eq. 3.6. Note that nj is the number of data vectors belonging to the jth distribution.
This given choice of the jth class allows us to simplify the notation without loss of generality.
Then, the Hessian matrices when we consider the vectors ~µj , ~σlj , and ~σrj are given by:

F (~µj)k1,k2 =
∂2 log(p(Xj|Θ))

∂µjk1∂µjk2

(3.24)

F (~σlj)k1,k2 =
∂2 log(p(Xj|Θ))

∂σljk1∂σljk2
(3.25)

F (~σrj)k1,k2 =
∂2 log(p(Xj|Θ))

∂σrjk1∂σrjk2
(3.26)

where (k1 ,k2) ∈ (1, . . . ,d). Using appendix B to compute the derivatives in equations 3.24, 3.25,
3.26, we obtain

|F (~µj)| =
d
∏

k=1

[ l+nj−1
∑

i=l,Xik<µjk

1

σ2
ljk

+

l+nj−1
∑

i=l,Xik≥µjk

1

σ2
rjk

]

for j = 1, . . . ,M (3.27)
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|F (~σlj)| =
d
∏

k=1

[ l+nj−1
∑

i=l

1

(σljk + σrjk)
2
− 3

l+nj−1
∑

i=l,Xik<µjk

(Xik − µjk)
2

σ4
ljk

]

for j = 1, . . . ,M (3.28)

|F (~σrj)| =
d
∏

k=1

[ l+nj−1
∑

i=l

1

(σljk + σrjk)
2
− 3

l+nj−1
∑

i=l,Xik≥µjk

(Xik − µjk)
2

σ4
rjk

]

for j = 1, . . . ,M (3.29)

3.2.3 The AGMModel Learning Algorithm

In the following steps, we summarize the algorithm used for the AGM parameters estimation and
model selection. Given a number of components, the mixture parameters are estimated iteratively
using the EM algorithm:
Input: Data set X andMmax

Output: ΘM∗ (the values of Θ whenM∗ components are chosen) andM∗

Step 1: ForM = 1 :Mmax do{

1. Initialize the parameters.

2. Repeat until convergence.

(a) The E-step given by Eq. 3.6.

(b) The M-step given by Eqs. 3.8, 3.9, 3.12, 3.13.

3. Calculate the associated message length using Eq. (3.14).

}END FOR

Step 2: Select the modelM∗ with the smallest message length.

In order to initialize the parameters, we used the K-means algorithm. Note that, we initialized
both the left and right standard deviations with the standard deviation values obtained from the K-
means. In order to detect the convergence of the EM, we stop the iterations when the difference of
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the log-likelihood from two successive iterations ℓ and ℓ+1 is smaller than a predef ned threshold
ǫ.

3.3 Background Subtraction

In this section we investigate the eff ciency of the AGM algorithm for background subtraction. Our
method can be divided into two main components: background modeling and shadows detection.

3.3.1 Adaptive AGM algorithm

Adaptive Gaussian mixture algorithms are widely applied for background subtraction. In [2], the
authors presented an online learning of a GMM for each pixel in the video frames. Their idea was
to model each pixel in the scene by a mixture ofK Gaussian distributions, whereK is taken in the
range (3-5). Then, they ordered the K distributions based on the f tness value pj/σj and used the
f rst B distributions to model the background of the scene, where B is estimated as

B = argminb

b
∑

j=1

pj > T, (3.30)

T is a measure of the minimum portion of the data that represents the background in the scene.
Then, the foreground pixels were detected as any pixel that is more than 2.5 standard deviations
away from any of the B distributions. For the (ℓ + 1) frame, the f rst Gaussian component that
matches the test value will be updated by the following equations:

p̂ℓ+1
j = (1− α)p̂ℓj + αp̂(j|Xℓ+1) (3.31)

µ̂ℓ+1
j = (1− ρ)µ̂ℓ

j + ρXℓ+1 (3.32)

Σ̂ℓ+1
j = (1− ρ)Σ̂ℓ

j + ρ(Xℓ+1 − µ̂ℓ+1
j )T (Xℓ+1 − µ̂ℓ+1

j ) (3.33)

where 1/α def nes the time constant which determines change. p̂ℓ+1
j , µ̂ℓ+1

j , and Σ̂ℓ+1
j are the esti-

mated value of the weight, mean, and covariance of the component j of the mixture at the (ℓ + 1)
frame, respectively. Note that p̂(j|Xℓ+1) is formulated as:

p̂(j|Xℓ+1) =

{

1 if Xℓ match the class j

0 otherwise
(3.34)
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Finally, ρ is def ned as:
ρ = αN (Xℓ+1; µ̂ℓ

j, Σ̂
ℓ
j) (3.35)

where N (Xℓ+1; µ̂ℓ
j, Σ̂

ℓ
j) represents the Gaussian probability density function with mean µ̂ℓ

j and
covariance Σ̂ℓ

j) at Xℓ+1.
In the case when none of theK distributions matchs that pixel value, the least probable component
is replaced by a distribution with the current value as its mean, an initially high variance, and a low
weight parameter. According to their papers [2, 135, 141], only two parameters, α and T , have to be
set in the method. However, there are four major problems when using this method. First, modeling
both foreground and background pixels by a mixture of Gaussians implies the assumption that they
are symmetrical which isn’t always the case. Second, using a pref xed number of components to
represent all pixels mixtures is not practical in real life. The method is not robust when dealing
with busy environments because a clean background is rare. Last but not least, slow adaptations
in the means and the covariance matrices, therefore the tracker can fail within a few seconds after
initialization. In this chapter, we are trying to overcome these drawbacks by:

1. Using the AGM to model the non-symmetricity of the pixels distributions.

2. Using the MML to choose the right number of components for each pixel distribution.

3. Using another method to update the mixture parameters.

4. Removing the connection between the likelihood term and ρ.

In our method, we start by representing every pixel at a given time frame ℓ by a vector of three
values : ~X(ℓ) = [R,G,B], where R,G,B are the red, green, and blue values taken from the color
camera. Then, as argued above, we model each pixel by an AGM to enhance the robustness of
our algorithm in modeling the non-symmetricity of pixels distributions. In order to update the
parameters of the AGMmixture at an input frame (ℓ+1), we check whether its new value matches
one of the M components of its AGM mixture. A match to a component occurs when the value
of the pixel ~X(ℓ+1) falls within K standard deviations of the mean of the component (depending
on the position of the pixel value from the mean we use the left or right standard deviation). If a
match occurs then we update the component parameters by:

pℓ+1
j = pℓj + Bℓ[p(j| ~Xℓ+1)− pℓj] (3.36)
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ξℓ+1
j = ξℓj + Bℓ

[

p(j| ~Xℓ+1)
∂L(Θ, Z, ~Xℓ+1)

∂ξj

]

(3.37)

where Bℓ represents any sequence of positive numbers that decreases to zero. The derivatives in
Eq. 3.37 are given in appendix A. If no match occurs, we create a new component for the mixture
with the mean equal to the new value of the pixel. Then, we evaluate the new modelMℓ+1 with
MML (note thatMℓ+1 denotes the mixture model associated with the pixel ~X at time ℓ + 1). In
other words, we calculate the message length for the new mixture model withM + 1 components:
ifMessLen(ℓ) > MessLen(ℓ+1), then we useMℓ+1 else we useMℓ and update the parameters
using Eqs. (3.36) and (3.37). In the case when there is an empty component j, pj = 0, we discard
the component j of the mixture and setM ←M − 1. Finally, using the same idea of [2], we order
the mixture components by the value of pj

||~σlj
||+||~σrj ||

, where ||~σlj || and ||~σrj || are the norm of the
left and right standard deviations of the component j, respectively. At that point, we use Eq. 3.30
to model the background by the f rst B components.
The complete algorithm for adaptive background subtraction can be summarized in the following
steps:

Step 1- Initialization for each pixel X:

1. SetM= 1, p1= 1

2. ∀ k=1, . . ., d: set σl1k = σr1k = 0.2, and µ1k = X
(0)
k .

Step 2- For each pixel ~X(ℓ+1) in a new frame do {

1. Verify if there is a match that exists for the new pixel value.

(a) If True

i. Update the new pixel model parameters using equations 3.36 and 3.37.

(b) If False

i. Add a new component to the mixture with mean equal the new pixel value.

ii. Evaluate the new modelMℓ+1 with MML.

A. IfMessLen(ℓ) > MessLen(ℓ+ 1){M ←M + 1}
B. IfMessLen(ℓ) < MessLen(ℓ+1) { useMℓ and update it using equations

3.36 and 3.37}.
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2. Check if there is any pj= 0 then {
M ←M − 1 }.

3. Order the pixel mixture components by the values of pj
||~σlj

||+||~σrj ||
.

4. Use equation 3.30 to extract foreground objects.

3.3.2 Shadow Detection Algorithm

Related Works

Moving shadows are a major problem for foreground detection algorithms. Shadows pixels in any
image differentiate themselves from the background and generally fall within the group of pixels
associated with foreground objects. Labeling cast shadows as foreground objects lead to silhouette
distortions and object fusions, thus reducing vision algorithm eff ciency for scene monitoring and
target recognition and tracking. Therefore, an effective shadow detection method is indispensable
for accurate foreground segmentation.
Moving shadows in the scene are caused by the occlusion of light sources due to the moving
objects. Therefore, shadow points have lower luminance values but similar chromaticity values.
However, the texture characteristic around the shadow points remains unchanged since shadows
do not alter the background surfaces. Shadow detection is known to be a challenging task because:
(1) shadow points are mostly classif ed as foreground, since they differ signif cantly from the back-
ground; (2) shadow has the same motion as the moving object causing it, which make the task of
differentiating between them very diff cult; (3) shadow is always adjacent to moving object, which
make it hard to remove using common segmentation techniques.
Generally, shadow detection algorithms can be classif ed into three categories: color-based, texture-
based, and statistic-based. The color-based approaches attempt to describe the change in the color
features of shadow pixels. In [142], the authors presented a robust shadow detection approach
based on brightness, saturation, and hue properties in the HSV color space. Their idea is built
on the hypothesis that shadows reduce surface brightness and saturation while maintaining hue
properties in the HSV color space. The work in [143] addressed the shadow detection problem
in YUV color space in order to avoid the time consuming HSV color space transformation. They
distinguished the shadow regions from the foreground regions according to the observation that
the YUV pixel value of shadows is lower than the linear pixels. According to the shadow model,
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Salvador et al. [144] identif ed an initial set of shadow pixels in RGB color space basing on the fact
that shadow region darkens the surface. Then, combining color invariance with geometric proper-
ties of shadow they were able to detect the shadows in different scenes. In [145], Horprasert et al.
built a model in the RGB color space to express normalized luminance variation and chromaticity
distortions. Though color-based methods have shown their eff ciency in shadow detection, they
may not be reliable in the case when moving objects have similar color as moving shadows.
On the other hand, texture-based approaches are based on the fact that texture of shadow regions
and the background are similar, while the texture of moving objects are different from the back-
ground. In [146], the authors explored ratio edges for shadow detection. They proved that ratio
edge is illumination invariant and that the distribution of normalized ratio edge difference is a chi-
square distribution. Then, a signif cance test was used to detect shadows. In addition to using
scene brightness distortion and chromaticity distortion, Choi et al. [147] proposed three estimators
which use the properties of chromaticity, brightness, and local intensity ratio. Hence, creating a
chromaticity difference that obey a standard normalize distribution between the shadow region and
the background. Finally, Finlayson et al. [148] used shadow edges along with illuminant invariant
images to recover full color shadow-free images. Hence, texture-based methods may be the most
promising technique for shadow detection because they are capable of capturing textual informa-
tion of different scenes. However, they suffer from three major problems: (1) they require to set
parameters for different scenes, (2) they can not handle complex and time-varying lighting condi-
tions, and (3) they are too computationally demanding which limit their applications.
Recently, the statistical prevalence of cast shadows had been employed to learn shadows in the
scenes. The principle of statistic-based methods is to build pixel-based statistical models in order
to detect cast shadows. In [4], the authors used an adaptive Gaussian Mixture Model to detect
moving cast shadows. The method consists of building a GMM to segment moving objects. Then,
they identif ed the distribution of moving objects from shadows using an effective computational
colour model similar to the one proposed in [145]. The work in [149] proposed the use of a
Gaussian Mixture Shadow Model (GMSM). The algorithm models moving cast shadows of non-
uniform and varying intensity, and builds statistical models to segment moving cast shadows by
using the GMM learning ability. However, the shadow models need a long time to converge while
the lighting conditions should remain stable which is a major drawback. Liu et al. [150] were able
to remove shadow using multi-level information in HSV color space. They attempted to improve
the convergence speed of pixel-based shadow model by using multi-level information. They used
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region-level information to increase the number of samples and global level information to up-
date a pre-classif er. However, the method still suffers from the slow learning of the conventional
GMM [2], and the low discriminativity of the pre-classif er in scenes having different types of
shadows. Statistical-based methods are widely applied due to their robustness in different scenes,
however, they are less effective in a real-world environment.

Proposed Approach

In this section, we present a novel pixel-based statistical approach to model moving cast shadows.
Normally, when using adaptive mixture algorithms, values that are frequently seen by a pixel are
captured into stable background distributions while values that are infrequently seen are classif ed
into foreground objects. Shadow values lie between both situations: They are not as frequent as
background values but their rate of appearance is higher than random foreground values. So, in
most cases, they are classif ed as foreground objects. Hence, the purpose of our shadow detection
algorithm is to remove cast shadows classif ed by the adaptive AGM as foreground objects. Our
idea is very simple and makes use of the property that shadows darken the surface upon which
they are cast [144]. Let us consider ~Xℓ+1 = (Xℓ+1

R , Xℓ+1
G , Xℓ+1

B ) belonging to the foreground
distribution. We classify the pixel ~Xℓ+1 as shadow if its distribution mean is smaller than that of
the pixel background models for all three channels. The steps of this approach can be summarized
as:

Input:The output of the asymmetric Gaussian mixture.

Output: Shadow candidates

For for each foreground distribution F do {

1. Compare its mean µF
R to the mean µB

R values of the B background distributions.

2. Compare its mean µF
G to the mean µB

G values of the B background distributions.

3. Compare its mean µF
B to the mean µB

B values of the B background distributions.

4. If (µF
R − µB

R < 0 & µF
G − µB

G < 0 & µF
B − µB

B < 0) then Consider this distribution to
be a candidate for the shadow model.

} END
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where µB
R, µB

G, µB
B are the B background distributions red, green, and blue means, respectively.

Hence, after applying this algorithm we will end up with three different models for the background,
foreground, and shadow.

3.3.3 Results

Our approach performance has been evaluated using the change detection dataset described in
[151]. This dataset consists of 31 videos depicting indoor and outdoor scenes with boats, cars,
trucks, and pedestrians that have been captured in different scenarios. The videos were taken with
different cameras ranging from low-resolution IP cameras to thermal cameras. Therefore, spatial
resolutions of the videos vary from 320× 240 to 720× 576 and the level of noise and compression
artifacts varies from one video to another due to diverse lighting conditions present.
The videos are grouped into six categories according to the type of challenge each represents.
The baseline category contains four videos, two indoor and two outdoor. There are six videos in
the dynamic background category depicting outdoor scenes with strong background motion. The
third category, Camera Jitter, contains one indoor and three outdoor videos captured by unstable
cameras. Shadows: This category consists of two indoor and four outdoor videos exhibiting strong
as well as faint shadows. Intermittent Object Motion is the f fth category which includes six videos
with scenarios known for causing “ghosting” artifacts in the detected motion. The last category is
composed of f ve (three outdoor and two indoor) sequences taken by far-infrared cameras. Figures
(3.2- 3.7) show some sample frames taken from this dataset.

In order to validate our method, we have compared it with six state of the art methods. These
methods can be divided into two main groups pixel based and Non-parametric Kernel Density Es-
timation (KDE) methods. For pixel based methods we have used: Stauffer et al. [2], Zivkovic [3],
KaewTraKulPong et al. [4], and Evangelio et al. [5]; as for KDE methods we have chosen the
methods introduced by ELgammal et al. [6] and Nonaka et al. [7]. Figures (3.2 to 3.7) show the
segmentations of our method with and without Shadow detection as well as the six other methods.
Note that in this application we set the maximum number of components for the AGM to 9 , the
standard deviation factor K = 2, and the threshold T = 0.6. From f gure 3.6, we can distinguish
that the AGM + SD wasn’t able to remove the shadow completely from the image because the
difference in value between the shadow and foreground wasn’t large enough to construct a model
that represents this shadow distribution. However, from qualitative evaluation, we can notice the

56



(a)

(b) (c) (d) (e)

(f) (g) (h) (i)

Figure 3.2: (a) Sample frame from Pets2006 video sequence in the baseline category, (b) Stauffer
et al. [2], (c) Zivkovic [3], (d) KaewTraKulPong et al. [4], (e) Evangelio et al. [5], (f) ELgammal
et al. [6], (g) Nonaka et al. [7], (h) AGM, (i) AGM+SD.

higher eff ciency of our method.
In order to have a quantitative evaluation of the performance, we have used two well-known

metrics, precision and recall, to quantify how well each algorithm works in classifying the data
[152]. Precision (Eq. 3.38) represents the percentage of detected true positives to the total number
of items detected by the algorithm. Recall (Eq. 3.39) is the percentage of number of detected true
positives by the algorithm to the total number of true positives in the dataset:

Precision =
TP

TP + FP
(3.38)

Recall =
TP

TP + FN
(3.39)

where TP is the total number of true positives correctly classif ed by the algorithm, FP is the total
number of false positives, and FN is the number of true positives that were wrongly classif ed
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(f) (g) (h) (i)

Figure 3.3: (a) Sample frame from Overpass video sequence in the dynamic background category,
(b) Stauffer et al. [2], (c) Zivkovic [3], (d) KaewTraKulPong et al. [4], (e) Evangelio et al. [5], (f)
ELgammal et al. [6], (g) Nonaka et al. [7], (h) AGM, (i) AGM+SD.

as background (false negatives). Tables (3.1 to 3.7) show the average recall and precision for
all methods. From table 3.7 we can deduce that our model is capable of detecting changes under
different scenarios eff ciently. According to quantitative and analytical analysis, we can conclude
that the use of AGM in background detection with shadow detection increased the performance
greatly.

In order to evaluate the effect of changing the parameters on the performance of our models, we
have used the precision-recall curves. For simplicity, we have generated precision-recall curves by
systematically changing the threshold parameter T and the standard deviation factorK. Figure 3.8
shows the effect of changing T and K on our method with and without Shadow detection. Based
on the measurements shown in Figure 3.8, we can notice that both methods perform consistently
very well. In addition, we can remark that varying T and K have little effect on the AGM +
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(a)

(b) (c) (d) (e)

(f) (g) (h) (i)

Figure 3.4: (a) Sample frame from Badminton video sequence in the Camera Jitter category, (b)
Stauffer et al. [2], (c) Zivkovic [3], (d) KaewTraKulPong et al. [4], (e) Evangelio et al. [5], (f)
ELgammal et al. [6], (g) Nonaka et al. [7], (h) AGM, (i) AGM+SD.

SD performance, as for the AGM it is affected by T alteration. Furthermore, the high overall
precision of both algorithms allows our methods to operate with a low false positive rate at their
sensitive operating point. It is noteworthy that the computational time of our approach for adaptive
background subtraction with and without shadow detection are around 12 and 13 frames per second
for frames with 320 × 240 pixels resolution running on Core i7-2.4 GHz processor.

3.4 Discussion

Adaptive mixture models are popular methods for background modeling. The proposed method
has provided three main improvements to the well-known adaptive Gaussian mixture model [2].
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(a)

(b) (c) (d) (e)

(f) (g) (h) (i)

Figure 3.5: (a)Sample frame from Parking video sequence in the Intermittent Object Motion cate-
gory, (b) Stauffer et al. [2], (c) Zivkovic [3], (d) KaewTraKulPong et al. [4], (e) Evangelio et al. [5],
(f) ELgammal et al. [6], (g) Nonaka et al. [7], (h) AGM, (i) AGM+SD.

First, we have adopted the use of the asymmetric Gaussian distribution capable of modeling non-
symmetrical data. Second, we have eliminated the problem of determining the number of clusters
of the AGM by the use of the MML criterion. Finally, we have presented a novel pixel-based
statistical approach for shadow detection and removal. Our shadow scheme identif es distributions
of pixel values that could represent shadowed surfaces then uses them to build a second asymmet-
ric Gaussian mixture model for shadows, hence, building a shadow models capable of evolving
over time. Our background subtraction approach shows good performance in terms of adaptabil-
ity, accuracy and robustness, in different indoor and outdoor scenes with complex illumination
variations, background movements, shadows, and ghosting artifacts.
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(a)

(b) (c) (d) (e)

(f) (g) (h) (i)

Figure 3.6: (a) Sample frame from PeopleInShade video sequence in the shadows category, (b)
Stauffer et al. [2], (c) Zivkovic [3], (d) KaewTraKulPong et al. [4], (e) Evangelio et al. [5], (f)
ELgammal et al. [6], (g) Nonaka et al. [7], (h) AGM, (i) AGM+SD.

Table 3.1: Baseline Precision and Recall
Stauffer et al. [2] Zivkovic [3] KaewTraKulPong et al [4] Evangelio et al. [5] ELgammal et al. [6] Nonaka et al. [7] AGM AGM+SD

Highway
Prec. 92.98% 91.63% 90.83% 91.29% 93.28% 90.33% 93.01% 93.89%
Rec. 91.82% 89.16% 64.96% 87.81% 93.79% 94.59% 92.27% 89.07%

Off ce
Prec. 74.63% 92.90% 99.08% 81.58% 96.76% 81.54% 93.87% 96.69%
Rec. 49.04% 50.75% 36.36% 67.48% 90.54% 30.36% 71.31% 65.10%

Pedestrians
Prec. 92.25% 93.86% 97.78% 79.64% 96.05% 73.72% 94.55% 97.91%
Rec. 98.68% 98.20% 80.15% 95.93% 95.40% 99.72% 98.33% 97.18%

PETS2006
Prec. 78.56% 81.35% 93.60% 90.86% 82.84% 74.31% 84.51% 94.82%
Rec. 87.65% 85.28% 53.04% 95.97% 79.04% 74.22% 89.23% 89.20%
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(a)

(b) (c) (d) (e)

(f) (g) (h) (i)

Figure 3.7: (a) Sample frame from Corridor video sequence in the thermal category, (b) Stauffer
et al. [2], (c) Zivkovic [3], (d) KaewTraKulPong et al. [4], (e) Evangelio et al. [5], (f) ELgammal
et al. [6], (g) Nonaka et al. [7], (h) AGM, (i) AGM+SD.

Table 3.2: Dynamic Background Precision and Recall
Stauffer et al. [2] Zivkovic [3] KaewTraKulPong et al [4] Evangelio et al. [5] ELgammal et al. [6] Nonaka et al. [7] AGM AGM+SD

Boats
Prec. 70.14% 80.12% 89.72% 96.76% 60.89% 44.97% 92.61% 93.31%
Rec. 23.87% 70.04% 68.34% 48.63% 65.75% 61.15% 71.40% 70.56%

Canoe
Prec. 89.82% 91.94% 99.51% 98.81% 93.96% 87.09% 94.18% 96.42%
Rec. 86.59% 85.33% 67.76% 80.12% 83.15% 79.11% 86.15% 86.06%

Fountain01
Prec. 4.01% 4.31% 47.77% 3.99% 5.65% 6.51% 50.91% 51.07%
Rec. 79.73% 75.06% 82.91% 73.76% 79.30% 96.35% 83.76% 82.13%

Fountain02
Prec. 74.51% 74.59% 97.99% 74.03% 79.55% 71.80% 95.30% 96.14%
Rec. 87.17% 84.37% 59.06% 85.33% 85.28% 97.04% 86.10% 86.12%

Overpass
Prec. 91.91% 93.66% 85.97% 85.56% 85.12% 82.29% 91.90% 95.30%
Rec. 82.94% 80.76% 73.74% 90.25% 80.03% 88.68% 84.22% 82.16%

Fall
Prec. 3.91% 28.17% 69.20% 40.33% 18.75% 32.12% 66.12% 71.27%
Rec. 88.38% 85.60% 76.64% 84.79% 87.21% 81.75% 89.14% 84.66%
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Table 3.3: Camera Jitter Precision and Recall
Stauffer et al. [2] Zivkovic [3] KaewTraKulPong et al [4] Evangelio et al. [5] ELgammal et al. [6] Nonaka et al. [7] AGM AGM+SD

Badminton
Prec. 63.70% 62.51% 92.11% 90.43% 66.68% 76.00% 89.41% 90.77%
Rec. 75.53% 71.47% 54.80% 80.44% 79.04% 81.61% 78.07% 77.95%

Boulevard
Prec. 40.02% 43.79% 62.25% 65.21% 33.59% 70.57% 61.13% 61.90%
Rec. 83.21% 79.77% 62.96% 75.82% 77.64% 58.73% 79.54% 77.89%

Sidewalk
Prec. 42.71% 35.99% 53.20% 89.86% 49.89% 64.25% 80.82% 88.16%
Rec. 58.12% 51.06% 28.57% 50.49% 52.49% 64.65% 61.25% 57.92%

Traff c
Prec. 58.61% 52.58% 68.33% 64.57% 44.31% 68.88% 66.10% 70.44%
Rec. 76.47% 73.68% 56.64% 76.76% 85.89% 87.63% 78.46% 72.72%

Table 3.4: Intermittent Object Motion Precision and Recall
Stauffer et al. [2] Zivkovic [3] KaewTraKulPong et al [4] Evangelio et al. [5] ELgammal et al. [6] Nonaka et al. [7] AGM AGM+SD

AbondonedBox
Prec. 65.52% 62.14% 67.75% 66.53% 53.73% 79.67% 67.41% 72.15%
Rec. 45.74% 45.64% 39.51% 42.23% 87.45% 40.54% 45.18% 42.60%

Parking
Prec. 75.82% 73.82% 65.57% 78.93% 61.53% 92.49% 77.92% 81.15%
Rec. 74.09% 69.87% 36.60% 65.80% 26.77% 46.45% 73.08% 70.22%

StreetLight
Prec. 89.16% 92.47% 99.69% 92.40% 48.01% 78.52% 97.56% 98.79%
Rec. 32.25% 33.94% 23.57% 33.19% 31.46% 20.76% 30.33% 28.61%

Sofa
Prec. 85.92% 89.25% 96.93% 94.02% 85.72% 87.34% 92.52% 95.70%
Rec. 51.62% 51.41% 32.60% 57.75% 51.91% 43.58% 59.90% 51.63%

Tramstop
Prec. 68.54% 56.36% 71.89% 68.20% 18.91% 97.01% 68.23% 75.44%
Rec. 33.74% 59.34% 15.79% 39.88% 30.09% 38.64% 42.41% 32.62%

WinterDriveway
Prec. 16.32% 13.41% 15.37% 19.49% 8.64% 54.94% 25.68% 25.79%
Rec. 71.10% 67.84% 60.50% 61.93% 74.40% 80.75% 60.15% 60.08%

Table 3.5: Shadows Precision and Recall
Stauffer et al. [2] Zivkovic [3] KaewTraKulPong et al [4] Evangelio et al. [5] ELgammal et al. [6] Nonaka et al. [7] AGM AGM+SD

Backdoor
Prec. 50.81% 50.94% 94.33% 60.84% 82.26% 89.94% 66.43% 94.89%
Rec. 85.32% 82.34% 75.39% 88.56% 86.74% 99.07% 89.73% 76.82%

Bungalows
Prec. 71.97% 71.58% 63.36% 72.95% 70.73% 81.27% 72.62% 74.59%
Rec. 89.41% 87.40% 58.29% 94.88% 83.31% 89.36% 94.89% 93.13%

BusStation
Prec. 88.28% 88.32% 93.74% 88.2% 84.02% 82.93% 88.50% 92.88%
Rec. 73.40% 71.04% 45.19% 86.05% 74.37% 63.07% 90.11% 89.25%

Cubicle
Prec. 10.82% 55.11% 88.26% 67.22% 55.31% 85.86% 66.16% 87.19%
Rec. 30.12% 78.61% 70.88% 92.64% 83.48% 77.28% 92.48% 90.24%

PeopleInShade
Prec. 84.05% 84.11% 84.66% 83.67% 84.21% 78.66% 84.61% 87.15%
Rec. 94.39% 92.69% 79.47% 96.49% 96.01% 69.62% 96.55% 95.21%

CopyMachine
Prec. 79.42% 83.84% 90.29% 84.07% 83.06% 75.99% 88.54% 92.19%
Rec. 53.92% 54.14% 50.15% 56.19% 88.29% 33.41% 57.43% 55.70%
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Table 3.6: Thermal Precision and Recall
Stauffer et al. [2] Zivkovic [3] KaewTraKulPong et al [4] Evangelio et al. [5] ELgammal et al. [6] Nonaka et al. [7] AGM AGM+SD

Corridor
Prec. 80.75% 83.93% 96.20% 85.84% 88.06% 89.55% 90.72% 93.90%
Rec. 82.52% 83.26% 65.71% 84.68% 83.20% 56.00% 89.24% 87.17%

Library
Prec. 84.76% 81.76% 96.68% 93.86% 97.14% 96.35% 94.66% 94.81%
Rec. 28.00% 28.68% 24.03% 30.23% 92.20% 8.07% 31.33% 31.05%

Park
Prec. 80.66% 85.07% 99.95% 92.57% 85.85% 80.42% 88.14% 89.47%
Rec. 63.96% 59.30% 16.24% 39.98% 60.81% 89.03% 64.00% 62.28%

DiningRoom
Prec. 93.37% 92.31% 98.54% 94.03% 88.42% 95.55% 93.74% 94.44%
Rec. 70.21% 69.43% 43.16% 77.45% 75.74% 40.11% 79.57% 79.07%

Lakeside
Prec. 93.04% 92.23% 94.10% 96.86% 89.21% 96.36% 97.48% 98.53%
Rec. 39.88% 36.41% 20.59% 35.80% 24.29% 14.12% 40.84% 39.78%

Table 3.7: Overall Precision and Recall
Stauffer et al. [2] Zivkovic [3] KaewTraKulPong et al [4] Evangelio et al. [5] ELgammal et al. [6] Nonaka et al. [7] AGM AGM+SD

Prec. 70.12% 70.79% 82.28% 78.12% 68.43% 76.63% 81.06% 83.11%
Rec. 71.08% 69.64% 50.72% 70.73% 74.42% 65.07% 79.18% 73.07%

Figure 3.8: Precision and Recall curves for : The AGM and the AGM +SD when varying T and
K.

64



Chapter4
Finite asymmetric generalized Gaussian
mixture models learning for infrared object
detection

The interest in automatic surveillance and monitoring systems has been growing over the last years
due to increasing demands for security and law enforcement applications. Although, automatic
surveillance systems have reached a signif cant level of maturity with some practical success, it
still remains a challenging problem due to large variation in illumination conditions. Recognition
based only on the visual spectrum remains limited in uncontrolled operating environments such as
outdoor situations and low illumination conditions. In the last years, as a result of the development
of low-cost infrared cameras, night vision systems have gained more and more interest, making
infrared (IR) imagery as a viable alternative to visible imaging in the search for a robust and prac-
tical identif cation system. Recently, some researchers have proposed the fusion of data recorded
by an IR sensor and a visible camera in order to produce information otherwise not obtainable by
viewing the sensor outputs separately. In this chapter, we propose the application of f nite mixtures
of multidimensional asymmetric generalized Gaussian distributions for different challenging tasks
involving IR images. The advantage of the considered model is that it has the required f exibility
to f t different shapes of observed non-Gaussian and asymmetric data. In particular, we present
a highly eff cient expectation-maximization (EM) algorithm, based on minimum message length
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(MML) formulation, for the unsupervised learning of the proposed model’s parameters. In ad-
dition, we study its performance in two interesting applications namely pedestrian detection and
multiple target tracking. Furthermore, we examine whether fusion of visual and thermal images
can increase the overall performance of surveillance systems.

4.1 Introduction

Security of human lives and property has always been a major concern. Nowadays, developing
video surveillance systems aimed at monitoring private and public areas has became one of the
most active research f elds due to the high amount of theft, accidents, terrorists attacks and riots.
However, human attention is known to drop after just 30 minutes when engaged in monotonous
and repetitive activities [153]. This is the case for security personnel tasked to monitor relatively
vast environments where suspicious events are rare. Therefore, automatic video surveillance tech-
niques were proposed to allow automatic processing of the data acquired by surveillance cameras
without requiring the continuous attention of human operators. Automatic video surveillance sys-
tems are employed in controlled and uncontrolled environments [154]. In controlled or indoor
environments (i.e. airports, warehouses, and production plants) monitoring is easier to implement
as it doesn’t depend on weather changes [129, 155]. Uncontrolled environment is used to refer to
outdoor scenes where illumination and temperature changes occur frequently, and where various
atmospheric conditions can be observed [129, 156].

Normally, when setting up a security system there are two major types of security cameras:
visual-light, and infrared sensors. Visual-light or color cameras are employed vastly due to their
lower cost compared to infrared sensors [157]. However, under low illumination sensing in visible
spectrum becomes infeasible [158]. Thermal IR sensors measure the emitted heat energy from
different objects, which make it invariant to changes in ambient illumination. Hence, IR imaging
is a perfect choice for monitoring under low illumination conditions or even in darkness [159].
In order to show that thermal IR offers a promising alternative to visible imagery we will use it
for pedestrian detection. Despite its robustness to illumination changes, IR has various drawbacks.
One of its disadvantages is its sensitivity to outdoor temperature changes, which make it vulnerable
to cold or warm air [160, 161]. Some researchers decided to use both visible and infrared images
together in order to increase the eff ciency of surveillance systems [162, 163]. It is widely known in
the f eld of image fusion that the combination of thermal infrared and visible images is not trivial.
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Fusion techniques can be grouped into two classes: representative and analytical. Representative
fusion uses both visible and infrared features together in order to generate a new image more
informative or intuitive for a human observer. It is important to understand that the generation of
such an image can be of a great importance in the case of human monitoring and is not required for
automated video monitoring applications. On the other hand, analytical fusion combines available
information from both sensors for a more robust analysis and interpretation of the image or video
content. This method is based on the idea that combining both thermal and visible information
can overcome the disadvantages of both visible-light images (i.e. shadows problem, sensitivity to
variations in illumination and lights) and infrared images (i.e. sensitivity to outdoor temperature
changes).

Discovering and f nding valuable information and patterns in multidimensional data depends
generally on the selection of an appropriate statistical model and the learning of its parameters. In
recent years a lot of different algorithms were developed in the aim of automatically learning to
recognize complex patterns, and to produce intelligent decisions based on observed data. Finite
mixture models are now among the most widely used statistical approaches in many areas and ap-
plications and allow a formal approach for unsupervised learning. In such context, classic interest
is often related to the determination of the number of clusters (i.e. model selection) and the esti-
mation of the mixture’s parameters. The isotropic nature of the Gaussian distribution, along with
its capability to represent the data compactly by a mean vector and covariance matrix, has made
Gaussian mixture (GM) decomposition a popular technique. However, Gaussian density has some
drawbacks such as its symmetry around the mean and the rigidity of its shape, which prevent it
from f tting accurately the data especially in the presence of outliers. Figure 4.1 shows an example
of an IR image. We can notice that its intensity distribution is not symmetrical. It is clear that
using the GM to represent this distribution is not eff cient. In order to overcome problems related
to the Gaussian assumption, some researchers have shown that the generalized Gaussian distribu-
tion (GGD) can be a good choice to model non-Gaussian data [20, 21]. Compared to the GD, the
GGD has one more parameter λ that controls the tail of the distribution: the larger the value of
λ is, the f atter is the distribution; the smaller λ is, the more peaked is the distribution. Despite
the higher f exibility that GGD offers, it is still a symmetric distribution inappropriate to model
non-symmetrical data. In this chapter, we suggest the consideration of the asymmetric generalized
Gaussian distribution (AGGD) capable of modeling non-Gaussian asymmetrical data. The AGGD
uses two variance parameters for left and right parts of the distribution, which allow it not only
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to approximate a large class of statistical distributions (e.g. impulsive, Laplacian, Gaussian and
uniform distributions) but also to include the asymmetry. As shown in Figure 4.1(b) we can notice
that the asymmetric generalized Gaussian mixture (AGGM) was able to accurately model the data
and outperforms both the GM and the generalized Gaussian mixture (GGM).

(a) (b)

Figure 4.1: (a) IR image, (b) Real and estimated (using GM, GGM and AGGM) histograms for
the IR image.

An important part of the mixture modeling problem concerns learning the model parameters
and determining the number of consistent components (M ) which best describes the data. For this
purpose, many approaches have been suggested. The vast majority of these approaches can be
classif ed, from a computational point of view, into two classes: deterministic and stochastic meth-
ods. Deterministic methods, estimate the model parameters for different range ofM then choose
the best value that maximizes a model selection criterion such as Akaike’s information criterion
(AIC) [29], minimum description length (MDL) [30] and Laplace empirical criterion (LEC) [14].
Stochastic methods such as Markov chain Monte Carlo (MCMC) can be used in order to sample
from the full a posteriori distribution withM considered unknown [36]. Despite their formal ap-
peal, MCMC methods are too computationally demanding, therefore can’t be applied eff ciently
for online applications such as automatic video surveillance. For this reason, we are interested
in deterministic approaches. In our proposed method, we use K-means algorithm to initialize
the asymmetric generalized Gaussian mixture parameters and successfully solve the initialization
problem. The number of mixture components is automatically determined by implementing MML
criterion [31] into an EM algorithm based on maximum likelihood (ML) estimation. Our learning
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method can integrate simultaneously parameter estimation and model selection in a single algo-
rithm and is consequently totally unsupervised.
The rest of this chapter is organized as follows. Section 4.2 describes the AGGM model and gives
a complete learning algorithm. In section 4.3, we assess the performance of the new model for
pedestrian detection and multiple-target tracking; while comparing it to other models. Our last
section is devoted to the conclusion and some perspectives.

4.2 Finite Asymmetric Generalized Gaussian Mixture Model

4.2.1 The Finite Mixture Model

Formally we say that a d-dimensional random variable ~X = [X1, . . . , Xd]
T follows a M compo-

nents mixture distribution if its probability function can be written in the following form:

p( ~X|Θ) =
M
∑

j=1

pjp( ~X|ξj) (4.1)

where ξj is the set of parameters of component j, pj are the mixing proportions which must be
positive and sum to one, Θ= {p1,. . . ,pM ,ξ1,. . . ,ξM} is the complete set of parameters fully char-
acterizing the mixture, M ≥ 1 is number of components in the mixture. For the AGGM, each
component density p( ~X|ξj) is an AGGD:

p( ~X|ξj) =
∏d

k=1

βjk

[

Γ(3/βjk)

Γ(1/βjk)

]1/2

(σljk
+σrjk

)Γ(1/βjk)















exp

[

− A(βjk)
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µjk−Xk

σljk

)βjk
]

if Xk < µjk

exp

[

− A(βjk)
(

Xk−µjk

σrjk

)βjk
]

if Xk ≥ µjk

(4.2)

where A(βjk) =
[

Γ(3/βjk)

Γ(1/βjk)

]βjk/2

and Γ(.) is the Gamma function given by: Γ(x) =
∫∞

0
tx−1e−tdt,

x > 0. Note that ξj = (~µj, ~βj , ~σlj , ~σrj) is the set of parameters of component j where ~µj =
(µj1,. . . ,µjd), ~σlj = (σlj1 ,. . . ,σljd), and ~σrj = (σrj1 ,. . . ,σrjd) are the mean, the left standard devi-
ation, and the right standard deviation of the d-dimensional AGGD, respectively. The parameter
~βj = (βj1,. . . ,βjd) controls the tails of the pdf and determines whether it is peaked or f at: the larger
the value of ~βj , the f atter the pdf, and the smaller ~βj is, the more peaked the pdf. The AGGD is
chosen to be able to f t, in analytically simple and realistic way, symmetric or non-symmetric data
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by the combination of the left and right variances.
LetX= ( ~X1,. . . , ~XN ) be a set ofN independent and identically distributed vectors, assumed to arise
from a f nite AGGM withM components. Thus, its corresponding likelihood can be expressed as
follows:

p(X|Θ) =
N
∏

i=1

M
∑

j=1

p( ~Xi|ξj)pj (4.3)

where the set of parameters of the mixture withM classes is def ned by Θ = (~µ1,. . . , ~µM , ~β1,. . . ,
~βM , ~σl1 ,. . . , ~σlM , ~σr1 ,. . . , ~σrM , p1,. . . , pM ). We introduce membership vectors, ~Zi = (Zi1, . . . , ZiM),
one for each observation encoding to which component the observation belongs. In other words,
Zij , j = 1, . . . ,M equals 1 if ~Xi belongs to class j and 0, otherwise. Taking into account
Z = {~Z1, . . . , ~ZN}, the complete-data likelihood is given by:

p(X , Z|Θ) =
N
∏

i=1

M
∏

j=1

(

p( ~Xi|ξj)pj
)Zij

(4.4)

4.2.2 Maximum Likelihood Estimation of the Mixture Parameters

For the moment, we suppose that the number of mixture components M is known. The ML
estimation method consists of getting the mixture parameters that maximize the log-likelihood
function given by:

L(Θ, Z,X ) =
N
∑

i=1

M
∑

j=1

Zij log

(

p( ~Xi|ξj)pj
)

(4.5)

by replacing each Zij by its expectation, def ned as the posterior probability that the ith observation
arises from the jth component of the mixture as follows:

Ẑij = p(j| ~Xi) =
p( ~Xi|ξj)pj

∑M
j=1 p(

~Xi|ξj)pj
(4.6)

Using equation 4.6 we can assign each vector ~Xi to one of the M clusters. Now, using these
expectations, the goal is to maximize the complete data log-likelihood with respect to our model
parameters. This can be done by calculating the gradient of the log-likelihood with respect to
pj , ~µj , ~βj , ~σlj , and ~σrj . When estimating pj we actually need to introduce Lagrange multiplier
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to ensure that the constraints pj > 0 and
∑M

j=1 pj = 1 are satisf ed. Thus, the augmented log-
likelihood function can be expressed by:

Φ(Θ, Z,X ,Λ) =
N
∑

i=1

M
∑

j=1

Zij log

(

p( ~Xi|ξj)pj
)

+ Λ(1−
M
∑

j=1

pj) (4.7)

where Λ is the Lagrange multiplier. Differentiating the augmented function with respect to pj we
get:

p̂j =
1

N

N
∑

i=1

p(j| ~Xi) (4.8)

By calculating the gradients of the complete log-likelihood with respect to ~µj , ~βj , ~σlj , and ~σrj , we
obtain the following for k = 1, . . . , d:
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−
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N
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−
N
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Zij

σljk + σrjk
= 0 (4.12)

whereΨ(x) = ∂log[Γ(x)]
∂x

. It is easy to notice that the equations from 4.9 to 4.12 related to all AGGD
parameters are non linear. Thus, we decided to use the Newton-Raphson method to estimate these
parameters:

µ̂jk ≃ µjk −
[(

∂2L(Θ, Z,X )
∂µ2

jk

)−1(
∂L(Θ, Z,X )

∂µjk

)]

(4.13)
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β̂jk ≃ βjk −
[(

∂2L(Θ, Z,X )
∂β2

jk

)−1(
∂L(Θ, Z,X )

∂βjk

)]

(4.14)

σ̂ljk ≃ σljk −
[(

∂2L(Θ, Z,X )
∂σ2

ljk

)−1(
∂L(Θ, Z,X )

∂σljk

)]

(4.15)

σ̂rjk ≃ σrjk −
[(

∂2L(Θ, Z,X )
∂σ2

rjk

)−1(
∂L(Θ, Z,X )

∂σrjk

)]

(4.16)

where ∂2L(Θ,Z,X )

∂µ2
jk

, ∂L(Θ,Z,X )
∂µjk

, ∂2L(Θ,Z,X )

∂β2
jk

, ∂L(Θ,Z,X )
∂βjk

, ∂2L(Θ,Z,X )

∂σ2
ljk

, ∂L(Θ,Z,X )
∂σljk

, ∂2L(Θ,Z,X )
∂σ2

rjk

, and ∂L(Θ,Z,X )
∂σrjk

are given in appendix C.

4.2.3 Model Selection Using MML Criterion

Different model selection methods have been introduced to estimate the number of components of
a mixture model. Among these methods the MML criterion has been shown to perform eff ciently.
The MML approach is based on evaluating statistical models according to their ability to compress
a message containing the data (minimum coding length criterion). High compression is obtained
by forming good models of the data to be coded. For each model in the model space, the message
includes two parts. The f rst part encodes the model, using only prior information about its param-
eters and no information about the data. The second part encodes only the data in a way that makes
use of the model encoded in the f rst part. When applying the MML, the optimal number of classes
of the mixture is obtained by minimizing the following function (i.e. the message length) [31, 140]:

MessLen ≈ − log(p(Θ))− L(Θ, Z,X ) + 1

2
log |F (Θ)|+ Np

2
− 1

2
log(12) (4.17)

where p(Θ) is the prior probability, |F (Θ)| is the determinant of the Fisher information matrix of
minus the log-likelihood of the mixture, and Np is the number of parameters to be estimated and
is equal toM(4d+ 1) in our case. In the following sections, we develop both p(Θ) and |F (Θ)|.

Derivation of p(Θ)

We specify a prior p(Θ) that expresses the lack of knowledge about the mixture parameters. It is
reasonable to assume that the parameters of different components in the mixture are independent,
since having knowledge about a parameter in one class does not provide any knowledge about the
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parameters of another class. Thus, we can assume that our parameters (µ = {~µj}, β = {~βj},
σl = {~σlj}, σr = {~σrj}, P = (p1,. . . ,pM )) are mutually independent, then:

p(Θ) = p(µ)p(β)p(σl)p(σr)p(P ) (4.18)

In what follows, we will compute each of these priors separately. Starting with p(P ), we know
that P is def ned on the simplex {(p1, . . . , pM) :

∑M
j=1 pj = 1}. Then, a natural choice as a prior

for this vector is the Dirichlet distribution

p(P ) =
Γ(
∑M

j=1 ηj)
∏M

j=1 Γ(ηj)

M
∏

j=1

p
ηj−1
j (4.19)

where (η1, . . . , ηM) is the parameter vector of the Dirichlet distribution. When η1, . . . , ηM = η = 1

we get a uniform prior over the space p1+. . .+pM = 1. This prior is represented by

p(P ) = (M − 1)! (4.20)

For the parameter µ, we take a uniform prior for each µjk. Each µjk is chosen to be uniform in the
region (µk − σlk ≤ µjk ≤ µk + σrk), then the prior for µ is given by

p(µ) =
M
∏

j=1

d
∏

k=1

p(µjk) =
d
∏

k=1

1

(σlk + σrk)
M

(4.21)

For the parameter β, we adopt a uniform distribution U [0, h] for each βjk, where h is the maximum
value permitted. Then the prior for β is given by

p(β) =
M
∏

j=1

d
∏

k=1

p(βjk) =
1

hMd
(4.22)

It is known that (0 ≤ σljk ≤ σlk) and (0 ≤ σrjk ≤ σrk) for σl and σr, respectively. Then, for both
parameters σl and σr we take a uniform prior for each σljk and σrjk

p(σl) =
M
∏

j=1

d
∏

k=1

p(σljk) =
d
∏

k=1

1

σM
lk

(4.23)

p(σr) =
M
∏

j=1

d
∏

k=1

p(σrjk) =
d
∏

k=1

1

σM
rk

(4.24)
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Finally, by replacing the priors in equation 4.18 by the expressions in equations 4.20, 4.21, 4.22,
4.23,4.24, we get

p(Θ) =
(M − 1)!

hMd

d
∏

k=1

1

σM
lk
σM
rk
(σlk + σrk)

M
(4.25)

Derivation of |F (Θ)|

The Fisher information matrix is the expected value of the Hessian of minus the logarithm of the
likelihood. It is diff cult, in general, to obtain analytically the expected Fisher information matrix
of a mixture. Therefore, we use the complete Fisher information matrix which determinant is equal
to the product of the determinants of the information matrices with respect to the parameters of
each mixture component:

|F (Θ)| = |F (P )|
M
∏

j=1

|F (~µj)||F (~βj)||F (~σlj)||F (~σrj)| (4.26)

where F (P )|, |F (~µj)|, |F (~βj)|, |F (~σlj)|, and |F (~σrj)| are the Fisher information with regards to
P , ~µj , ~βj , ~σlj , and ~σrj , respectively. Regarding |F (P )| it is straightforward to show that:

|F (P )| = NM−1

∏M
j=1 pj

(4.27)

The Hessian matrices when we consider the vectors ~µj , ~βj , ~σlj , and ~σrj are given by

F (~µj)k1,k2 =
∂2 log(p(Xj|Θ))

∂µjk1∂µjk2

(4.28)

F (~βj)k1,k2 =
∂2 log(p(Xj|Θ))

∂βjk1∂βjk2
(4.29)

F (~σlj)k1,k2 =
∂2 log(p(Xj|Θ))

∂σljk1∂σljk2
(4.30)

F (~σrj)k1,k2 =
∂2 log(p(Xj|Θ))

∂σrjk1∂σrjk2
(4.31)

where (k1 ,k2) ∈ (1, . . . ,d). Note that Xj= ( ~Xl,. . . , ~Xl+nj−1) represents the data in class j after
classifying all the data X using the maximum a posteriori probability def ned by Eq. 4.6. Using
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appendix C to compute the derivatives in equations 4.28, 4.29, 4.30, 4.31, we obtain

|F (~µj)| =
d
∏

k=1

A(βjk)βjk(βjk − 1)

[ l+nj−1
∑

i=l,Xik<µjk

(µjk −Xik)
βjk−2

σljk
βjk

+

l+nj−1
∑

i=l,Xik≥µjk

(Xik − µjk)
βjk−2

σrjk
βjk

]

j = 1, . . . ,M (4.32)

|F (~βj)| =
d
∏

k=1

l+nj−1
∑

i=l

[

1

β2
jk

+
3Ψ′(1/βjk)

2β4
jk

+ 3
Ψ(1/βjk)−Ψ(3/βjk)

β3
jk

− 9Ψ′(3/βjk)

2β4
jk

]

+ A(βjk)

l+nj−1
∑

i=l,Xik<µjk

(

µjk −Xik

σljk

)βjk
[(

9Ψ′(3/βjk)−Ψ′(1/βjk)

2β3
jk

+
3Ψ(3/βjk)−Ψ(1/βjk)

2β2
jk

)

+

(

3Ψ(3/βjk)−Ψ(1/βjk)

2βjk
− log

[

µjk −Xik

σljk

])2]

(4.33)

+ A(βjk)

l+nj−1
∑

i=l,Xik≥µjk

(

Xik − µjk

σrjk

)βjk
[(

9Ψ′(3/βjk)−Ψ′(1/βjk)

2β3
jk

+
3Ψ(3/βjk)−Ψ(1/βjk)

2β2
jk

)

+

(

3Ψ(3/βjk)−Ψ(1/βjk)

2βjk
− log

[

Xik − µjk

σrjk

])2]

j = 1, . . . ,M

where Ψ′(x) = ∂2log[Γ(x)]
∂x2 .

|F (~σlj)| =
d
∏

k=1

[ l+nj−1
∑

i=l

1

(σljk + σrjk)
2

(4.34)

− A(βjk)βjk(βjk + 1)

l+nj−1
∑

i=l,Xik<µjk

1

σ2
ljk

(

µjk −Xik

σljk

)βjk]

j = 1, . . . ,M

|F (~σrj)| =
d
∏

k=1

[ l+nj−1
∑

i=l

1

(σljk + σrjk)
2

(4.35)

− A(βjk)βjk(βjk + 1)

l+nj−1
∑

i=l,Xik≥µjk

1

σ2
rjk

(

Xik − µjk

σrjk

)βjk]

j = 1, . . . ,M
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4.2.4 Complete AGGM Learning Algorithm

In the following steps, we summarize the algorithm used for the learning of our AGGM:
Input: Data set X andMmax

Output: ΘM∗ (the values of Θ whenM∗ components are chosen) andM∗

Step 1: ForM = 1 :Mmax do{

1. Initialization.

2. Repeat until convergence.

(a) The Expectation step using Eq.4.6.

(b) The Maximization step using Eqs.(4.13-4.16).

3. Calculate the associated message length using Eq.(4.17).

}END FOR

Step 2: Select the modelM∗ with the smallest message length value.

In order to initialize the parameters, we used the K-Means algorithm. Note that we initialized
both the left and right standard deviations with the standard deviation values obtained from the K-
Means, as for the values of the shape parameters we initialized them to 2. It is noteworthy that this
is equivalent actually to reducing the AGGM to a simple GM at the initialization step. Concerning
the convergence, we stop the iterations when the log-likelihood does not change much from one
step to the next. More interesting and detailed information on the convergence properties of the
EM algorithm can be found in [14].

4.3 Experimental Results

In this section we report results on two interesting applications namely pedestrian detection and
multiple-target tracking. We investigate the effectiveness of our algorithm by comparing it to other
state of the art methods. In all our experimentsMmax is set to 9.
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4.3.1 Pedestrian detection

Pedestrian detection is an essential task in intelligent automatic video surveillance systems. In
recent years, numerous approaches have been proposed in order to detect, track, and recognize
human activity [164]. However, pedestrian detection still remains an active research area in com-
puter vision. The pedestrian detection task is challenging from a computer vision perspective due
to the great variety of human appearances (very high intraclass variability), background structure,
partial occlusions, and lighting conditions. In this chapter, we present an approach toward pedes-
trian detection for infrared imagery. Unlike visible images, thermal images characteristically have
a low SNR, halos that appear around very hot or cold objects, and are vulnerable to climate and
temperature changes. For these reasons, we decide to use the AGGM as data contain non-Gaussian
characteristics impossible to model using rigid distributions. The AGGM model is used in this ap-
plication to partition a given IR image into regions (each associated with one mixture component).
The number of mixture components needed for the image and the parameters of each component
are determined using the learning algorithm developed in the previous section.

It is known that warm objects (objects with high thermal inertia like water, animals, and people)
appear lighter than cold objects (dark surfaces like cars and buildings) in thermal imagery. Thus,
pedestrian detection can be done by choosing the distribution with the largest mean, but this will
not be eff cient due to the polarity switch phenomenon [158]. Polarity switch is known as the
phenomenon that reverses the hot and cold ranges of thermal sensor (pedestrians that normally
give rise to bright pixels became dark pixels). We have noticed that when segmenting the image
using mixture models the class that contains pedestrians is characterized by its large left and right
standard deviations. Our algorithm is very simple and can be summarized as follows:

1. Apply the AGGM introduced in section 4.2.4 on each IR image to partition it into regions.

2. Check if the class with the largest mean has the largest variance as compared to other classes.

(a) If true, then this is the distribution that models the pedestrians in the image.

(b) If false, then choose the distribution with the largest variance.

To show the effectiveness of our method we compared it with four other methods: the GM learned
via the MML criterion, the inf nite Gaussian mixture model (IGM) [65], the GGM with MML
[21], and the inf nite generalized Gaussian mixture model (IGGM) [139]. We have used the OSU
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Thermal Pedestrian Database [165] for this application. We decided to use this dataset as it is taken
on different days and under different weather conditions, which makes it vulnerable to climate and
temperature changes. Figure 4.2 shows an image taken in the presence of Haze for f ve pedestrians.

(a) (b) (c)

(d) (e) (f)

Figure 4.2: (a) IR image for f ve pedestrians in the presence of Haze, (b) GM, (c) IGM, (d) GGM,
(e) IGGM, and (f) AGGM.

Comparing the four outputs together we can notice that the GM and the IGM both have wrongly
modeled the two white street parts and the street lamp, also the pedestrian behind the tree wasn’t
correctly represented. As for the GGM, it has taken the street lamp into consideration, and failed
to represent the pedestrian behind the tree. Both IGGM and our method were able to recognize
the f ve pedestrians without any problem. Figure 4.3 shows an image taken on a very cloudy day
for four pedestrians. We can notice from this image that the effect of a cloudy day is the same
as the polarity switch phenomenon. From the methods’ outputs, we can see that the GM and the
IGM both have only identif ed two pedestrians and their outputs are very noisy. For the GGM, it
has identif ed three pedestrians out of the four. As for the last two, they were able to recognize
all of them clearly. Figure 4.4 shows an image taken on a rainy day for six pedestrians where
three are using umbrellas. Comparing all outputs together we can notice that the IGGM and our
method outperformed the three other methods. In order to have a quantitative evaluation of the
performance, we have used two well-known metrics, precision and recall, to quantify how well
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(a) (b) (c)

(d) (e) (f)

Figure 4.3: (a) IR Image for six pedestrians on a very cloudy day, (b) GM, (c) IGM, (d) GGM, (e)
IGGM, and (f) AGGM.

(a) (b) (c)

(d) (e) (f)

Figure 4.4: (a) IR Image for six pedestrians on a rainy day, (b) MoG, (c) IMoG, (d) MoGG, (e)
IMoGG, and (f) MoAGG.
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each algorithm works in classifying the data [152]. Precision (Eq. 4.36) represents the percentage
of detected true positives (pedestrians) to the total number of items detected by the algorithm.
Recall (Eq. 4.37) is the percentage of number of detected true positives by the algorithm to the
total number of true positives in the dataset:

Precision =
TP

TP + FP
(4.36)

Recall =
TP

TP + FN
(4.37)

where TP is the total number of true positives correctly classif ed by the algorithm, FP is the total
number of false positives, and FN is the number of true pedestrians that were wrongly classif ed as
background (false negatives). Table 4.1 represents the average recall and precision for our method
(AGGM), the IGGM, the GGM, the IGM, the GM, as well as the methods introduced in [165]
and [158]. From this table we can deduce that our model is capable of detecting pedestrians
eff ciently. According to quantitative and analytical analysis, it’s clear that our method was able

Table 4.1: Precision and Recall
Davis et al. [165] Dai et al. [158] GM IGM GGM IGGM AGGM

Prec. 99.36% 99.39% 82.24% 85.36% 95.72% 98.69% 97.81%
Rec. 94.51% 99.49% 81.46% 83.67% 93.26% 97.41% 95.03%

to identify all pedestrians in each image even under polarity switch phenomenon. From table 4.1
we can see that our method outperformed all the other model based approaches except the IGGM,
however, Bayesian methods are still far too computationally demanding since the learning is based
on Markov Chain Monte Carlo (MCMC) techniques and can’t be applied eff ciently for online
applications like pedestrian detection. Furthermore, we can notice that the method introduced
in [158] outperformed our method, however, this method was designed for pedestrian tracking and
uses joint shape and appearance cues to resolve this problem which is not as simple as our method.
Finally, when comparing our method to the two stage approach introduced in [165] we found the
our method has a higher recall which means that it is more effective in identifying pedestrians.
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4.3.2 Multiple-Target Tracking

Multiple-target tracking (MTT) is a crucial task in video surveillance systems, as it aims at in-
ferring trajectories for each target from a video sequence. MTT is challenging, especially when
dealing with crowded scenes, due to similar appearance, inter and intra occlusions, low illumina-
tion conditions, outdoor temperature changes, and low resolution. Tracking can be achieved by
bottom-up or top-down approaches. First mentioned approach, also known as low level tracker,
consists of motion segmentation then a subsequent target association in order to detect each ob-
ject size, position and velocity. Motion segmentation can be carried out either by optical f ow, or
background subtraction. Then, a prediction stage is applied using Kalman f lter in order to provide
better chances of tracking success. Top-down approach (high level tracker) is based on complex
shape and motion modeling to deal with object appearance. Contour tracking has been widely
used for tracking the boundary contour of a deforming object, however, it may be inappropriate
in crowded scenes due to multiple target-occlusions. Comaniciu et al. [166] introduced another
algorithm that performs a gradient-descent search on the region of interest in images but it wasn’t
effective for MTT. However, none of these two approaches alone is capable to deal simultaneously
with the multiple target tracking problems such as environment occlusions, both total and partial,
and collisions, such as grouping and splitting events. In this application, we extend the work pre-
sented in [167], where the authors introduced a new framework for MTT in visible spectrum that
involves both low and high level approaches capable of overcoming the aforementioned problems.

Most solutions proposed for MTT have been proposed in the case of visible spectrum. In
brightly illuminated scenes, standard colour cameras provide the best information for object seg-
mentation. However, in outdoor applications, darkness and other environmental conditions such
as fog, rain and smoke strongly decrease the eff ciency of standard cameras. In many applications,
achievement of zero miss detection rate is a critical requirement and investment in more powerful
imaging systems is justif ed. This opens the way to video systems combining thermal and colour
cameras. This work is based on the hypothesis that the addition of LWIR cameras (8-12 µm)
can signif cantly improve the robustness of MTT systems in uncontrolled environments. The used
dataset for this application is the OSU Color-Thermal Database [168]. This dataset consists of
two video sequences, one in the visible spectrum and the other in thermal infrared. Some sample
frames taken from this data set are shown in Fig. 4.5.

Our method can be divided into three main components: Detection, Low level tracking, and
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Figure 4.5: Some sample frames from the OSU Color-Thermal database.

high level tracking. Detection is used to detect every moving blob within the scene. Then, a low
level tracker is introduced to track every isolated object. Finally, a high level tracker is applied to
deal with occlusions. In this work, we are using the AGGM for blob detection as well as extending
both the low and high level tracker represented in [167] to deal with fusion of both visible and
infrared inputs.

Blob Detection

The f rst step in any MTT system is the detection of every moving blob within the scene. This step,
known as foreground segmentation, is often used as the primary step in video surveillance and opti-
cal motion capture in order to model the background and to detect the moving objects in the scene.
Recently, adaptive GM models have been applied for segmenting video foregrounds [3, 169, 170]
(a complete detailed survey can be found in [134]). The idea is to segment the foreground moving
objects by constructing over time a mixture model for each pixel and deciding, in a new input
frame, whether the pixel belongs to the foreground or the background [2, 127]. However, these
methods have some drawbacks. Modeling the background using the GM implies the assumption
that the background and foreground distributions are Gaussians which isn’t always the case for
uncontrolled environments as argued by [138].
Here, we try to overcome these problems related to GM by using AGGM to enhance the robustness
of mixture modeling. Our approach is built on the method of [127] in which an online learning of
a GM model for each pixel in the video frames is presented. This algorithm is based on the idea
that the components that occur frequently in the mixture (i.e., with high prior probability and small
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variance) are used to model the background. Thus, in our case, every pixel at a given time frame t
is represented by a vector of four values : ~X(t) = [R,G,B, I], where R,G,B are the Red, Green,
and Blue values, respectively, taken from the colour camera. I is the intensity value taken from the
thermal sensor. In order to segment the foreground, the components are f rst ordered by the value
of pj

||~σlj
||+||~σrj ||

, where pj is the mixing proportion for cluster j, ||~σlj || and ||~σrj || are the norm of the
left and right standard deviations of the j component, respectively. Then, the f rst A components
are chosen to model the background, such that

A = argmina

a
∑

j=1

pj > T, (4.38)

where T is a measure of the minimum portion of the data that represents the background. In
this application, we set T=0.3 as the background model doesn’t include any repetitive background
motion. In order to update the model parameter, assume that a new value ~X(t+1) is introduced
while the parameters of the modelMt are known then

p
(t+1)
j = p

(t)
j + B(t)[p(j| ~X(t+1))− p(t)j ] (4.39)

ξ
(t+1)
j = ξ

(t)
j +B(t)

[

p(j| ~X(t+1))
∂L(Θ, Z,X (t+1))

∂ξj

]

(4.40)

where B(t) represents any sequence of positive numbers that decreases to zero. The derivatives
in Eq. 4.40 are given in appendix C. The MML criterion is used for the selection of the number
of classes in the mixture model. For each pixel in the input frame of the sequence, we check
whether its new value matches one of the components of its AGGMmixture, if true then this value
is assigned to this component else a new component with the mean equal to the new value of the
pixel is created for the mixture. Note that, a match is identif ed when the value of the pixel falls
within two standard deviations of the mean of the component (depending on the position of the
pixel value from the mean we use the left or right standard deviation). For each iteration, we
update the number of components of the mixture depending on the MML. The complete algorithm
for foreground segmentation can be summarized in the following steps:

1. Mixture initialization for each pixel X .

(a) SetM= 1, p1= 1.

(b) ∀ k=1, . . ., d: set σl1k = σr1k = 0.2, µ1k = X
(0)
k , and βjk = 2.
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2. For each pixel ~X(t+1) in a new frame do

(a) verify if there is a match that exists for the new pixel value.

i. if true assign this pixel to this component
ii. else create a new component with the mean equal to the new value of the pixel.

(b) Update the new pixel model parameters using equations 4.39 and 4.40.

(c) Order the pixel mixture components by the values of pj
||~σlj

||+||~σrj ||
.

(d) Extract the foreground objects by identifying the f rst A components that represent the
background using equation 4.38 .

In order to evaluate our algorithm for foreground segmentation we compared it with the well-
known GM method introduced in [2], the GGM [21], and the IGGM introduced in [139]. Fig-
ures 4.6, 4.7, and 4.8 show some results of applying the four approaches on the OSU Color-
Thermal Database. In order to demonstrate the robustness of our method we have used the back-
ground subtraction evaluation approach for a dataset without ground truth introduced in [1]:

D = cDcolor + hDhist +mDmotion (4.41)

Where the parameters c, h, andm can be adjusted according to the characteristics of the video se-
quence and are restricted to be one. In this application, we consider the straight arithmetic averag-
ing of the three measures c = h = m = 1/3. Dcolor is used to measure the color difference between
the color of pixels across the estimated object boundary. Dhist is used to assess the changes in the
color histogram of the segmented object by calculating the pairwise color histogram differences
of the video object planes (VOP) at time t and t − 1. In order to quantify how well the estimated
object boundaries coincide with actual motion boundaries, we use Dmotion. Note that, D value is
between zero and one where zero is the best value and one is the worst (see table 4.2). From both
quantitative and analytical analysis, we can f nd that our method performed as good as the IGGM.
However, the AGGM is naturally preferred given the huge difference concerning computational
time. It is noteworthy that the computational time of our approach for adaptive background sub-
traction is around 11 frames per second for frames with 320 × 240 pixels resolution running on
Core i7-2.4 GHz processor. We can notice from f gures 4.6, 4.7, and 4.8 the existence of noise.
In order to remove noise in the background subtraction, we perform the following procedure: We
remove isolated pixels def ned as every pixel which is part of a 1-pixel thick object, then apply an
opening morphological operator to f ll the blobs, f nally, we apply a Minimum-area f lter.
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(a) (b)

(c) (d) (e) (f)

Figure 4.6: (a) Color image, (b) IR image, (c) GM, (d) GGM, (e) IGGM, and (f) AGGM.

(a) (b)

(c) (d) (e) (f)

Figure 4.7: (a) Color image, (b) IR image, (c) GM, (d) GGM, (e) IGGM, and (f) AGGM.

Low Level Tracker

After foreground segmentation and blob detection a low level tracker is applied to track every
isolated object. Our idea in this step is to extract the contour of each blob and to compute the
ellipse that represents it [167]. We have chosen this method as it is good in identifying each
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(a) (b)

(c) (d) (e) (f)

Figure 4.8: (a) Color image, (b) IR image, (c) GM, (d) GGM, (e) IGGM, and (f) AGGM.

Table 4.2: Combined performance measure [1].
GM GGM IGGM AGGM
0.43 0.31 0.26 0.28

object and will be useful when dealing with object collision. Thus, the l-observed blob at time t is
represented by ztl = (xtl , ytl , htl , wt

l , θtl ), where xtl , ytl represent the ellipse centroid, htl and wt
l are the

major and minor axes, respectively, and θtl is the ellipse orientation.
Knowing the components identifying each blob, the next step is to estimate the target state by

f ltering the sequence of noisy measures. The Kalman f lter is widely used in tracking systems, it
is an algorithm that uses a series of measurements observed over time, containing noise and other
inaccuracies, and produces estimates that tend to be more precise than those that would be based
on a single measurement alone. The Kalman f lter uses a recursive algorithm in order to predict
the position, in other words it works in two steps: predict the position, then use the observed
measurements to correct the f lter. We adopt a f rst order dynamics, used by [167] in order to
predict the target state. Then, the target state for an ellipse representation is represented by ztl =
(xtl , ẋtl , ytl , ẏtl , htl , ḣtl , wt

l , ẇt
l , θtl ) where v̇tl , v ∈ {x,y,h,w}, represents the velocity of each component.

Note that, the velocity of θtl is not measured as it’s considered as noise. The measures used in this
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application are both the square root of the innovation covariance matrix Sk determinant and the
Mahalanobis square distance (MSD). Figure 4.9 shows an example of tracking using the ellipse
centroid metric.

Figure 4.9: Low level tracking example using the ellipse centroid metric.

High Level Tracker

The Kalman f lter introduced above is able to predict the state for multiple targets. However, it
can not deal with collision, grouping events, or non-smooth changes in position or shape. In order
to address these issues we implemented a high level tracker which deals with object appearance.
Collins et al. [171] introduced an appearance based method for tracking found on the idea that
the features which best discriminate between object and background are also eff cient for tracking
the object. They used multiple color histograms as they are less sensitive to rotations or target
deformation. For each object, they have chosen two regions: the f rst containing the object itself
and the other consisting of the background wrapping the object. They collect a pool of 49 different
histograms by using different combinations of the RGB color space for each of the two regions.
Then, using a log likelihood metric between the object and the background histograms, they select a
pool of best features to determine if the object corresponds to a previously tracked object. However,
this method does not work effectively in outdoor environment due to high illumination changes. In
order to solve this problem we used a linear combination of both RGB and infrared features. Thus,
the set of candidate features is composed of linear combinations of camera R,G,B pixel values
with infrared intensity values I . In particular, we have chosen the following set of feature-space
candidates for our experiments:

h = w1 × I + w2 ×R + w3 ×G+ w4 ×B (4.42)
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where wa ∈ (-1,0,1); a = (1, . . . , 4). Equation 4.42 represents linear combinations composed of
integer coeff cients between -1 and 1. The total number of such candidates would be 34, however,
by excluding redundant coeff cients and by disallowing (w1; w2; w3; w4) = (0; 0; 0; 0), we are
left with a pool of 43 features. Features are then normalized and discretized into 64 bits, and their
log-likelihood ratios are calculated. The log-likelihood ratio of the ith feature can be computed as:

Li(k) = log
max(pik,∈)
max(qik,∈)

(4.43)

where ∈ is chosen as the minimum histogram value to prevent dividing by zero or taking the
logarithm of zero, pik and qik are the kth bin of the ith feature of the target and background histogram,
respectively. Then, features are evaluated according to the variance-ratio of the log-likelihood:

V Ri(k) = var
max(pik,∈)
max(qik,∈)

(4.44)

Thus, features are ranked according to their variance ratio (the higher is the better). In this appli-
cation, opposed to the method of [171], long-run features are kept and smoothed to be used in the
case of target loss recovery. For each time t, the bestM features are chosen and kept for N long-
run in order to recursively compute the mean appearance histogram for each of the M features.
Then, the mean appearance histogram of the ith feature at time t can be computed by:

mi
t = mi

t−1 +
1

ni

(pit −mi
t) (4.45)

where ni is the number of times the histogram has been updated. Later, similarity between the
two histograms (of the two different frames) is computed using the Bhattacharyya distance dB
=
√

1−∑K
k=1

√
pkqk. Then, the mean and the variance of dB between the smoothed histogram

and the new one are computed and updated in order to recognize if the two histograms are close
enough.

µi
t = µi

t−1 +
1

n− 1
(diBt
− µi

t) (4.46)

σ2
t =

n− 3

n− 2
σ2
t−1 + (n− 1)(µi

t − µi
t−1) (4.47)

Complete Framework

From the aforementioned sections, two trackers are used in this method, each with its merits and
demerits. The low level tracker is better when dealing with isolated objects, on the contrary, high
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level tracker is better when facing occlusion or object collision. Therefore, we fused both tracker
together to improve tracking performance. Figure 4.10 shows our system architecture. First, our
method try to detect collision (splitting/grouping), then the low level detector is used for single
tracking, f nally the high level tracker is applied to f nd the tracking object that were occluded in
previous frames. Grouping is identif ed if two or more different ellipse centroids f t within a new
ellipse in the scene. And splitting is detected if two or more new ellipses f t within a tracking object
predicted ellipse. Figure 4.11 shows some collision detection examples.

Figure 4.10: System architecture.

(a) (b)

Figure 4.11: Collision detection example. (a) Object before collision (b) Grouping and splitting
events identif ed.

89



Table 4.3: Multiple target tracking results.
Total Our Method Rowe et al. [167]

Visible Fusion Visible Fusion

1st Video

Tracked objects 4 4 4 4 4
Grouping events 0 0 0 0 0
Splitting events 0 0 0 0 0
Occlusions recovered 0 0 0 0 0

2nd Video

Tracked objects 2 2 2 2 2
Grouping events 1 1 1 1 1
Splitting events 1 1 1 1 1
Occlusions recovered 0 0 0 0 0

3rd Video

Tracked objects 4 4 4 4 4
Grouping events 1 1 1 0 0
Splitting events 1 1 1 1 1
Occlusions recovered 1 1 1 1 1

4th Video

Tracked objects 8 7 7 7 7
Grouping events 2 2 2 1 2
Splitting events 1 1 1 1 1
Occlusions recovered 1 0 1 1 1

5th Video

Tracked objects 18 18 18 15 15
Grouping events 4 3 4 3 3
Splitting events 3 3 3 1 1
Occlusions recovered 5 4 5 2 2

6th Video

Tracked objects 15 13 14 12 13
Grouping events 5 5 5 5 5
Splitting events 4 3 4 2 4
Occlusions recovered 8 8 8 4 4

Results

Our approach performance has been evaluated using the OSU Color-Thermal Database [168]. This
benchmark contains six videos that where shot using both thermal and color cameras. Videos
are taken in outdoor environment and are widely applied for persistent object detection in urban
settings. These video sequences include isolated objects, occlusions, and splitting/grouping events.
In order to validate our method, we have used the method of Rowe et al. [167]. Table 4.3 represents
the performance of the two methods with only visible camera as input and with both thermal and
visible used as input. From this table we can conclude that the use of AGGM in foreground
segmentation with the fusion of infrared and color cameras increased the performance greatly.

4.4 Discussion

In this chapter, we have proposed the consideration of AGGM models for applications involving
multidimensional non-Gaussian asymmetric data. In particular, we have developed a principled
learning approach to f t this kind of data. Our learning technique is based on an EM algorithm
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which goal is to minimize a message length objective in order to estimate and select simultaneously
the mixture’s parameters and its model order (i.e. number of components), respectively. Extensive
experiments involving challenging applications namely pedestrian detection and MTT have shown
the merits of the proposed statistical framework. We have also demonstrated the importance of the
fusion of both visible and infrared images for MTT. Future works can be devoted, for instance, to
the incorporation of a feature selection step into the estimation of the mixture in order to speed up
learning and to improve model accuracy and generalization capabilities.
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Chapter5
Simultaneous high-dimensional clustering and
feature selection using Asymmetric mixture
models

Finite mixture models are broadly applied in a wide range of applications concerning density es-
timation and clustering due to their sound mathematical basis and to the interpretability of their
results. Indeed, they permit the incorporation of domain knowledge which allows to provide better
insight into the nature of the clusters and then uncovers application-specif c desirable patterns that
the practitioner is looking for. However, most of the works done on mixture models, when applied
to computer vision tasks, assume that per-components data follow a mixture of Gaussians which
may not hold as data are generally non Gaussian. The effect of the Gaussian mixture is analogous
to the deployment of Euclidean or Mahalanobis type distances for discrimination purposes. Thus,
this mixture cannot be applied eff ciently in several applications involving asymmetric shapes. In
this chapter, we overcome this problem by using two asymmetric mixture models namely AGM
and AGGM. Both distributions can change their shapes to model non-symmetrical and heavy tailed
real world data which make them a good choice for modeling data with outliers. Modern computer
vision applications generally generate complex high-dimensional data and usually, some features
are noisy, redundant, or uninformative which may affect the speed and also compromise the accu-
racy of the used learning algorithm. Therefore, this chapter addresses also the problem of unsuper-
vised feature selection. In addition, we propose two approaches for learning the resulting statistical
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framework. The f rst approach is based on the minimization of a message length objective and the
second one considers rival penalized competitive learning. Our extensive simulations and exper-
iments involving two challenging tasks namely visual scene categorization and facial expression
recognition indicate that the method developed in this chapter is eff cient and has merits.

5.1 Introduction

Mathematical models in general and statistical approaches in particular have been widely used for
the development of useful computer vision, signal and image processing algorithms [172–174].
Many of these approaches are based on f nite mixture models (i.e. a weighted sum of distributions)
which have been the topic of extensive research in the past [14] and have been applied in several
applications such as content-based images categorization and retrieval [175]. In the f eld of f nite
mixtures, Gaussian mixture model (GMM) has been widely considered, studied and used [176–
178]. However, the Gaussian assumption is rarely justif ed and met in practice [179] and this is
especially true in the case of natural images as shown by several studies and research works [180].
Gaussian density has several drawbacks such as its symmetry around the mean and the rigidity
of its shape, which prevent it from having a good approximation to data with outliers. Therefore,
we suggest the consideration of the AGD and AGGD capable of modeling heavy and short tailed
data [46, 181]. An important part of the mixture modeling problem concerns learning the model
parameters and determining the number of consistent components (M ) which best describes the
data.
Concerning parameters estimation, the most popular approach is perhaps the one based on the max-
imization of the likelihood function through the expectation maximization (EM) framework [182].
It is well-known that the EM algorithm needs an appropriate predef ned number of clusters. There-
fore, in the past decades, a lot of research has been devoted to the automatic selection of the number
of clusters which best describe a given data set and a lot of selection criteria have been proposed
such as Akaike’s information criterion (AIC), minimum description length (MDL), Laplace em-
pirical criterion (LEC), and minimum message length (MML) [14, 26]. In particular, the MML
criterion has been shown to outperform the majority of existing selection criteria. Thus, we shall
consider it in this work by comparing it to another approach based on the rival penalized EM
(RPEM) algorithm which has received a lot of attention [33, 183]. The RPEM is able to auto-
matically select an appropriate number of densities by fading out the redundant densities from a
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density mixture which can save the computing time. Thus, we propose to use the RPEM algorithm
to perform model selection and parameters learning together in a single step.
Modern computer vision application generate high-dimensional vectors. Handling data def ned
in high-dimensional feature spaces is a diff cult problem [184]. Theoretically, the more informa-
tion we have about each pattern, the better a learning algorithm is expected to perform. However,
in many cases, some features can be noisy or uninformative which can degrade clustering eff -
ciency [185]. Thus, in order to achieve a good performance of data modeling, irrelevant features
have to be discarded. An accurate feature selection (FS), the task of choosing the best feature
subset, allows to improve understandability, scalability, and accuracy of the resulting learned mod-
els that generalize better to unseen data. Indeed, several recent studies have shown that selecting
relevant features allows more meaningful modeling results [186, 187]. However, the problem is
challenging especially in unsupervised settings because of the absence of class labels that could
guide the selection process [188]. Therefore, there have been only few feature selection tech-
niques that have been applied in mixture-based clustering [41, 43, 78] since the aim is to identify
simultaneously two inter-related unknowns that are optimal feature subset and optimal number of
clusters. In this article, and following recent approaches (see, for instance [41, 43, 78]), we per-
form unsupervised feature selection approach by casting it as an estimation problem, thus avoiding
any combinatorial search. For each feature, we associate a relevance weight which measures the
degree of its dependence on class labels.
The remainder of this chapter is organized as follows: After the introduction we describe our fea-
ture selection approach for both models. In Section 5.3, we address the issue of identifying the
models orders using the minimum message length approach. In Section 5.4, we integrate the con-
cept of feature saliency into the RPEM algorithm. The subsequent section 5.5 demonstrates some
computer simulation and experimental results on challenging applications. Finally, the chapter
closes with a summary of the work and concluding remarks.

5.2 Feature Selection for Asymmetric Mixture Models

Recently, f nite mixture models have attracted a great deal of interest as a powerful framework for
probabilistic inference and allow for reasoning with incomplete data. Let X = { ~X1, . . ., ~XN} be a
collection of N data points to be clustered, where each ~Xi ∈ R

d; i ∈ {1, . . . , N}; is a vector of d
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dimensions. We aim to f t the data points in X by a mixture model withM clusters:

p(X|Θ) =
N
∏

i=1

M
∑

j=1

pjp( ~Xi|ξj) (5.1)

where ξj is the set of the parameters of the jth component, {pj} are the mixing proportions which
must be positive and sum to one, Θ= {p1,. . . ,pM ,ξ1,. . . ,ξM} is the complete set of parameters fully
characterizing the mixture, M ≥ 1 is the number of components in the mixture. For the AGM,
each component density p( ~Xi|ξj) is an asymmetric Gaussian distribution (AGD):

p( ~Xi|ξj) =
d
∏

k=1

√

2

π

1

(σljk + σrjk)
×















exp

[

− (Xik−µjk)
2

2σ2
ljk

]

if Xik < µjk

exp

[

− (Xik−µjk)
2

2σ2
rjk

]

if Xik ≥ µjk

(5.2)

where ξj = (~µj, ~σlj , ~σrj) is the set of the parameters of component j where ~µj = (µj1,. . . ,µjd),
~σlj = (~σlj1 ,. . . ,~σljd), and ~σrj = (~σrj1 ,. . . ,~σrjd) are the mean, the left standard deviation, and the
right standard deviation of the d-dimensional AGD, respectively. Regarding the AGGM, each
component p( ~Xi|ξj) is modeled by an AGGD given by:

p( ~Xi|ξj) =
d
∏

k=1

βjk

[

Γ(3/βjk)

Γ(1/βjk)

]1/2

(σljk + σrjk)Γ(1/βjk)
×















exp

[

− A(βjk)
(

µjk−Xik

σljk

)βjk
]

if Xik < µjk

exp

[

− A(βjk)
(

Xik−µjk

σrjk

)βjk
]

if Xik ≥ µjk

(5.3)

where A(βjk) =
[

Γ(3/βjk)

Γ(1/βjk)

]βjk/2

; ξj= {~µj, ~σlj, ~σrj, ~βj}; ~µj = (µj1,. . . ,µjd), ~σlj = (σlj1 ,. . . ,σljd), and

~σrj = (σrj1 ,. . . ,σrjd) are the mean, the left standard deviation, and the right standard deviation
of the d-dimensional AGGD, respectively. The parameter ~βj = (βj1,. . . ,βjd) controls the tails of
the pdf and determines whether it is peaked or f at: the larger the value of ~βj , the f atter the
pdf, and the smaller ~βj is, the more peaked the pdf. We introduce stochastic indicator variables,
Zi = (Zi1, . . . , ZiM), one for each observation, whose role is to encode to which component the
observation belongs. In other words, Zij , the unobserved or missing vector, equals 1 if ~Xi belongs
to class j and 0, otherwise. The complete-data likelihood for this case is then:

p(X , Z|Θ) =
N
∏

i=1

M
∏

j=1

(

pjp( ~Xi|ξj)
)Zij

(5.4)
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where Z = {Z1, . . . , ZN}. Taking the logarithm of equation 5.4 we can get the complete data
log-likelihood by:

log p(X , Z|Θ) =
N
∑

i=1

M
∑

j=1

Zij log[pjp( ~Xi|ξj)] (5.5)

Note that Eq.5.1 assumes that the d features have equal importance and carry pertinent information
which is not usually the case, since many of which can be irrelevant for the intended application
[33, 34, 35, 36]. We approach this problem by assuming that irrelevant features follow a back-
ground Gaussian distribution with parameter ~λ = {~η, ~δ} for all classes, where ~η = (η1, . . . , ηd)

and ~δ = (δ1, . . . , δd) represent the mean and standard deviation of the Gaussian distribution, re-
spectively. We adopt the feature relevancy approach suggested by [43] in the case of the f nite
Gaussian mixture, because it is suitable for unsupervised learning. The main idea is to consider
the kth feature as irrelevant if its distribution is independent of the class labels and can follow our
common Gaussian density p(Xk|λk). Then, the mixture density in Eq.5.1 can be written as:

p( ~X|Θ, ~λ, ~ϕ) =
M
∑

j=1

pj

d
∏

k=1

p(Xk|ξjk)ϕkp(Xk|λk)1−ϕk (5.6)

where λk = (ηk, δk) and ~ϕ = [ϕ1, . . . , ϕd]
T is a set of binary parameters, such that ϕk= 1 if the kth

feature is relevant and ϕk= 0, otherwise. Note that, {ϕk} can be considered as missing variables.
Thus, the resulting model can be given by [43]:

p( ~X|ΘM) =
M
∑

j=1

pj

d
∏

k=1

[

ωkp(Xk|ξjk) + (1− ωk)p(Xk|λk)
]

(5.7)

where ΘM = {Θ,~ω,~λ } is the complete set of parameters fully characterizing the mixture. We
suppose that not all the features of an observation are important, through the weight relevancy of
these features. That is, the weight is denoted as ω = [ω1, . . . , ωd]

T with 0 ≤ ωk ≤ 1, where ωk

represents the probability that the kth feature is relevant to all the clusters (ωk = p(ϕk = 1)).
Therefore, the irrelevant features have little contribution to a given cluster in the subspace, thus
their distributions are common to all the clusters in this case. We f nally note that the previous
model is reduced to the one in Eq.5.1 when all the feature are considered as relevant.
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5.3 Learning via EM and MML

In the following, we present our f rst unsupervised learning approach for simultaneous clustering
and feature selection. In particular, we propose an approach to f nd the optimal number of model
components using MML and to estimate the different parameters using EM.

5.3.1 Parameter estimation using EM

In this section, we develop the equations that learn the parameters of the model while simultane-
ously consider the relevancy of features. To achieve this goal, we adopt common EM approach
which generates a sequence of models with non-decreasing log-likelihood on the data. First, we
suppose the number of mixtureM is known. The maximum likelihood method consists of getting
the mixture parameters that maximize the log-likelihood function given by:

L(X ,ΘM , Z, ϕ) =
∑

i,j,ϕ

p(Zi = j, ϕ| ~Xi)

{

log pj +
∑

k

(

ϕk(log p(Xik|ξjk)

+ logwk) + (1− ϕk)(log p(Xik|λk) + log(1− wk))

)}

=
∑

i,j

p(Zi = j| ~Xi) log pj +
∑

i,j

∑

k

1
∑

ϕk=0

p(Zi = j, ϕk| ~Xi)

×
(

ϕk(log p(Xik|ξjk) + logwk) + (1− ϕk)(log p(Xik|λk) + log(1− wk))

)

(5.8)

Thus, following [43], the EM algorithm for parameters estimation can be given by:
• Expectation Step:

h(j| ~Xi,ΘM) =
pj

∏d
k=1 ζijk

∑M
j=1 pj

∏d
k=1 ζijk

(5.9)

• Maximization Step:

pnewj =

∑N
i=1 h(j| ~Xi,ΘM)

N
(5.10)

ξnewj = arg maxξL(X ,ΘM , Z, ϕ) (5.11)
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ηnewk =

∑N
i=1

[

∑M
j=1 qijk

]

Xik

∑N
i=1

∑M
j=1 qijk

(5.12)

δ2
new

k =

∑N
i=1

[

∑M
j=1 qijk

]

(Xik − ηk)2
∑N

i=1

∑M
j=1 qijk

(5.13)

ωnew
k =

∑N
i=1

∑M
j=1 rijk

N
(5.14)

where

ζijk = ωkp(Xik|ξjk) + (1− ωk)p(Xik|λk) (5.15)

rijk =
ωkp(Xik|ξjk)h(j| ~Xi,ΘM)

ζijk
qijk =

(1− ωk)p(Xik|λk)h(j| ~Xi,ΘM)

ζijk
(5.16)

In the case of the AGM model, equation 5.11 gives:

µnew
jk =

∑N
i=1 rijkXik
∑N

i=1 rijk
(5.17)

σnew
ljk

= σold
ljk
−
[(

∂2L(X ,ΘM , Z, ϕ)

∂σ2
ljk

)−1(
∂L(X ,ΘM , Z, ϕ)

∂σljk

)]

(5.18)

σnew
rjk

= σold
rjk
−

[(

∂2L(X ,ΘM , Z, ϕ)

∂σ2
rjk

)−1(
∂L(X ,ΘM , Z, ϕ)

∂σrjk

)]

(5.19)

Concerning the AGGM model, equation 5.11 gives:

µnew
jk = µold

jk −
[(

∂2L(X ,ΘM , Z, ϕ)

∂µ2
jk

)−1(
∂L(X ,ΘM , Z, ϕ)

∂µjk

)]

(5.20)

βnew
jk = βold

jk −
[(

∂2L(X ,ΘM , Z, ϕ)

∂β2
jk

)−1(
∂L(X ,ΘM , Z, ϕ)

∂βjk

)]

(5.21)
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σnew
ljk

= σold
ljk
−
[(

∂2L(X ,ΘM , Z, ϕ)

∂σ2
ljk

)−1(
∂L(X ,ΘM , Z, ϕ)

∂σljk

)]

(5.22)

σnew
rjk

= σold
rjk
−

[(

∂2L(X ,ΘM , Z, ϕ)

∂σ2
rjk

)−1(
∂L(X ,ΘM , Z, ϕ)

∂σrjk

)]

(5.23)

Note that the gradients with respect to (σljk , σrjk) and (µjk, βjk, σljk , σrjk) are non-
linear for the AGM and AGGM model, respectively. Therefore, we have decided to
use the Newton-Raphson method for estimation. Thus, we have calculated the f rst and
second gradient of the complete data loglikelihood with respect to these parameters as
shown in appendix D.

5.3.2 Model selection using MML

Generally, the maximum likelihood estimate favors higher values forM which leads to
overf tting. Therefore, a model selection criterion is needed to estimate the number of
components of a mixture model. The MML approach is based on evaluating statistical
models according to their ability to compress a message containing the data (minimum
coding length criterion). High compression is obtained by building a short code for
your data. Therefore, in the case of MML, the optimal number of classes in the mixture
is obtained by minimizing the following cost function [32, 59]:

MessLens ≈ − log p(θM) +
c

2
(1 + log

1

12
) +

1

2
log |I(ΘM)| − log p(X|θM)(5.24)

where p(θM), I(ΘM), and p(X|θM) denote the prior distribution, the Fisher infor-
mation matrix, and the likelihood, respectively. |.| denotes the determinant, and c
represents the total number of parameters. Thus, c =M + d + 3dM + 2d and c
=M + d + 4dM + 2d for the AGM and AGGM, respectively. Note that the informa-
tion matrix of the model is very diff cult to obtain analytically, therefore, we assume
the independence of the different groups of parameters, which allows the factoriza-
tion of both p(θM) and |I(ΘM)|. Furthermore, we approximate the Fisher information
|I(ΘM)| using the complete likelihood which assumes labeled observations. Addition-
ally, since we have no knowledge about the parameters, we adopt the uninformative
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Jeffrey’s prior for each group of parameters as prior distribution. From this, we obtain
the following objective:

MessLens ≈ c

2
(1 + log

1

12
) +

c

2
(logN) +

DM

2

d
∑

k=1

logωk +
Dd

2

M
∑

j=1

log pj

+
d

∑

k=1

log (1− ωk)− log p(X|θM) (5.25)

where D is the number of parameters for each component of the mixture (D = 3
and D = 4 for the AGM and AGGM, respectively). We minimize eq.5.25 under the
constraints 0 < pj ≤ 1, 0 < ωk ≤ 1, and

∑M
j=1 pj = 1 in a manner similar to the

one followed in [43]. In order to use the MML approach the EM algorithm undergoes
a minor modif cation in the calculation of the mixing proportions pj and the feature
relevancy ωk:

pnewj =

max

(

∑N
i=1 h(j| ~Xi,ΘM)− Dd

2
, 0

)

∑M
j=1max

(

∑N
i=1 h(j| ~Xi,ΘM)− Dd

2
, 0

) (5.26)

ωnew
k =

max
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∑N
i=1

∑M
j=1 rijk − DM

2
, 0

)

max

(

∑N
i=1

∑M
j=1 rijk − DM

2
, 0

)

+max

(

∑N
i=1

∑M
j=1 qijk − 1, 0

) (5.27)

5.3.3 The Complete learning algorithm

The following script summarizes the main steps of the algorithm used for parameters
estimation and model selection:

1. Initialize ΘM :

• The feature relevancy is set to ωk = 0.5.
• The number of componentsM=Mmax = 10.
• For both models, Θ is initialized using the Fuzzy C-means. Note that,
we initialized both the left and right standard deviations with the stan-
dard deviation values obtained from the Fuzzy C-means. Furthermore,
we initialized the shape parameter β with 2 in the case of the AGGM.
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• Perform the common Gaussian density ~λ parameters estimation to cover
the whole data.

2. Implement the EM+MML approach
WhileM <Mmax do{
(a) While not converged do {

i. Perform E-step according to Eq. 5.9.

ii. Perform M-step according to Eqs. 5.11 to 5.13, 5.26, and 5.27.

iii. If pj= 0, Then the jth component is eliminated.

iv. If ωk = 0, Then p(Xik|ξjk) is eliminated.
v. If ωk = 1, Then p(Xik|λk) is eliminated.
}End While

(b) Calculate the associated message length using Eq. 5.25.

(c) Remove the component j with the smallest pj .

}End While

3. Return the model parameters with the smallest message length.

5.4 Learning via RPEM

Recently, the RPEM algorithm [35] has been suggested to determine the model order
automatically together with the estimation of the model parameters. This algorithm
introduces unequal weights into the likelihood; thus the weighted likelihood in our
case is written below:

Q(ΘM ,X ) =
1

N

N
∑

i=1

M(ΘM , ~Xi) (5.28)

with

M(ΘM , ~Xi) =
M
∑

j=1

g(j| ~Xi,ΘM) ln

{

pj

d
∏

k=1

[

ωkp(Xik|ξjk) (5.29)

+ (1− ωk)p(Xik|λk)
]}

−
M
∑

j=1

g(j| ~Xi,ΘM) lnh(j| ~Xi,ΘM)
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where g(j| ~Xi,ΘM) , j = [1, . . ., M ], are designable weight functions, satisfying the
two constraints below:

M
∑

j=1

g(j| ~Xi,ΘM) = 1 (5.30)

∀j g(j| ~Xi,ΘM) = 0 if h(j| ~Xi,ΘM) = 0 (5.31)

Thus, following [35], the weight g(j| ~Xi,ΘM) can be expressed by:

g(j| ~Xi,ΘM) = (1 + ε)I(j| ~Xi,ΘM)− εh(j| ~Xi,ΘM) (5.32)

where ε is a small positive quantity which we took as 1. Also

I(j| ~Xi,ΘM) =

{

1 if j = c
0 if j 6= c

(5.33)

and c = arg max{1≤j≤M} h(j| ~Xi,ΘM). More details about RPEM can be found in [35].
In the following, we summarize the steps of the feature weighted RPEM (FW-RPEM)
algorithm [189] for our two models.

1. Initialize ΘM :

• The feature relevancy is set to ωk = 0.5.
• The number of componentsM=Mmax = 10.
• For both models, Θ is initialized using the Fuzzy C-means. Note that,
we initialized both the left and right standard deviations with the stan-
dard deviation values obtained from the Fuzzy C-means. Furthermore,
we initialized the shape parameter β with 2 in the case of the AGGM.

2. Perform the common Gaussian density ~λ parameters estimation:

ηk =
1

N

N
∑

i=1

Xik (5.34)

δ2k =
1

N

N
∑

i=1

(Xik − ηk)2 (5.35)

3. Repeat until convergence for each ~Xi, i = 1, . . . , N
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• Expectation Step

h(j| ~Xi,ΘM) =
pj

∏d
k=1 ζijk

∑M
j=1 pj

∏d
k=1 ζijk

g(j| ~Xi,ΘM) =

{

2− h(j| ~Xi,ΘM) if j = c
−h(j| ~Xi,ΘM) if j 6= c

(5.36)

• Maximization Step

φnew
j = φold

j + γφ
∂M(ΘM , ~Xi)

∂φj

∣

∣

∣

∣

Θold
M

(5.37)

= φold
j + γφ(g(j| ~Xi,ΘM)− poldj )

ξnewjk = ξoldjk + γ
∂M(ΘM , ~Xi)

∂ξjk

∣

∣

∣

∣

Θold
M

(5.38)

ωnew
k = ωold

k + γω
∂M(ΘM , ~Xi)

∂ωk

∣

∣

∣

∣

Θold
M

(5.39)

= ωold
k + γω

M
∑

j=1

g(j| ~Xi,ΘM)
υijk
ζijk

if ωk > 1 then ωk = 1

if ωk < 0 then ωk = 0

where

pj =
exp (φj)

∑M
j=1 exp (φj)

for 1 ≤ j ≤M (5.40)

υijk = p(Xik|ξjk)− p(Xik|λk) (5.41)

In the case of the AGM model, equation 5.38 can be given by:

µnew
jk = µold

jk + γ
∂M(ΘM , ~Xi)

∂µjk

∣

∣

∣

∣

Θold
M

(5.42)

= µold
jk + γg(j| ~Xi,ΘM)

ωold
k

ζijk

∂p(Xik|ξoldjk )

∂µjk
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Snew
ljk

= Sold
ljk

+ γ
∂M(ΘM , ~Xi)

∂Sljk

∣

∣

∣

∣

Θold
M

(5.43)

= Sold
ljk

+ γg(j| ~Xi,ΘM)
ωold
k

ζijk

∂p(Xik|ξoldjk )

∂Sljk

Snew
rjk

= Sold
rjk

+ γ
∂M(ΘM , ~Xi)

∂Srjk

∣

∣

∣

∣

Θold
M

(5.44)

= Sold
rjk

+ γg(j| ~Xi,ΘM)
ωold
k

ζijk

∂p(Xik|ξoldjk )

∂Srjk

(5.45)

where

Sljk =
1

σ2
ljk

Srjk =
1

σ2
rjk

(5.46)

Concerning the AGGM model, equation 5.38 can be given by:

µnew
jk = µold

jk + γ
∂M(ΘM , ~Xi)

∂µjk

∣

∣

∣

∣

Θold
M

(5.47)

= µold
jk + γg(j| ~Xi,ΘM)

ωold
k

ζijk

∂p(Xik|ξoldjk )

∂µjk

βnew
jk = βold

jk + γ
∂M(ΘM , ~Xi)

∂βjk

∣

∣

∣

∣

Θold
M

(5.48)

= βold
jk + γg(j| ~Xi,ΘM)

ωold
k

ζijk

∂p(Xik|ξoldjk )

∂βjk

σnew
ljk

= σold
ljk

+ γ
∂M(ΘM , ~Xi)

∂σljk

∣

∣

∣

∣

Θold
M

(5.49)

= σold
ljk

+ γg(j| ~Xi,ΘM)
ωold
k

ζijk

∂p(Xik|ξoldjk )

∂σljk

σnew
rjk

= σold
rjk

+ γ
∂M(ΘM , ~Xi)

∂σrjk

∣

∣

∣

∣

Θold
M

(5.50)

= σold
rjk

+ γg(j| ~Xi,ΘM)
ωold
k

ζijk

∂p(Xik|ξoldjk )

∂σrjk

104



Note that the learning rates γφ, γ, and γω are taken as 0.0001, 0.001, and 0.0001, re-
spectively. Also, (∂p(Xik|ξ

old
jk )

∂µjk
, ∂p(Xik|ξ

old
jk )

∂Sljk

, ∂p(Xik|ξ
old
jk )

∂Srjk
) for the AGMmodel and (∂p(Xik|ξ

old
jk )

∂µjk
,

∂p(Xik|ξ
old
jk )

∂βjk
, ∂p(Xik|ξ

old
jk )

∂σljk

, ∂p(Xik|ξ
old
jk )

∂σrjk
) for the AGGM model are given in appendix E.

5.5 Experimental Results

In this section, the effectiveness of the two proposed frameworks for learning the AGM
and AGGMmodels are tested on two real-world applications namely scene categoriza-
tion and facial expression recognition.

5.5.1 Scene Categorization

One of the most impressive feats of the human visual system is how rapidly, accurately
and comprehensively it can recognize and understand a complex scene [190]. This re-
markable ability, known as ”visual recognition”, has recently drawn considerable in-
terest and has been successfully applied in various applications such as the automatic
understanding of images, object recognition, image databases browsing and content-
based images annotation, suggestion and retrieval [191–199]. In this section, we build
a method for recognizing scene categories by imitating the human perception. Thus,
our approach can be divided into three main components: feature extraction, image
representation, and scene classif cation. In feature extraction, we normalize the im-
ages then we represent each image by a collection of local image patches. In addition,
we scan local image patches and extract their low level features vectors. Then, we use
the bag of visual words (BOW) approach to have an overall representation for each
image [200]. The last step in our image representation step is to apply a probabilistic
Latent Semantic Analysis (pLSA) to the obtained histograms to represent each image
by a d-dimensional vector where d is the number of latent aspects [201]. Our f nal
goal is to classify the overall image to its right group using our two models.
The remainder of this section is organized as follows, f rst we represent some related
works for scene classif cation. Then, we introduce the databases used in this applica-
tion. Later, we describe the three components of our algorithm. Finally, we evaluate
the performance of our algorithm for scene classif cation.
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Related Works

Classifying images into semantic types of scenes [202–204] is a classical image un-
derstanding problem. Automatic techniques for recognizing scenes have an enormous
impact for improving the performance of other computer vision applications such as
browsing, retrieval and object recognition. However, scenes classif cation is not an
easy task owing to their variability, ambiguity, and the wide range of illumination and
scale conditions that may apply. In [205], the authors presented a stratif ed approach to
both binary (outdoor-indoor) and multiple categories scene classif cation. Their idea
was to learn mixture models for 20 basic classes of local image content based on color
and texture information. Then, they applied these models to the test image in order
to produce 20 probability density response maps (PDRM) indicating the likelihood
that each image region was produced by each class. Later, they extracted some very
simple features from those PDRMs, and used them to train a bagged LDA classif er
for 10 scene categories. In [202], the authors used a simplif ed low-level feature set to
predict multiple semantic scene attributes that are integrated probabilistically to obtain
a f nal indoor/outdoor scene classif cation. An initial indoor/outdoor prediction is ob-
tained by using support vector machines for classifying computationally eff cient, low-
dimensional color and wavelet texture features. Furthermore, they used the same low-
level features to explicitly predict the presence of semantic features including grass
and sky. The semantic scene attributes are then integrated using a Bayesian network
designed for improved indoor/outdoor scene classif cation. In [206], the authors pro-
posed a hierarchical generative model that classif es the overall scene, recognizes and
segments each object component, as well as annotates the image with a list of tags. Vi-
sually relevant objects are represented by regions and patches, while visually irrelevant
textual annotations are inf uenced directly by the overall scene class. However, these
methods use manually annotated patches which may be time consuming and unprac-
tical. The authors in [207] proposed the use of pLSA to discover object categories in
images using the bag-of-words document representation. Then, they used the nearest
neighbor classif er for scenes classif cation. Our research efforts are focused on ex-
tending this last approach in order to construct a robust system capable of classifying
images into different scenes.
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Scene Databases

In this section, we test our approach on two well-known data sets. Our f rst dataset
contains 1579 diverse scene images from 8 categories [206]: rowing (250 images),
badminton (200 images), polo (182 images), bocce (137 images), snowboarding (190
images), croquet (236 images), sailing (190 images), and rock climbing (194 images).
This data set is very challenging because most images have highly cluttered and di-
verse background, and object classes are highly diverse. In addition, object sizes and
poses are very different in each image. The second data set contains 15 categories of
natural scenes [208, 209]: highway (260 images), inside of cities (308 images), tall
buildings (356 images), streets (292 images), suburb residence (241 images), forest
(328 images), coast (360 images), mountain (374 images), open country (410 im-
ages), bedroom (174 images), kitchen (151 images), livingroom (289 images), off ce
(216 images), store (315 images), and industrial (311 images). The major sources
of the pictures in the data set include the COREL collection, personal photographs,
and Google image search. The average size of each image is approximately 250 ×
300 pixels. Figures 5.1 and 5.2 show example images from the two data sets under
consideration.

(a) (b) (c) (d) (e) (f) (g) (h)

Figure 5.1: Sample images from the UIUC sports event data set; (a) Snow-boarding, (b) Sailing,
(c) Rowing, (d) Rock-climbing, (e) Polo, (f) Croquet, (g) Bocce, (h) Badminton.

Feature Extraction and Image Representation

Representing an image by a collection of local image patches of certain size has be-
come very popular and achieved certain success in visual recognition, image retrieval,
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(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l) (m) (n) (o)

Figure 5.2: Sample images from the 15 categories data set; (a) Off ce, (b) Bedroom, (c) Open
country, (d) Highway, (e) Street, (f) inside-city, (g) Suburb-residence, (h) kitchen, (i) Coast, (j)
Living-room, (k) Forest, (l) Mountain, (m) Tall-buildings, (n) Industrial, (o) Store.

scene modeling/categorization, etc., due to its robustness to occlusions, geometric de-
formations and illumination variations. In addition, the strategy of dense sampling
has been shown to provide better performance than interest points for scene classif -
cation [208]. Furthermore, SIFT descriptor is robust to illumination, clutter and scale
changes. Therefore in this section we use dense SIFT descriptors of 16 × 16 pixel
patches computed over a grid with spacing of 8 pixels.
Inspired by the huge success of the Bag of words (BOW) method in scenes classi-
f cation, we decided to employ it in order to represent each image by a feature vec-
tor [200]. In order to build the Bag of Words dictionary, also known as codebook, we
use a K-means algorithm to cluster our training-set descriptors in a vocabulary of v
visual words. Then, for each SIFT point in an input image, the nearest neighbor in
the vocabulary is calculated; based on this statistics a v-dimensional feature vector is
built collecting the number of points in the image that can be approximated by each
of the v visual words. Thus, each image can be represented as a frequency histogram
over the v visual words. Then, we apply the pLSA model to the bag of visual words
representation which allows the description of each image as a d-dimensional vector,
where d is the number of aspects (or learned topics). Note that, for both data sets, we
f xed v and d to 900 and 50, respectively.

Scene Classif cation and Results

The goal of classif cation is to estimate the most likely scene class. While classif ca-
tion might be easy for human beings it is very hard for machines. Recently, several
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classif cation methods were introduced and most of them fall into two broad classes:
deterministic and probabilistic classif cation. Deterministic approaches classify each
image to one of a number of classes. This is done by considering some metric that de-
f nes the distance between classes and by def ning the class boundaries. On the other
hand, the probabilistic method classif es each image by calculating its probabilities
of belonging to each class of interest. We believe that a probabilistic classif cation
approach is more suitable because of its robustness to measurement error and its effec-
tiveness in identifying similar characteristics from supervised training images. There-
fore, we use the AGM and AGGM to model the training images of each class. Then,
for each input image, we calculate its likelihood of being generated from each class.
Finally, we classify each image to the class that maximizes more its likelihood.
For the UIUC sports event data set, we have used a color SIFT descriptor in order
to incorporate color information. The only difference between the color SIFT and
the regular Gray SIFT is the number of input channels (one versus three). Therefore,
we represented each image using the HSV (Hue, Saturation, and Value) color space.
For each event class, 70 randomly selected images are used for training and 60 are
used for testing. Note that, we evaluated the performance of the proposed algorithm
by running it 20 times, as well as using the RPEM and the EM + MML for the
unsupervised learning of our models parameters. The confusion matrices calculated
by the AGM + EM +MML, the AGM + RPEM , the AGGM + EM +MML,
and the AGGM + RPEM are shown in tables 5.1, 5.2, 5.3, and 5.4, respectively. It
is noteworthy that the computational time excluding the pre-processing time of fea-
ture detection and visual vocabulary formation of the AGM-EM-MML, AGM-RPEM,
AGGM-EM-ML, and AGGM-RPEM approaches running on Core i7-2.4 GHz proces-
sor are 7, 5, 10, 6 minutes for the training set.

Table 5.1: The confusion matrix of the AGM-EM-MML for the UIUC sports event data set.
Snow-boarding Sailing Rowing Rock-climbing Polo Croquet Bocce Badminton.

Snow-boarding 0.81 0.02 0.00 0.02 0.00 0.01 0.01 0.13
Sailing 0.04 0.83 0.05 0.00 0.00 0.00 0.00 0.08
Rowing 0.00 0.00 0.79 0.00 0.03 0.13 0.04 0.01
Rock-climbing 0.02 0.01 0.00 0.91 0.00 0.00 0.00 0.06
Polo 0.00 0.00 0.05 0.00 0.67 0.09 0.19 0.00
Croquet 0.00 0.00 0.11 0.00 0.10 0.53 0.26 0.00
Bocce 0.00 0.00 0.04 0.00 0.16 0.24 0.54 0.02
Badminton 0.03 0.00 0.00 0.06 0.00 0.00 0.00 0.91
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Table 5.2: The confusion matrix of the AGM-RPEM for the UIUC sports event data set.
Snow-boarding Sailing Rowing Rock-climbing Polo Croquet Bocce Badminton.

Snow-boarding 0.81 0.02 0.00 0.02 0.00 0.01 0.01 0.13
Sailing 0.04 0.83 0.05 0.00 0.00 0.00 0.00 0.08
Rowing 0.00 0.00 0.79 0.00 0.03 0.13 0.04 0.01
Rock-climbing 0.02 0.01 0.00 0.91 0.00 0.00 0.00 0.06
Polo 0.00 0.00 0.05 0.00 0.67 0.09 0.19 0.00
Croquet 0.00 0.00 0.11 0.00 0.09 0.54 0.26 0.00
Bocce 0.00 0.00 0.04 0.00 0.16 0.22 0.56 0.02
Badminton 0.03 0.00 0.00 0.06 0.00 0.00 0.00 0.91

Table 5.3: The confusion matrix of the AGGM-EM-MML for the UIUC sports event data set.
Snow-boarding Sailing Rowing Rock-climbing Polo Croquet Bocce Badminton.

Snow-boarding 0.83 0.04 0.00 0.01 0.00 0.02 0.02 0.08
Sailing 0.04 0.83 0.05 0.00 0.00 0.00 0.00 0.08
Rowing 0.00 0.04 0.70 0.00 0.02 0.17 0.05 0.02
Rock-climbing 0.06 0.01 0.00 0.89 0.00 0.00 0.00 0.04
Polo 0.01 0.00 0.05 0.00 0.67 0.11 0.16 0.00
Croquet 0.00 0.00 0.08 0.00 0.13 0.50 0.29 0.00
Bocce 0.00 0.00 0.04 0.00 0.15 0.23 0.57 0.01
Badminton 0.02 0.00 0.00 0.07 0.00 0.00 0.00 0.91

Table 5.4: The confusion matrix of the AGGM-RPEM for the UIUC sports event data set.
Snow-boarding Sailing Rowing Rock-climbing Polo Croquet Bocce Badminton.

Snow-boarding 0.84 0.03 0.00 0.01 0.00 0.02 0.02 0.08
Sailing 0.01 0.85 0.04 0.00 0.00 0.00 0.00 0.0
Rowing 0.00 0.04 0.70 0.00 0.02 0.17 0.05 0.02
Rock-climbing 0.06 0.01 0.00 0.89 0.00 0.00 0.00 0.04
Polo 0.01 0.00 0.05 0.00 0.67 0.11 0.16 0.00
Croquet 0.00 0.00 0.08 0.00 0.12 0.53 0.27 0.00
Bocce 0.00 0.00 0.04 0.00 0.15 0.24 0.56 0.01
Badminton 0.02 0.00 0.00 0.07 0.00 0.00 0.00 0.91

For the 15 scenes categories data set, we are using 100 images per class for training
and the rest for testing as suggested in [208, 209]. Note that, we evaluated the perfor-
mance of the proposed algorithm by running it 20 times, as well as using the RPEM
and the EM +MML for the unsupervised learning of our models parameters. The
confusion matrices calculated by the AGM + EM +MML, the AGM + RPEM ,
the AGGM +EM +MML, and the AGGM +RPEM are shown in tables 5.5, 5.6,
5.7, and 5.8, respectively. It is noteworthy that the computational time excluding the
pre-processing time of feature detection and visual vocabulary formation of the AGM-
EM-MML, AGM-RPEM, AGGM-EM-ML, and AGGM-RPEM approaches running
on Core i7-2.4 GHz processor are 13, 11, 17, 14 minutes for the training set.
In order to evaluate the performance of both algorithms, we compare them with a
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Table 5.5: The confusion matrix of the AGM-EM-MML for the 15 scenes categories data set.
highway inside-city tall-buildings streets suburb forest coast mountain open-country bedroom kitchen living-room off ce store industrial

highway 0.86 0.00 0.00 0.03 0.00 0.00 0.07 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.01
inside-city 0.00 0.81 0.01 0.08 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.04 0.05
tall-buildings 0.00 0.02 0.91 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.07
streets 0.08 0.02 0.00 0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
suburb 0.00 0.00 0.00 0.00 0.99 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00
forest 0.00 0.00 0.00 0.00 0.00 0.95 0.00 0.01 0.03 0.00 0.00 0.00 0.00 0.01 0.00
coast 0.01 0.00 0.00 0.00 0.00 0.00 0.82 0.00 0.16 0.00 0.00 0.00 0.00 0.00 0.01
mountain 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.89 0.08 0.00 0.00 0.00 0.00 0.00 0.00
open-country 0.06 0.00 0.00 0.00 0.00 0.00 0.16 0.07 0.71 0.00 0.00 0.00 0.00 0.00 0.00
bedroom 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.68 0.14 0.18 0.00 0.00 0.00
kitchen 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.69 0.11 0.08 0.00 0.00
living-room 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.23 0.16 0.61 0.00 0.00 0.00
off ce 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.04 0.00 0.93 0.00 0.00
store 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.14 0.00 0.00 0.75 0.11
industrial 0.00 0.00 0.14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0 0.00 0.00 0.21 0.65

Table 5.6: The confusion matrix of the AGM-RPEM for the 15 scenes categories data set.
highway inside-city tall-buildings streets suburb forest coast mountain open-country bedroom kitchen living-room off ce store industrial

highway 0.86 0.00 0.00 0.03 0.00 0.00 0.07 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.01
inside-city 0.00 0.82 0.01 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.04 0.05
tall-buildings 0.00 0.02 0.93 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05
streets 0.08 0.01 0.00 0.91 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
suburb 0.00 0.00 0.00 0.00 0.99 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00
forest 0.00 0.00 0.00 0.00 0.00 0.95 0.00 0.01 0.03 0.00 0.00 0.00 0.00 0.01 0.00
coast 0.01 0.00 0.00 0.00 0.00 0.00 0.82 0.00 0.16 0.00 0.00 0.00 0.00 0.00 0.01
mountain 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.91 0.07 0.00 0.00 0.00 0.00 0.00 0.00
open-country 0.06 0.00 0.00 0.00 0.00 0.00 0.16 0.07 0.71 0.00 0.00 0.00 0.00 0.00 0.00
bedroom 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.68 0.14 0.18 0.00 0.00 0.00
kitchen 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.69 0.09 0.00 0.00 0.00
living-room 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.23 0.16 0.61 0.00 0.00 0.00
off ce 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.04 0.00 0.93 0.00 0.00
store 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.14 0.00 0.00 0.75 0.11
industrial 0.00 0.00 0.14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0 0.00 0.00 0.21 0.65

Table 5.7: The confusion matrix of the AGGM-EM-MML for the 15 scenes categories data set.
highway inside-city tall-buildings streets suburb forest coast mountain open-country bedroom kitchen living-room off ce store industrial

highway 0.82 0.00 0.00 0.07 0.00 0.00 0.06 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.02
inside-city 0.00 0.81 0.00 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.05
tall-buildings 0.02 0.03 0.89 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.06
streets 0.08 0.01 0.00 0.91 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
suburb 0.00 0.00 0.00 0.01 0.98 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00
forest 0.00 0.00 0.00 0.00 0.00 0.96 0.00 0.00 0.04 0.00 0.00 0.00 0.00 0.00 0.00
coast 0.00 0.00 0.00 0.00 0.00 0.00 0.85 0.00 0.15 0.00 0.00 0.00 0.00 0.00 0.00
mountain 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.89 0.08 0.00 0.00 0.00 0.00 0.00 0.00
open-country 0.04 0.00 0.00 0.00 0.00 0.03 0.17 0.06 0.70 0.00 0.00 0.00 0.00 0.00 0.00
bedroom 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.69 0.11 0.20 0.00 0.00 0.00
kitchen 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.18 0.70 0.12 0.00 0.00 0.00
living-room 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.15 0.63 0.02 0.00 0.00
off ce 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.03 0.01 0.92 0.00 0.00
store 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.13 0.00 0.00 0.78 0.09
industrial 0.00 0.00 0.15 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0 0.00 0.00 0.20 0.65
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Table 5.8: The confusion matrix of the AGGM-RPEM for the 15 scenes categories data set.
highway inside-city tall-buildings streets suburb forest coast mountain open-country bedroom kitchen living-room off ce store industrial

highway 0.83 0.00 0.00 0.07 0.00 0.00 0.05 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.02
inside-city 0.00 0.81 0.00 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.05
tall-buildings 0.02 0.05 0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03
streets 0.10 0.00 0.00 0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
suburb 0.00 0.00 0.00 0.01 0.99 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
forest 0.00 0.00 0.00 0.00 0.00 0.96 0.00 0.00 0.04 0.00 0.00 0.00 0.00 0.00 0.00
coast 0.00 0.00 0.00 0.00 0.00 0.00 0.85 0.00 0.15 0.00 0.00 0.00 0.00 0.00 0.00
mountain 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.89 0.08 0.00 0.00 0.00 0.00 0.00 0.00
open-country 0.00 0.00 0.00 0.00 0.00 0.04 0.15 0.06 0.75 0.00 0.00 0.00 0.00 0.00 0.00
bedroom 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.69 0.11 0.20 0.00 0.00 0.00
kitchen 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.18 0.70 0.12 0.00 0.00 0.00
living-room 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.15 0.63 0.02 0.00 0.00
off ce 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.03 0.01 0.92 0.00 0.00
store 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.13 0.00 0.00 0.78 0.09
industrial 0.00 0.00 0.15 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0 0.00 0.00 0.19 0.65

number of state-of-the-art approaches:

1. GMM-EM-MML [43]: We use the same proposed method with the Gaussian
mixture model for classif cation. Note that, we perform parameters estimations
as well as model complexity determination simultaneously by incorporating a
MML penalty in the model learning step.

2. GMM-RPEM [189]: We use the same proposed method with the Gaussian mix-
ture model for classif cation. Note that, we perform parameters estimations as
well as model complexity determination simultaneously by fading out the redun-
dant densities in the mixture using the RPEM.

3. GIST [210]: A spatial envelope that represents the dominant spatial structure
of a scene is proposed then for classif cation the K nearest neighbors (KNN)
classif er is used.

4. Hierarchical [208]: The image is represented by a collection of local regions
denoted as codewords then latent dirichlet allocation (LDA) algorithm is used to
identify the different themes of the image.

5. Probabilistic [211]: A probabilistic model for jointly modeling the image, its
class label, and its annotations is used.

6. SPM [209]: The Deformable Part-Based Models evaluated with LSVM training
process are coupled together.
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7. BOW [200, 212]: SIFT is used as input for the bag of words method and for
classif cation SVM is used.

8. Scene-Objects [206]: An Integrative Model is used to classify events by inte-
grating scene and object categorization.

9. MLE-Scene [213]: Both low level features and global features are extracted.
Then, the maximum likelihood estimation is used to learn an upstream scene
model.

10. MM-Scene [213]: Both low level features and global features are extracted.
Then, the max-margin learning is used to learn an upstream scene model.

11. OB-SVM [214]: The object Bankmethod represents an image as a scale-invariant
response map of a large number of pre-trained generic object detectors and uses
the SVM algorithm to classify it.

Tables 5.9 and 5.10 show the average classif cation rates for the methods under con-
sideration.

Table 5.9: The average accuracies (%) for the UIUC event data set.
GMM-EM-MML 69.51% GMM-RPEM 69.76% GIST 63.88% Probabilistic 66.00% SPM 71.57%
BOW 69.25% Scene-Objects 73.40% MLE-Scene 69.87% MM-Scene 71.70% OB-SVM 76.30%
AGM-EM-MML 74.87% AGM-RPEM 75.08% AGGM-EM-MML 73.75% AGGM-RPEM 74.37%

Table 5.10: The average accuracies (%) for the 15 categories data set.
GMM-EM-MML 74.78% GMM-RPEM 74.21% GIST 74.00% Hierarchical 65.20% SPM 81:20% BOW 73.50%
OB-SVM 80.90% AGM-EM-MML 80.69% AGM-RPEM 81.38% AGGM-EM-MML 81.20% AGGM-RPEM 81.67 %

From both evaluations, we can conclude that our methods with both learning algo-
rithms can achieve good results for the task of scenes categorization. Also, we found
that the RPEM approach achieve higher results than the EM-MML.

5.5.2 Static Facial Expression Recognition

Facial expressions are the facial changes with regards to a person’s internal emotional
states, intentions, or social communications. The detection of faces and the inter-
pretation of facial expression under varying conditions regardless of context, culture,
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and gender is an easy task for humans, however, it represents a diff cult problem for
computer based systems. Facial expression represents a very important task for hu-
mans for example the impression induced from a displayed expression will affect our
interpretation of the spoken word and even our attitude towards the speaker himself.
Furthermore, facial expression analysis can be applied in many areas such as emotion
and paralinguistic communication, clinical psychology, psychiatry, neurology, pain
assessment, lie detection, intelligent environments, and multimodal human computer
interface (HCI). Therefore, facial expression analysis has been an active research topic
for behavioral scientists since the work of Darwin in 1872 [215]. The authors in [216]
introduced a method to automatically analyze facial expressions by tracking the mo-
tion of 20 identif ed spots on an image sequence. Thereafter, much progress has been
made to build computer systems to help us understand and use this natural form of
human communication [217–221]. The main goal of theses researches is to create a
computer system capable of automatically detecting the emotional state of any person.
Thus, machine vision and pattern recognition algorithms are widely applied to face
expression recognition (FER) on both still images and/or video sequences in order to
extract emotional content from visual patterns of a persons face. Despite the progress
made in recognizing facial expressions, reliable and accurate automatic FER is still an
evolving research subject due to the subtlety, complexity and variability of facial ex-
pressions. Facial expression analysis methods can be classif ed into image based and
video based. Facial expression are dynamic in nature, as a result video based meth-
ods are more robust since they encode the facial dynamics which are not available in
static. However, there are some scenarios when temporal data is not available and
image based facial expression analysis are highly needed such as in classifying ex-
pressions in consumer level photographs, expression based album creation, and smile
detection. Therefore, in this section, we present a novel real-time system for static fa-
cial expressions recognition capable of recognizing seven facial expressions (The six
basic facial expressions: Anger, Disgust, Fear, Joy, Sadness, Surprise with the Neutral
expression). Fig. 5.3 shows a sample image from each of the seven facial expressions.
Generally, the task of automatic facial expression analysis can be divided into three
main steps: face detection, facial feature extraction, and classication into expressions.
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(a) (b) (c) (d) (e) (f) (g)

Figure 5.3: Sample images for the seven emotions from the three datasets under consideration.
First Row: JAFFE dataset, Second Row: Cohn-Kanade dataset, and Thrid Row: SFEW dataset.
Facial expressions are: (a) Angry, (b) Disgust, (c) Fear, (d) Joy, (e) Neutral, (f) Sadness, and (g)
Surprised.

Face detection is used to recognize and locate face-like objects regardless of their posi-
tions, scales, orientations, poses, and illumination in the given image. Face detection is
not straightforward due to various variations of image appearance, such as pose varia-
tion (front, non-front), occlusion, image orientation, and illuminating condition. Many
novel methods have been proposed to automatically recognizing faces in images, such
as motion detection (e.g. eye blinks), skin color segmentation and neural network
based methods. However, motion based approaches are not applicable for our static
case and skin tone detection does not perform equally well on different skin colors and
is sensitive to changes in illumination. In this section, we are interested with real time
system, therefore, we decided to use the method introduced in [222] for its small com-
putational time and high detection accuracy. Their approach is capable of eliminating
the need to compute a multi-scale image pyramid and thus reducing the time required
for face detection signicantly. The method can be divided into three main tasks; f rst,
calculate the integral image where the integral image at a given location contains the
sum of the pixels above and to the left of this location. Then, compute some rectangle
features (Haar features) from this integral image and use AdaBoost for feature selec-
tion. Finally, a cascade of weak classif ers is employed for face detection. After faces
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are localized, facial feature extraction is performed on the cropped faces. Extracting
facial feature is an important step and essential requirement in automated facial ex-
pression recognition and has been widely studied in the literature [217, 223, 224]. In
this section, we test different feature extraction methods:
LBP [225]: The Local Binary Pattern (LBP) descriptor assigns binary labels to pix-
els by thresholding the neighborhood pixels with the central value. Later the operator
was extended to use uniform patterns which are LBP that contain at most two bitwise
transitions from 0 to 1 or vice versa. The advantage of using uniform patterns is that
uniform patterns account for a bit less than 90 % of all patterns while can be repre-
sented by only 59 bins [226]. Note that, we have used the code available online 1.
Thus, in order to use the LBP descriptor, each facial image is segmented into a grid of
5 × 5 regions, then, we down-sampled the image into 3 resolutions with scale of 0.6.
Therefore, we end up with a 4425-dimensional feature vector for each facial image (3
× 59 × 25).
LPQ [227, 228]: The Local Phase Quantization (LPQ) is a novel descriptor for texture
classif cation. The descriptor uses phase information computed locally in a window
for every image position. The phases of the four low-frequency coeff cients are de-
correlated and uniformly quantized into eignt-dimensional space. Then, a histogram
of these integer values from all image positions is created and used as a feature for
classication. Because only phase information is used, the method is also invariant to
uniform illumination changes. Note that, we have used the code available online2. For
this descriptor the cropped faces were divided into 5×5 blocks and the neighbourhood
size was set to 8.
HOG [229]: Histogram of Oriented Gradients (HOG) descriptor counts occurrences
of gradient orientation in localized portions of an image. This method is similar to
that of edge orientation histograms, scale-invariant feature transform descriptors, and
shape contexts, but differs in that it is computed on a dense grid of uniformly spaced
cells and uses overlapping local contrast normalization for improved accuracy.
PHOG [230]: Pyramid of Histogram of Oriented Gradients (PHOG) descriptor repre-
sents local image shape and its spatial layout by a spacial pyramid kernel. Note that,

1http://www.cse.oulu.f /CMV/Downloads/LBPMatlab
2http://www.cse.oulu.f /CMV/Downloads/LPQMatlab
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we have used the code available online3. Thus, we used a three level pyramid with 8
bin length and [0-360] angle range in our experiments.
WLD [231]: The Weber Local Descriptor (WLD) characterizes texture information
of an image by considering the ratio of changes in pixel intensity. Different to LBP, it
uses the gradient orientations to describe the direction of edges. For implementation,
we use the code available online 4. Note that, we used the same setup used for the LBP
descriptor.
Then, the well established Principle Component Analysis (PCA) technique is used to
reduce the dimensionality scope. The last step is facial expression classif cation which
is used to identify the emotional state of the input person face by searching a database
of known different emotional expressions. Over the years different classiers were
tested in facial expression recognition, however, we are interested with Support vector
machine (SVM) and mixture models. Therefore, we decided to test three SVM classi-
f ers: Linear (LSVM), polynomial (PolySVM), and SVM with Radial Basis Function
(RBF) kernels (RBFSVM). In addition, for mixture based classif ers, we are using the
Gaussian mixture model (GMM), the AGM, and the AGGM for comparison purposes.
Furthermore, we employ the RPEM and the EM with MML approaches for model
learning.
We have experimented the various algorithms on three well known databases:
JAFFE [118]: The Japanese Female Facial Expression (JAFFE) is one of the earli-
est static facial expressions databases. It contains 219 images of 10 Japanese females
performing the 7 facial expressions under consideration. It has been extensively used
in expression research. However, it has been created in a lab controlled environment
with a limited number of samples. Figure 5.3 shows some sample images from this
dataset. For our experiments, we have used a f ve-fold cross validation script [14],
which creates f ve subsets of the dataset.
Cohn-Kanade [232]: Cohn-Kanade database is one of the most widely used test-beds
for facial expression algorithm development and evaluation. This database consists of
97 university students between the ages of 18 to 50 years, of which 69% are female,
13% are African-American, 81% are Euro-American, and 6% are from other groups.

3http://www.robots.ox.ac.uk/ vgg/research/caltech
4http://vipl.ict.ac.cn/resources/codes
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Subjects were instructed to perform a series of 23 facial displays, six of which were
based on description of prototypic emotions, where each display began and ended with
a neutral face. In addition, Image sequences were digitized into 640× 490 pixel arrays
with 8-bit precision for grayscale values. Figure 5.3 shows some sample images from
this dataset. For our experiments, we selected 320 image sequences where each come
from one of the six basic emotions. The sequences come from 96 subjects, with 1-6
emotions per subject. For each sequence, the neutral face and three peak frames were
used for expression recognition, resulting in 1280 images (108 Anger, 120 Disgust, 99
Fear, 282 Joy, 126 Sadness, 225 Surprise and 320 Neutral). To evaluate the perfor-
mance of the algorithms under consideration, we adopted a 10 cross validation testing
scheme repeated for 10 times in our experiments.
SFEW [221, 233]: Static Facial Expression in the Wild (SFEW) has been developed
by selecting frames from Acted Facial Expressions in the Wild (AFEW) database. The
database covers unconstrained facial expressions, varied head poses, large age range,
occlusions, varied focus, different resolution of face and close to real world illumina-
tion. Frames were extracted from AFEW sequences and labeled based on the label of
the sequence. In total, SFEW contains 700 images that have been labeled for the seven
facial expressions by two independent labelers. Figure 5.3 shows some sample images
from this dataset. For the purpose of consistent evaluation of different algorithms, the
images are divided into two sets of 346 images and 354 images, respectively. The sets
are created in a strict person independent manner. Then, we use the f rst and second
set to train and test our algorithms and vice versa.
In order to evaluate the performance of these algorithms, we have used the two metrics
used for human action recognition: precision and Recall. Tables 5.11, 5.12, and 5.13
show the various precision and recall of all descriptor/Classif er combinations for the
JAFFE, Cohn-Kanade, and SFEW databases, respectively.
From experimental results, we found that both WLD and PHOG descriptors achieve
the highest results for all classif ers, and that both the AGM and AGGM models out-
perform the GMM and SVM for classif cation. It is noteworthy that the computational
time excluding the pre-processing time of feature extraction of the AGM-EM-MML,
AGM-RPEM, AGGM-EM-ML, and AGGM-RPEM approaches running on Core i7-
2.4 GHz processor are (3, 2, 4, 2), (9, 7, 12, 10), and (5, 4, 7, 5) minutes for the training
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LBP LPQ HOG PHOG WLD
Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.

LSVM 75.1% 79.3% 78.7% 68.6% 78.5% 83.4% 74.9% 86.1% 75.7% 85.5%
PolySVM 75.9% 80.2% 65.3% 68.7% 81.1% 83.6% 82.7% 86.2% 76.3% 85.7%
RBFSVM 78.3% 80.8% 75.1% 69.0% 81.4% 83.6% 82.8% 86.4% 76.3% 85.7%

GMM-EM-ML 58.4% 76.9% 58.9% 67.3% 82.5% 80.6% 80.3% 83.6% 67.9% 82.0%
GMM-RPEM 58.4% 76.8% 61.3% 67.1% 82.2% 81.0% 80.3% 83.6% 68.1% 82.1%
AGM-EM-ML 69.4% 81.2% 72.0% 70.1% 86.3% 84.2% 83.2% 86.8% 81.8% 86.2%
AGM-RPEM 69.4% 81.2% 71.2% 69.9% 85.0% 84.5% 84.3% 86.9% 81.8% 86.3%

AGGM-EM-ML 70.7% 80.2% 71.5% 70.3% 86.2% 84.0% 83.4% 86.8% 81.5% 86.1%
AGGM-RPEM 71.4% 80.6% 70.7% 69.0% 85.3% 85.7% 84.0% 88.3% 81.6% 86.5%

Table 5.11: Average precision and recall (%) of all the descriptor/Classif er combinations for the
JAFFE database.

LBP LPQ HOG PHOG WLD
Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.

LSVM 87.1% 86.3% 68.3% 77.1% 61.8% 66.4% 91.3% 95.3% 94.6% 95.7%
PolySVM 86.2% 86.3% 69.0% 77.3% 61.8% 66.7% 85.3% 95.4% 94.6% 95.7%
RBFSVM 88.3% 86.9% 81.4% 77.4% 58.1% 67.2% 87.4% 95.9% 94.1% 95.9%

GMM-EM-ML 85.8% 81.2% 84.4% 76.6% 63.4% 62.3% 81.7% 92.0% 93.3% 92.6%
GMM-RPEM 85.8% 81.2% 84.4% 76.5% 63.4% 62.3% 81.7% 91.9% 92.1% 92.1%
AGM-EM-ML 88.5% 86.4% 87.1% 78.0% 59.3% 67.8% 88.1% 96.4% 97.2% 95.9%
AGM-RPEM 88.5% 86.5% 87.1% 78.0% 58.8% 67.4% 89.5% 96.7% 97.6% 95.7%

AGGM-EM-ML 88.3% 86.7% 87.0% 78.2% 59.4% 67.6% 89.4% 96.0% 97.3% 95.8%
AGGM-RPEM 88.1% 86.7% 87.0% 78.2% 59.5% 67.6% 89.9% 96.3% 97.2% 95.8%

Table 5.12: Average precision and recall (%) of all the descriptor/Classif er combinations for the
Cohn- Kanade database.

LBP LPQ HOG PHOG WLD
Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.

LSVM 43.6% 46.2% 29.9% 44.1% 37.4% 29.0% 44.5% 45.9% 41.5% 48.4%
PolySVM 44.0% 46.3% 29.9% 44.1% 37.4% 29.0% 44.5% 45.8% 48.3% 48.6%
RBFSVM 46.8% 46.7% 31.7% 44.2% 36.2% 29.7% 44.9% 46.1% 49.1% 48.6%

GMM-EM-ML 53.1% 42.5% 34.0% 41.3% 31.3% 27.8% 40.8% 42.9% 47.6% 45.7%
GMM-RPEM 54.2% 42.9% 34.0% 41.3% 31.6% 27.4% 40.7% 42.6% 47.5% 45.5%
AGM-EM-ML 55.3% 46.8% 41.2% 44.4% 37.7% 29.2% 51.1% 46.3% 49.2% 48.4%
AGM-RPEM 55.5% 47.0% 41.1% 44.9% 37.3% 28.9% 51.1% 46.2% 49.2% 48.4%

AGGM-EM-ML 55.4% 46.9% 41.0% 44.5% 37.6% 29.5% 51.0% 46.2% 49.2% 48.6%
AGGM-RPEM 55.4% 46.9% 39.9% 44.6% 37.9% 29.4% 51.1% 46.2% 49.2% 48.6%

Table 5.13: Average precision and recall (%) of all the descriptor/Classif er combinations for the
SFEW database.
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set of the JAFFE, Cohn-Kanade, and SFEW database, respectively.

5.6 Discussion

In this chapter, we have presented two approaches for clustering high dimensional
data using mixture models. Our approaches consider that data arises from a mixture
of asymmetric distributions which represents a good choice for high dimensional data
due to its asymmetrical property and its ability to model different shapes. Furthermore,
we tackled the problem of noisy and uninformative features by determining a set of
relevant features for each data cluster. For model learning, the RPEM is used to allow
simultaneous parameters estimation and model selection for the f rst approach and the
expectation-maximization was penalized with the minimum message length criterion
for the second approach. The merits of the proposed work are shown through com-
plicated computer vision examples and applications, involving high-dimensional data
and large number of classes, namely scene categorization and facial expression recog-
nition. From experimental results, we can conclude that both algorithms are effective
in clustering, however, we favor the RPEM due to its lower computational time.
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Chapter6
Conclusions

Clustering is the task of classifying patterns or observations into clusters or groups.
Generally, clustering in high-dimensional feature spaces has a lot of complications
such as: the unidentif ed or unknown data shape which is typically non-Gaussian and
follows different distributions; the unknown number of clusters in the case of unsuper-
vised learning; and the existence of noisy, redundant, or uninformative features which
normally compromises modeling capabilities and speed. Therefore, high-dimensional
data clustering has been a subject of extensive research in data mining, pattern recog-
nition, image processing, and other areas for several decades. However, most of these
researches tackle one or two problems at a time which is unrealistic because all prob-
lems are connected and should be tackled simultaneously.
In this thesis, f rst we have proposed a hierarchical inf nite mixture model of gener-
alized Gaussian distributions for visual learning based on non-parametric Bayesian
estimation. The specif c choice of inf nite mixture models is motivated by the fact
that they combine f exibility in modeling, clarity of interpretation and intuitive analy-
sis which is crucial in statistical inference from image data generally supposed to be
generated from different sources. We have shown that fully Bayesian models provide
a rigorous framework for challenging applications due to its ability to handle uncer-
tainties associated with the involved data, by incorporating prior knowledge, and to
its deep foundation on probability inference. According to the results, it is clear that
performing feature selection in tandem with inf nite mixture models leads to excellent
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Chapter 6. Conclusions

clustering results and avoids overf tting. The experiments show clearly the broad ap-
plicability and generality of the proposed approach which is able to infer at the same
time both meaningful clusters and meaningful features.
Second, we have extended the application of mixture models to foreground subtrac-
tion. The proposed algorithm handles the problem of modeling the background and
detecting the moving objects in the scene by adopting the use of the Asymmetric Gaus-
sian mixtures. Our approach demonstrates that the assumption that the background and
foreground distributions are Gaussian isn’t always the case for most environments.
Also, we introduced a novel approach for shadow detection by constructing an model
capable to adapt in order to represent shadows in various video sequences.
Third, we have developed a framework for automatic surveillance and monitoring sys-
tems that takes into consideration fusion of both colour and thermal camera outputs in
order to produce information otherwise not obtainable by viewing each sensor output
separately. Also it demonstrates that modeling non-Gaussian data can be tackled by
the use of the asymmetric generalized Gaussian distribution and the problem of deter-
mining the number of clusters can be overcame by the use of the Minimum Message
Length criterion.
Last but not least, we have proposed two unif ed statistical frameworks based on f nite
asymmetric mixture models. Our approaches tackle simultaneously four of the critical
issues that arise when clustering and modeling objects using f nite mixture models:
(1) determination of what features best discriminate among the different clusters, (2)
choice of the probability density functions, (3) estimation of the mixture parameters
and (4) automatic determination of the number of mixture. The f rst algorithm aims
at f nding the best overall model in the entire set of available models rather than se-
lecting one among a set of candidate models by incorporating a Minimum Message
Length (MML) penalty in the model learning step. The second algorithm learns the
asymmetric models via an RPEM technique which allows simultaneous parameters
estimation and model selection. Also, for both algorithms, we tackled the problem of
noisy and uninformative features by determining a set of relevant features for each data
cluster. The merits of the proposed work are shown through complicated computer vi-
sion examples and applications, involving high-dimensional data and large number of
classes,namely scenes categorization and facial expression recognition.
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Chapter 6. Conclusions

In conclusion, compared to existing techniques, generally based on the Gaussian as-
sumption, our approaches not only can model non-Gaussian data, but also can reach
better approximation for the model parameters, and even a better selection for the
number of clusters. Future works could be devoted to the development of a variational
approach to learn the proposed models since it can offer a deterministic alternative for
Bayesian approximate inference by maximizing a lower bound on the marginal likeli-
hood. Variational frameworks have many advantages such as computational eff ciency
and guaranteed convergence that can be easily assessed as compared to MCMC-based
approaches as they do not need calculations of high-dimensional integrals.
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AppendixA
In this Appendix, we calculate the derivative of ∂L(Θ,Z,X )
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used in the EM algorithm and background subtraction.
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Ẑij

σljk + σrjk
+

N
∑

i=1,Xik≥µjk
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AppendixB
In this appendix, we develop the solutions for equations ( 3.24, 3.25, 3.26) used in the
MML algorithm
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The gradients with respect to σljk and σrjk for the AGM model:
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∂σ2
rjk

=
N
∑

i=1

rijkϑrijk

[

̺rijk + ϑrijk

(1− ωk)p(Xik|λk)
ζijk

]

(D.4)

where

ϑlijk =







(Xik−µjk)
2

σ3
ljk

− 1
(σljk

+σrjk
)

if Xik < µjk

− 1
(σljk

+σrjk
)

if Xik ≥ µjk

(D.5)

ϑrijk =







− 1
(σljk

+σrjk
)

if Xik < µjk

(Xik−µjk)
2

σ3
rjk

− 1
(σljk

+σrjk
)

if Xik ≥ µjk

(D.6)
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̺lijk =







1
(σljk

+σrjk
)2
− 3(Xik−µjk)

2

σ4
ljk

if Xik < µjk

1
(σljk

+σrjk
)2

if Xik ≥ µjk

(D.7)

̺rijk =







1
(σljk

+σrjk
)2

if Xik < µjk

1
(σljk

+σrjk
)2
− 3(Xik−µjk)

2

σ4
rjk

if Xik ≥ µjk

(D.8)

The gradients with respect to µjk, βjk, σljk , and σrjk for the AGGM model:

∂L(X ,ΘM , Z, ϕ)

∂µjk

=
N
∑

i=1

rijkA(βjk)

×















− βjk

σljk

(

µjk−Xik

σljk

)βjk−1

if Xik < µjk

βjk

σrjk

(

Xik−µjk

σrjk

)βjk−1

if Xik ≥ µjk

(D.9)

∂2L(X ,ΘM , Z, ϕ)

∂µ2
jk

= −
N
∑

i=1

rijkA(βjk)βjk

×















βjk−1

σ2
ljk

(

µjk−Xik

σljk

)βjk−2

if Xik < µjk

βjk−1

σ2
rjk

(

Xik−µjk

σrjk

)βjk−2

if Xik ≥ µjk

(D.10)

∂L(X ,ΘM , Z, ϕ)

∂βjk
=

N
∑

i=1

rijk (D.11)

×
{

1

βjk
+

3

2

(

ψ(1/βjk)− ψ(3/βjk)
β2
jk

)

− fijk
}

∂2L(X ,ΘM , Z, ϕ)

∂β2
jk

=
N
∑

i=1

rijk

{−1
β2
jk

(D.12)

+
3

2

(

3ψ′(3/βjk)− ψ′(1/βjk)

β4
jk

)

− 3

(

ψ(1/βjk)− ψ(3/βjk)
β3
jk

)

− tijk
}
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∂L(X ,ΘM , Z, ϕ)

∂σljk
=

N
∑

i=1

rijk

{

olijk −
1

σljk + σrjk

}

(D.13)

∂2L(X ,ΘM , Z, ϕ)

∂σ2
ljk

=
N
∑

i=1

rijk

{

1

(σljk + σrjk)
2
− slijk

}

(D.14)

∂L(X ,ΘM , Z, ϕ)

∂σrjk
=

N
∑

i=1

rijk

{

orijk −
1

σljk + σrjk

}

(D.15)

∂2L(X ,ΘM , Z, ϕ)

∂σ2
rjk

=
N
∑

i=1

rijk

{

1

(σljk + σrjk)
2
− srijk

}

(D.16)

where

fijk = A(βjk)c
βjk

ijk

{

ln cijk + djk + ejk

}

(D.17)

tijk = A(βjk)c
βjk

ijk

{

9ψ′(3/βjk)− ψ′(1/βjk)

2β3
jk

+

[

ln cijk + djk + ejk

]2}

(D.18)

olijk =

{

A(βjk)
βjk

σljk

c
βjk

ijk if Xik < µjk

0 if Xik ≥ µjk

(D.19)

orijk =

{

0 if Xik < µjk

A(βjk)
βjk

σrjk
c
βjk

ijk if Xik ≥ µjk

(D.20)

slijk = olijk
(βjk + 1)

σljk
(D.21)
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srijk = orijk
(βjk + 1)

σrjk
(D.22)

and

cijk =















(

µjk−Xik

σljk

)

if Xik < µjk

(

Xik−µjk

σrjk

)

if Xik ≥ µjk

(D.23)

djk =
ψ(1/βjk)− 3ψ(3/βjk)

2βjk
(D.24)

ejk =
1

2
ln

(

Γ(3/βjk)

Γ(1/βjk)

)

(D.25)
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AppendixE
The derivations of ∂p(Xik|ξ

old
jk )

∂µjk
, ∂p(Xik|ξ

old
jk )

∂Sljk

, and ∂p(Xik|ξ
old
jk )

∂Srjk
for the AGM model:

∂p(Xik|ξoldjk )

∂µjk

= p(Xik|ξoldjk )Vijk (E.1)

∂p(Xik|ξoldjk )

∂Sljk

= p(Xik|ξoldjk )Wlijk (E.2)

∂p(Xik|ξoldjk )

∂Srjk

= p(Xik|ξoldjk )Wrijk (E.3)

Vijk =

{

Sljk(Xik − µjk) if Xik < µjk

Srjk(Xik − µjk) if Xik ≥ µjk

(E.4)

Wlijk =















1
2

[

S
1/2
rjk

Sljk
(S

1/2
ljk

+S
1/2
rjk

)
− (Xik − µjk)

2

]

if Xik < µjk

S
1/2
rjk

2Sljk
(S

1/2
ljk

+S
1/2
rjk

)
if Xik ≥ µjk

(E.5)

Wrijk =















S
1/2
ljk

2Srjk
(S

1/2
ljk

+S
1/2
rjk

)
if Xik < µjk

1
2

[

S
1/2
ljk

Srjk
(S

1/2
ljk

+S
1/2
rjk

)
− (Xik − µjk)

2

]

if Xik ≥ µjk

(E.6)
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The derivations of ∂p(Xik|ξ
old
jk )

∂µjk
, ∂p(Xik|ξ

old
jk )

∂βjk
, ∂p(Xik|ξ

old
jk )

∂σljk

, and ∂p(Xik|ξ
old
jk )

∂σrjk
for the AGGM

model

∂p(Xik|ξoldjk )

∂µjk

= p(Xik|ξoldjk )κijk (E.7)

∂p(Xik|ξoldjk )

∂βjk
= p(Xik|ξoldjk )ρijk (E.8)

∂p(Xik|ξoldjk )

∂σljk
= p(Xik|ξoldjk )τlijk (E.9)

∂p(Xik|ξoldjk )

∂σrjk
= p(Xik|ξoldjk )τrijk (E.10)

and

κijk =















−A(βjk) βjk

σljk

(

µjk−Xik

σljk

)βjk−1

if Xik < µjk

A(βjk)
βjk

σrjk

(

Xik−µjk

σrjk

)βjk−1

if Xik ≥ µjk

(E.11)

ρijk =
1

βjk
+

3

2

(

ψ(1/βjk)− ψ(3/βjk)
β2
jk

)

− fijk (E.12)

τlijk = olijk −
1

σljk + σrjk
(E.13)

τrijk = orijk −
1

σljk + σrjk
(E.14)
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