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ABSTRACT

Preserving Privacy for Location-Based Services with Continuous Queries

Yiming Wang

Location-based service (LBS) is gaining momentum as GPS-equipped mobile devices be-

come increasingly affordable and popular. One of the potential obstacles faced by LBS is

that users may raise concerns about their personal privacy when location data are sent to a

distrusted LBS provider. A well-known solution is to render the location data less accurate

through spatial or temporal cloaking. However, such a solution has limitations when the

LBS is based on location data that either include speed and heading direction, or are sent at

a regular time interval. In the former case, by combining consecutive location data includ-

ing speed, heading direction, and cloaked locations, an adversary can obtain more accurate

estimation of the actual location. In the latter case, an adversary can infer additional in-

formation when an expected update to the location datais not received because cloaking is

not possible. In this thesis, we will first show how privacy protection provided by spatial

cloaking can be breached, and proposed a new cloaking method to integrate the speed and

direction into the spatial cloaking process. We then propose an auditing system to ensure

all the mobile devices can be well protected even when it is impossible to cloak some of

them to meet their customized privacy requirements. We evaluate the proposed methods
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with experiments based on simulated mobile devices using real city maps. The experi-

ments show that our speed and direction cloaking methods can achieve sufficient privacy

protection without causing significant decrease in the service quality.
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Chapter 1

Introduction

The Global Positioning System (GPS) is becoming a built-in feature of many wireless
mobile devices, such as cellular phones and PDAs. GPS enables a device to send realtime
location data including the speed, heading direction, and coordinates to a service provider.
In exchange, the provider can offer customized services such as destination path, real time
traffic jam, that are based on the device's location, namely, location-based services (LBS).
LBS allows a mobile device to only receive and process data that are the most pertinent to
the user's needs, and hence improves the device's performance and the user's experience.

One obstacle faced by LBS is the privacy concern that a distrusted LBS provider may
learn users' personal habits or preferences from collected location data, and then abuse such
information later on. A well-known solution is the spatial-temporal cloaking approach [21].

The accuracy of a device's location data is reduced (either spatially or temporally) such that
the cloaked location is valid for at least k devices (where A; is a predefined anonymity set

size). The user may then feel his/her privacy is protected since an adversary can no longer
determine which of the k users originates a query. Such an approach, however, cannot

always succeed to protect every device while satisfying the device's constraint with respect
to the accuracy of location-based services [13]. The issue can partially be addressed with
temporal cloaking algorithms [13,21,47], although these are not an option for real-time
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services that prevent the time delay required by temporal cloaking algorithms [30, 33].
In this thesis, we study the case of a moving device that sends in a sequence of LBS

queries containing location data, such as coordinates, speed, and heading direction. For
example, assume a car driver uses a mobile device and LBS to find an alternative route
out of the traffic jam. Both the traffic status and the car's speed may vary significantly on
different streets at different time. The LBS provider can anticipate the car's future location
and thus provide more accurate results, if it has the car's location, speed, and heading
direction at regular time intervals. We show that existing cloaking techniques including
those especially designed for continuous queries (without speed and direction) become
ineffective in such a case. An adversary may obtain more accurate estimations of the actual

location than what is perceived from the cloaked locations. Such estimation may then allow
him/her to violate the privacy constraint.

Moreover, we show that introducing more inaccuracy into the cloaked location cannot

solve the problem. We also point out that most current cloaking methods cannot ensure
all the devices requesting for LBS can be protected at their desired anonymity level while
satisfying their constraints about the accuracy of LBS, especially when the mobile devices
request real-time services or when the devices send their requests at a fixed time interval.
We show that blocking a request that cannot be successfully cloaked from sending to the
LBS provider is not effective in that the adversary still can breach the privacy protection
based on the fact of a missing request.

We then propose a solution to prevent the aforementioned inference attack on location
cloaking. The key idea is to simulate what an adversary can deduce, and then cloak not only
the coordinates but also the heading direction and speed in order to prevent the inference.
The cloaking depends on future locations, and the cloaking result must be disclosed before
we know such locations. Therefore, the future locations must be approximately estimated

based on the known parameters(speed, direction).
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To address the issue of inferences caused by unsuccessful cloaking, we apply the simu-

latable auditing concept to location-based services to ensure all the mobile devices can be
protected under their anonymity requirements. The key idea is to group the unsuccessfully
cloaked devices together to achieve the anonymity protection. Since the number of such

devices may be limited, the auditing process may also need to deny some additional suc-
cessfully cloaked devices in order to protect the unsuccessful ones, which is an unavoidable
tradeoff between the privacy and the quality of services [16]

The rest of the thesis is organized as follows. The rest of this section reviews neces-

sary background knowledge about LBS, its privacy issues, location cloaking methods, and
simulatable auditing. Section 2 reviews related work. Section 3 models the inference at-
tack on existing coordinate-based location cloaking methods and define basic notions and
notations. Section 4 introduces the proposed approach of cloaking both speed and heading
direction in addition to coordinates of devices in order to prevent adversarial inferences.

Section 5 describes the proposed auditing system in order to prevent adversarial inferences
when some devices cannot be successfully cloaked. Section 6 presents simulation results
based on randomly generated devices on real maps. Finally, Section 7 concludes the thesis
and gives future directions.

1.1 Location-Based Services (LBS)

Wireless carriers and their partners are providing or developing new products, services, and
business models that utilize location data. Location services provide information specific
to a client device's location and they offer many opportunities to both users and service

providers. For the mobile user, examples of location-based services include requesting the
nearest businesses or services of a certain type, such as an ATM or Chinese restaurants,
receiving alerts, such as notifications of a traffic jam, finding another user in the same
region, etc. A big advantage is that mobile users do not need to manually specify their
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Zip codes or other location identifiers in order to use location-based services. Also, the
mobile devices do not need to be loaded with all the necessary information, such as maps

or directories, which is important to devices with limited memory and storage. For the
carrier, location-based services allow them to provide value-added services such as resource

tracking with passive sensors or RFID tags on packages or train boxcars, finding people by
skills (e.g., doctors), navigation through traffic jam, real-time weather, room schedules,
proximity-based notification with targeted advertising or profile matching (e.g., dating),
and payment based upon proximity (e.g., EZ pass).

The architecture of LBS usually involves three parties. A user or customer's device
sends a query to a network operator or wireless service provider, which forwards the query
to a LBS service provider. The LBS service provider generates a response and gives it to
the network operator or wireless service provider, which forwards it back to the customer
or user. The basic assumption in the literature is that customers or users will trust their net-

work operator or wireless service provider for privacy protection, whereas location-based
service providers are not trusted for such a purpose. We also assume the customers or
users will send position information to a network operator with very high accuracy. Lo-
cation information can be obtained either on the client itself (e.g., GPS) or by wireless

service providers, for example through triangulation of the wireless signal. The location
information is periodically transmitted to the network operator through a cellular or wire-
less network, and such information can then be sent to the location service provider either

upon a query from the user, or periodically transmitted. Finally, we assume that the net-
work operator will anonymize any user message before forwarding it to the LBS service
provider. That is, all identifying information, such as names or mobile phone numbers, will
be removed from the location service request received by the LBS provider.

Location cloaking methods imply that inaccuracy must be introduced into the location
information sent to a service provider, and the location-based service must be provided
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Figure 1: Architecture of LBS

using such inaccurate location information. We show this to be a reasonable assumption
by considering several scenarios of location-based services. First, modern vehicles usually
carry sensors that determine weather and road conditions. Therefore, instead of deploying
expensive fixed sensors on highways, highway operators can obtain similar information
by aggregating data collected from the in-vehicle sensors. For example, a rain sensor in a
windshield wiper may detect rainfall and traction control sensors may detect icy road con-
dition. Clearly, we do not need very accurate location information in this case and a road
segment can be a good enough resolution. Also, temporal accuracy is not strictly necessary
since most conditions do not change very quickly. Second, cars equipped with crash sen-

sors or airbags may detect and report accidents. Such information can be used for traffic
control statistics about accident risk at certain intersections or locations. Clearly, tempo-

ral accuracy is not at all important in this case, but location information must be accurate
enough. Finally, for drivers requesting information such as area maps or nearby hotels,
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the location information may be needed with varying accuracy requirements depending on
specific services while the temporal accuracy requirement is much higher than previous
cases.

1.2 Privacy Threat of LBS

As we have mentioned, the LBS service provider is not trusted in terms of users' privacy.
This could be due to concerns over the fact that a LBS service provider may employ location

information to profile the users and later push advertisements to the user. Also, due to the
lack of direct binding between users and LBS service providers, the former may not be
aware of the latter's privacy policies. Finally, the least privilege principle dictates that if
a LBS service does not require the precise location information of a user, then the service
provider should not be given accesses to such information. Therefore, the precise location
information sent by users' devices should be cloaked before it is forwarded to the LBS
service provider. Here we should distinguish between two classes of privacy threats. That
is, communication privacy threats, which mean that adversaries on the network and LBS
providers may attempt to decide who has sent an anonymous message. This thesis will
focus on another type of issues, that is, an adversary may be able to reidentify the originator
of an anonymous message using the location information within that message together with
information gathered through out of bound channels, such as prior knowledge about a user,
observations, or facts from the Internet.

In particular, three example scenarios have been identified in [21]:

• An adversary may correlate a location to a user if the location corresponds to an
address that exclusively belongs to that user, and then the adversary will learn that
the user sent the anonymous message. For example, the user could be the owner of
a suburban house and he/she sends a message from that house; the coordinates of
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that address can be correlated to the residence through a publicly available database

of geocoded postal addresses. The user's identity can then be revealed through an
address lookup in phone or property listings.

• If an adversary happens to know that a known user was at a particular location at a
certain time, such as if the user has somehow revealed his/her identities in a previous

message but now wants to send an anonymous message, then the message can be
linked to the user using the location information.

• If an adversary can determine a sequence of locations all belong to the same users,
then he/she can learn that user's route. If any of those messages reveals the user's

identity, such as in the previous two scenarios, then the adversary can correlate the
user to his/her route, and to obtain further information.

It is worth noting that location information may not directly violate users' privacy,
but more sensitive information contained in the otherwise anonymous messages may be

correlated to a user's identity through the location information.

1.3 Location Cloaking

To prevent the re-identification attack described above, location information needs to be
cloaked before it is sent to the LBS provider. The original location cloaking method is
proposed in [21]. The key idea is that a given degree of anonymity can be achieved by de-
creasing the accuracy of revealed spatial or temporal data. The algorithm simply chooses
a sufficiently larger area, instead of the precise location coordinates, so that enough other
subjects occupy the same area to prevent adversaries from determining the message origina-
tor. The desired degree of anonymity is specified by a parameter k, namely, the minimum
acceptable anonymity degree. The algorithm is implemented in an anonymizing server
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Figure 2: Location Cloaking

hosted at the network operator, as illustrated in Figure 2. It takes the current position of the
requester and the current positions of other users in the same area. The algorithm will then
subdivide the area around the requester's position until the number of users in the area falls
below the constraint k. In the figure, the users represented by the rectangle and circle are

cloaked together to satisfy both users' requirements, whereas the third user's requirement
cannot be satisfied (suppose all three users send messages at the same time). An orthogonal
approach is temporal cloaking, which reveals more accurate spatial location while reducing
the temporal accuracy of messages. That is, we delay the request until k — 1 other users
have traversed the same area occupied by the requestor. The request's time stamp is then
modified to be this whole time interval with k users visiting this area, so adversaries cannot

determine who sends the message.

In a later work, each user's constraints over the acceptable loss of accuracy in cloaked
location, and hence in the quality of LBS service, is considered during location cloak-

ing [13]. As illustrated in Figure 3, the solid-line boxes represent the maximum degree of
cloaking that can be tolerated, whereas the dash-line boxes represent cloaking boxes. A
simple observation can be made, that is, two users cannot be cloaked together while sat-
isfying both users' tolerance levels, unless each user is inside the other's tolerance-level
box.

More generally, a constraint graph is used to model multiple users' constraint boxes
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Figure 3: Location Cloaking with Constraints

•

Figure 4: Clique Cloak Theorem

and relative locations in [13]. More precisely, the constraint graph is a simple undirected
graph, with each user as a node and an edge connecting each pair of nodes that can be
cloaked together based on aforementioned result. The so-called Clique-Cloak theorem is
then derived to state that only nodes inside a clique (that is, a fully connected sub-graph)
can be cloaked together, as illustrated in Figure 4. Notice that this does not necessarily
mean the cloaking will be successful since each user may have his/her own value of k,
which may not be satisfied by the cliques that user's node is in.

Tolerance
Level

Cloaking
Box
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1.4 Simulatable Auditing

Our study of the location privacy auditing issue is inspired by the simulatable auditing
problem in a different context, that is, statistical databases. In a statistical database, unlike
in operational databases, users are allowed to ask for statistics, instead of individual values,
so the objective is to prevent adversaries from inferring the latter from the former.

Let X = (X1, X2, · · · ,?«} be a simplified statistical database with X¿ e R where
1 < i < ? and R denotes the real numbers. The vector ? = {x\,X2, ¦ ¦ ¦ ,xn) denotes a

database state. All queries over X take the form q : Rn -> R. The query auditing problem
means that given a collection of queries O1, q2,.. . ,qr-i has already been answered with the
answers ai, a2, . - - , aT-i, where each a, can either be the true answer or "denied"; given a

new query qT, we must either give the true answer when none of the x¿'s can be determined,
or give "denied" as the answer, otherwise.

A naive strategy is to deny qT only when needed, that is, when at least one of the a¿'s can
be decided. Surprisingly, this natural approach is actually not safe [28]. To illustrate this,
consider the following example. Consider a database consisting of four integer variables

? = (xi,X2,xz,x4) and suppose the first query q1 : max(xi, X2) has already been answered
with answer O1 = 5. Suppose now the second query is q2 : max(x2, ??,?a)· Based on the
above strategy, if the true answer happens to be a2 > 5 then the true answer should be
given because none of the variables can be uniquely determined. On the other hand, if
the true answer is a2 < 5 then we should deny q2 because otherwise the value of X1 can
be inferred. Unfortunately, if q2 gets denied, an adversary can immediately determine that
X1 = 5 because the only reason for the denial of o2 under such strategies is that a2 < 5,
which means that X1 = 5.

The simulatable auditing model [28] prevents the above attack by taking a different
strategy. That is, whether to answer a newly posed query is determined based on only the
knowledge that an adversary has already obtained, which include all answered queries and
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their answers. In general, the simulatable auditing strategy can be stated as the following.
Given a set X of all possible database states that are consistent with previously answered
queries (^1, q2, ..., qr-i) and their answers (ai,a2, ..., aT-i), a new query qT will be de-
nied if only there exists at least one ? e X, which is not necessarily the true database state,
under which answering qT is not safe. If we apply this new strategy to the above example,
q2 will always be denied no matter what possible answer a2 is. Therefore, no inference is

possible.
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Chapter 2

Literature Review

The privacy issue of LBS has drawn significant attentions lately. Many methods have been
developed for protecting the privacy information in LBS. The k-anonymity model-based
temporal and spatial cloaking method [21] has been widely adopted as a baseline solution
for providing privacy protection in LBS. In their algorithms, they use a trusted anonymity
server to hide users' location information with k — 1 other users. In their algorithms,

when the resolution of cloaking area is too coarse to have a good LBS quality service, the
temporal cloaking, which will delay a user's service request, will be applied. However,
a real-time LBS service cannot tolerate any delay of service requests such as in real-time

traffic reporting. Although there are some new cloaking methods that have been proposed
recently [7,31,32,43,44,50], the basic idea is still adding a third trusted party server to
cloak the query before a request for LBS is sent to a provider, the location data in the
request is replaced with a cloaked version, which may match at least k mobile devices. An
adversary will not be able to determine from the cloaked location which of the k users has
originated that request.

In order to accommodate different privacy requirements of different users, a person-
alized anonymization model is introduced in [13]. The authors propose a customizable
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framework and provide the Clique-Cloak algorithm to support the framework. Each mo-
bile node can specify its preferred minimum level of anonymity and the maximum temporal
and spatial cloaking it is willing to tolerate in requesting for LBS; however, the algorithm
implies high computation overhead and is mostly effective when the anonymity level that
users ask is small. Although TTP(Trusted Third Party) based approach has been widely
accepted, the problem of trust between mobile users and a LBS server just moves to user
and third party entities. The difference is only that the third trust party can be well-known
and the risk of trusting a dishonest entity is reduced. However, in many cases many users
would rather like to trust nobody at all. Therefore, recently, there are also other privacy pro-
tecting methods [8, 15, 18,24,41,42,45,51] for location based services that do not require
the trusted third party to cloak the request query to the LBS server. Those methods mostly
use cryptographic techniques to find out the nearest neighbors. Most of their algorithms are
based on secure multiparty computation problem mentioned in [20]. Those methods are
mostly collaboration-based, obfuscation-based, or PIR-based that can achieve the privacy
protection to a certain degree as surveyed by Ghinita [17] and Abedelaziz [35].

A limitation of many cloaking methods is the high computing and processing cost.
When using cloaked areas for LBS, specialized query processing algorithms may be needed,
which may not be available in existing LBS servers. In order to overcome this problem,
there is a recent SpaceTwist concept proposed by M.L Liu [48]. It neither belongs to the
TTP-based or TTP-Free algorithms. In SpaceTwist, a mobile user will ask the nearest
neighbors to send a fake location information called an anchor instead of sending its own
location information to get the LBS. As mentioned above, the TTP based approach has
obvious limitations compared to TTP free approaches, but a TTP based approach is easier
and cheaper to be implemented in a LBS system. Our proposed cloaking algorithm is also
based on a TTP based approach. Nishkam et al. has stated a similar idea as the inference
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problem [37] but the solution is different since it is based on cryptography. They intro-
duced a framework that ask users to send the code that include all sensitive information to

the trust server, and then the trust server reads the code and sends back the results. Cooper

and Morris [10]proposed a new concept to keep privacy of location information, which
binds privacy rules with location information based on the web.

A special class of LBS queries, the Location-based Range Query(LRQ) is studied
in [26]. A user issuing an LRQ is only interested in objects within a fixed distance from
the current location. The solution for privacy preserving is to use an imprecise version of
the query, namely, ILRQ [3, 26]. The inaccuracy is modeled as probabilistic guarantees
to the answers indicating the degree of confidence in those answers. The shortcoming of
centralized anonymizer is pointed out in [9]. Such anonymizer becomes a bottleneck in
handling all queries, and is also a single point of failure. While the peer-to-peer spatial
cloaking algorithm also cannot guarantee the success of cloaking when clients are sparsely
distributed, the privacy exposure may happen when the requester tries to be in the center of
the cloaking region. A distributed protocol is used by mobile entities to self-organize into
a fault-tolerant overlay network in [19]. This approach can guarantee the query anonymity
even when location information is disclosed to the adversary; however, each user must

maintain a complex data structure and follow communication protocols that may cause
additional computation and communication cost that limit clients' capabilities.

Other variations of the cloaking method include Casper [36] which consists of two
components, the AS and the privacy-aware query process. The AS does the job as the
anonymity server does, which blurs the user's exact location information into a cloaking
area protected by desired protection requirement. The privacy-aware query processor is
embedded inside the AS to deal with the cloaking area instead of exact location informa-
tion. This cloaking algorithm uses quad-tree in a bottom-up fashion to find a spatial area
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that meet all the cloaking requirements. The AS has to be known of the location informa-
tion of mobile users in a fine spatial resolution, which will easily lead to a performance
bottleneck when there is large volume of client's service request, and due to the limitation
of the quad-tree structure, the resolution of the cloaking area is often larger than desired
requirement that will for sure reduce the service quality.

There are also some work related to how to protect users' moving traces. Beresford and

Stajano [1] proposed a concept called mix zone that is a spatial region in which a mobile
user doesn not report its location information. When there are more than one users in the
same mix zone, they exchange their pseudonyms, and use the new pseudonyms after they

exit the mix zone. By doing that, an adversary will be difficult to find out a mobile user's
moving trace and cannot make an estimation of their future locations. This algorithm relies
on a set of predefined spatial zone for pseudonym exchanging. In their paper, they use the
algorithm called path confusion algorithm which has been proposed by Hon and Gruster
in [25]. This algorithm allows mobile users to exchange their pseudonyms with each other
when they are close to each other. However, this algorithm has the obvious limitation of
not being able to be applied to anonymous LBSs. Because in the algorithm, they have to
report users' true location information to the service provider, it cannot support anonymous
uses of LBS.

Marco Gruteser and Xuan Liu [23] proposed a method to hide sensitive areas (e.g.,
hospital and hotel) visited by users from adversaries. They classify areas into two cate-
gories, which is sensitive or insensitive areas. When user is in a sensitive area, its location
information will be suppressed, otherwise, it reports its location. When it is moving close
to a sensitive area, it will report an area with at least k - 1 sensitive areas as its current
location. This method cloaks k-1 sensitive areas rather than cloaking at leat k - 1 users.

By doing that, an adversary cannot know the sensitive area where a user goes. A simpler
form of inference attacks is mentioned in [22]. Keeping anonymity of continuous moving
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nodes is studied in [46,47], although the speed and direction are not assumed to be part of
the location data. Their focus is on how to ensure enough uncertainty can be maintained

when neighborhood changes in time, and how to find out the minimal cloaking area while
still keeping anonymity level. We solve a different problem where inferences can be made
using speed and direction information.

The work on finding nearest neighbors for continuous queries [4, 19,49, 52] do not
apply to the privacy issue of LBS but their techniques can certainly be integrated with our
method for constructing cloaking boxes. M.gruteser and B.Hoh also stated an inference
attack that an adversary can have an inference attack based on users' known speed and
direction [34]; however, in our system, by using cloaking mechanism, an attacker can have
an inference attack even by given the speed and direction information of cloaking box
instead of individual user. Personalization and customization of cloaking method [13] has

been broadly adopted in location-based services. It will increase the service quality of
location-based service to the end users. We also proposed a cloaking method based on
the traditional k-anonymity cloaking algorithm but at the mean time, the risk of privacy
information leaking also arises. This issue has been addressed by Shin et al. [40]. In the
paper, they pointed out that adversary can also identify the mobile users by looking for
his/her customized security requirements, such as anonymity requirement, etc., while in
our methods, the mobile user can personalize cloaking requirements without scarifying
privacy.

Most previous researches on location privacy issues are based on snapshot queries. One
example of the snapshot queries is that a mobile user looks for a well known POIs (Point of
Interests). Because this kind of service is not real time, the anonymity server can easily use
temporal cloaking when spatial cloaking cannot achieve the security requirements. Lars
Kulik [30] states the problem of real time privacy protection in LBS. As he mentioned,
how to maintain privacy security in the real-time LBS will be the greatest challengers for
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the next generation of LBSs. And because of the high level of security level required by

mobile users, their query cannot be passed by anonymity server. While this problem will
not impact the performance of non real-time LBS because mobile users can wait until their

requirements are satisfied by the anonymity server and their queries are passed to LBS
server, it will significantly lower the service quality in real-time LBSs.

Audit systems have been used for information leakage control in databases. Given a set
of data consisting of all information of users including sensitive information and a series
of posted queries, the system denies the query that will expose the sensitive information
and allows safe queries. There are two traditional auditing methods, which can be divided
into online [12,28, 38] and offline [5,6, 27,29] auditing methods. In the LBS system, we

assume that attackers have knowledge of the cloaking algorithm for deciding the success
of the cloaking result. Adversaries can trace the messenger originator by looking for their
anonymity requirements and find out the cloaking results by using the same cloaking algo-
rithms as the anonymous server uses. Therefore, we propose an online auditing algorithm
that simulate the cloaking algorithm to protect such information leakage. It is to our best
knowlege the first work to apply the simulatable concept to location based services.
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Chapter 3

Inference Attack

In this chapter, we first describe examples of inference attacks using speed and heading
direction. We then give a more formal model of the inference attack.

3.1 Motivating Examples

Consider again the classic scenario of privacy preserving LBS based on location cloak-
ing [21]. There are three kinds of entities, namely, mobile devices owned by individual
users, a wireless service provider, and third party LBS providers. The wireless service
provider is considered as trusted in terms of user privacy, but the LBS providers are dis-
trusted for this purpose. A cloaking server is hosted by the wireless service provider. Upon
receiving an LBS query with location data from mobile devices, the cloaking server will
replace the location with a less accurate version, such as a cloaking box (an axis-parallel
box containing the actual coordinate of the device), such that this cloaked location will
match at least k devices. The cloaked location is sent as part of an anonymized query to a

LBS provider. An adversary at the LBS provider cannot determine which of the k devices
has originated the query from the cloaked location, even if the adversary knows each user's
precise location through out of bound channels, such as visual observations. This provides
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the user with a certain degree of privacy protection.
However, the above cloaking technique becomes insufficient, if the LBS is based on

a sequence of location data including the coordinate, speed, and heading direction of the
same device at regular time intervals. The inherent geometric relationship between dis-
tance, speed, and direction will enable an adversary to deduce more accurate information
than given cloaking boxes, such as that some coordinates inside the cloaking box are ac-
tually impossible for a device to reach. By removing such impossible coordinates from
further consideration, the adversary may violate the privacy constraint that at least k de-
vices should be included in the cloaking box. Figure 5 through Figure 8 illustrate such
inference attacks under different assumptions about location data available to the LBS (and

the adversary). In those figures, the black node represents a user device sending in an LBS
query; the white and gray nodes represent other nearby devices; the boxes in solid line
represent cloaking boxes for k — 2 at consecutive time points tiJ2,h-

Figure 5 depicts a simple case where the heading direction is in parallel to the x-axis
and the speed is a fixed value ? both of which are known to the adversary. The boxes
in broken line represent the possible coordinates at t2 and t3 that an adversary can infer
from the speed and time. The shaded boxes represent the adversary's final estimation of
the message originator's location. Notice that at time i3, the adversary infers possible
coordinates using his/her inferred result (the shaded box) at time t2, instead of the cloaking
box at f2. The estimation can thus be improved over time by intersecting many inferred
results to reduce the amount of possible locations. Eventually, the adversary's estimation,
as shown in the shaded box, may include only the black node, which means the privacy
constraint k = 2 is now violated.

Inferences are not only possible when the exact speed and heading direction are avail-
able to adversaries. Figure 6 shows the case with a more relaxed assumption that the speed
is only known to the adversary as in a range \vmin, vmax] instead of a fixed value while the
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Figure 5: Inference Attack on Coordinate Cloaking Case 1

direction is still known to the adversary. It can be observed that starting from any coordi-
nate in the cloaking box at ?a and moving at any speed between vmin and vmax, a node will
end up inside the box in broken line even though the exact speed is not known. Again, the
adversary can eliminate impossible coordinates based on such inferences to reduce the size
of the cloaking box at t2, and eventually violate the privacy constraint since the deduced
box of location includes only one node now.

Similarly, partially knowledge of the heading direction may also enable inference at-
tacks. Figure 7 shows another case where the speed is known by adversaries as a fixed
value ? while the direction is only known to be inside a range [emin,emax\. In this case,
the possible coordinates at t2 form a shape bound by four lines (corresponding to part of
the cloaking box at ^1 moved at ? in 9min and 9max, respectively) and two arcs. Again, the
adversary can intersect this shape with the cloaking box to eliminate some impossible part
of the latter from furthe consideration in order to obtain an inferred box with reduced area
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Figure 6: Inference Attack on Coordinate Cloaking Case 2

t2. This may violate the privacy constraint as shown in this case that the deduced box of
location includes only the message originator.

Finally, Figure 8 illustrates the following two interesting points.

• First, the upper half of the figure shows that a larger cloaking box at t2 may solve the
problem, since although the adversary can eliminate the white node from considera-
tion, the gray node will still help to satisfy the privacy constraint k = 2. Notice that
if the adversary is completely sure that the two cloaking boxes are about the same
user, then he/she can exclude the gray node from consideration. This is another type
of inferences that are already addressed in [46,47] and henace is not considered here.

• However, in the lower half of the figure, using a larger cloaking box to include the

gray node does not help. In fact, since the cloaking box at t2 does not affect the box
in broken line (because possible coordinates at t2 only depend on the cloaking box

at i], speed, and direction), using a larger cloaking box at t2 will not help in most
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Figure 7: Inference Attack on Coordinate Cloaking Case 3

cases (this is true in all other three figures). Second, the lower half of the figure
shows yet another case. The speed is unknown, so possible coordinates at t2 form
an infinite area between the two broken lines. Nevertheless, the privacy constraint is

still violated.

3.2 The Model

In the following, we more precisely model the inference attacks illustrated in the previous
section to facilitate further discussions.

Definition 1 Given a collection ofmobile devices D,

• We denote the coordinate, speed, and heading direction ofa device d G D at time t

as c(d, t), v(d, t), and 9{d, t), where both v(d, t) and 9{d} t) can be in the form of a
precise value, a range ofpossible values, or unknown.
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Figure 8: Inference Attack on Coordinate Cloaking Case 4

A coordinate cloaking algorithm takes as input an anonymity set size k, a time t, a
node de D, a set ofcoordinates {c(d', t) \ d' e D), and outputs an axis-parallel box
that includes d, namely, the cloaking box cb(d, t) (shown as solid boxes in Figure 1).

Given a sequence ofcloaking box, speed, and direction as S = {cb(d,t),v(d,t),e(d,t)
d e D, t = ti, t2, ¦ ¦ ¦ , tn-i}, we say c is a possible coordinate for d at time tn, ifas-
suming d is located at c does not cause a conflict with S. We say the collection of
all possible coordinates for d at In as the inference box ib(d,tn) (shown as boxes
in broken line in Figure 1). Notice that the word box is abused here since both the
inference box and inferred box can potentially be any geometric area other than a
box.

We call ib(d,tn) ? cb(d,tn) the inferred box (shown as shaded areas in Figure 1).
An inference attack happens if the inferred box includes less than k devices (k is the
given anonymity set size).
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From above examples, we can make two observations as follows.

• ib(d, tn) is equal to the collection of coordinates that do not cause a conflict with
v(d, i„_i), 9(d, tn-i), and ib{d, ??_?) ? cb(d, tn-i).

• The number of nodes in ib{d,tn) ? cb{d, tn) is no greater than that in ib(d, tn), and
the latter is independent of the choice of cb(d, tn).

The implications of the first observation is that from now on we can focus on two con-
secutive time points, instead of a sequence of them (more details will be given in next
section). The second observation basically announces that the inference attack cannot be
addressed by increasing the degree of cloaking in existing algorithms. We are thus moti-
vated to devise new cloaking methods.
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Chapter 4

Inference-Free Cloaking

In this chapter, we first describe the basic speed and direction cloaking method for consec-
utive queries, and we then address several related issues.

4.1 Basic Cloaking Method

To prevent the aforementioned inference attack, it is necessary to cloak not only coordinates
but also speed and/or direction. Examples given in the previous chapter have shown that
cloaking coordinates only is not sufficient in all cases. In addition, cloaking either speed
or direction alone is generally also insufficient. In Figure 8, we have shown that an infer-
ence is possible even when the speed is completely unknown (which is the extreme case of
cloaking speed only). Figure 7 can be easily modified to show that even an unknown direc-
tion may still enable an inference attack (by maximizing the range of direction). Therefore,
both direction and speed need to be cloaked. The question is how much we should cloak
them. Clearly, an inference attack will no longer be possible if the inference box com-
pletely covers the cloaking box (or, the inferred box is the same as the cloaking box). More
precisely, we define the concept of inference-free cloaking as follows.
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Definition 2 We say a cloaking algorithm is inference-free if it ensures that cb(d, t) C
ib(d, t) holdsfor any device d G D and any time t.

There apparently exist many different solutions to an inference-free algorithm depend-
ing on the precedence of cloaking among speed, direction, and coordinates. In this thesis,
we shall focus on the following approach, that is, to keep the cloaking boxes produced by
a given coordinate cloaking algorithm, such as those in [13,21] unchanged, while cloaking
the speed and direction. In another word, we give the coordinates a higher priority in terms
of cloaking. The advantage of this approach is that when an LBS does not need direction
or speed information, the cloaking server can simply send only the cloaking box (while
suppressing the cloaked speed and direction) to the LBS provider (however, this by no
means prevents other possible approaches from having their meaningful applications. For
example, in some applications the accuracy of speed, or direction, or both could be more
important than that of coordinates in which case the priority of cloaking should certainly
be given to the former).

Figure 9 illustrates the situation where the black node needs to be cloaked at time tn (the
observations given in the previous chapter allow us to consider only two time points). As
depicted in the left figure, we know the coordinate, speed, and direction of all three nodes
at t„. Moreover, we can also compute the inferred box at time tn, shown as the shaded
area (for the case of ? = 1 this will be the cloaking box itself). Instead of sending the
actual speed v.n and direction Qn to the LBS provider, the cloaking server needs to send the
cloaked version, [vmin,vmax] and [0min, 0mex], respectively. The objective of such cloaking
is that at time fn+1, as shown in the right figure, the inference box (in broken lines) will
completely cover the cloaking box (in solid lines), which results in an inference box that is
inference free.
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Figure 9: Cloaking Speed and Direction

However, the cloaking server must compute the amount of cloaking in speed and direc-
tion that is sufficient for the resultant inference box at the next time point to be inference-

free, before we actually arrive at the next time point. That is, the cloaking must be deter-
mined in advance. For this reason, we are facing the following problem:

• On one hand, we need to compute and send [vmin, vmax] and [0m¿„, 0max] to the LBS
provider at time tn. Once these are known to an adversary, he/she can compute the
inference box at time tn+1 (in broken lines in the left figure). Such knowledge of the

adversary will not be reversible at a future time, which means the cloaked speed and
direction can no longer be changed after tn.

• On the other hand, at time tn, we do not yet know the cloaking box at time tn+1 since

it depends on future locations of nodes. This creates a difficulty in achieving the
objective that the inference box at t„+1 (which must be decided at t„ and cannot be
changed later on) completely covers the cloaking box at tn+i (which is still unknown
at In).

To address the above issue, we must estimate the missing information about tn+1 at

tn. More precisely, we estimate the cloaking box at tn+l using the location information
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of all nodes at tn. Notice that it may seem to be a viable solution to simply estimate the
cloaking box at In+1 using the cloaking box, speed, and direction at tn, regardless of other
nodes' location. However, this approach will not provide a good estimation since most
coordinate cloaking algorithms are based on the nearest neighbors, which may change in
time depending on other nodes' movements relative to this node. As shown in Figure 9, the
black node is cloaked together with the white node at tn, but with the gray node at t„+1.

Therefore, we choose to first estimate future locations of all nodes based on their cur-
rent locations, and then compute the future cloaking box based on the estimated locations.
Finally, we compute the current cloaked speed and direction using the estimated future
cloaking box. This process is more precisely described in the following algorithm.

Algorithm Inference-Free Cloaking
Input: A set of nodes D and {c(d,tn),v(d,tn)..9(d,tn) I d G D),

a node d0 G D, ib(d0, tn) ? cb(d0, tn), and anonymity requirement k.
Output: The cloaking result vmin ,vmax, 9min , 9max .
Method:
1 For each d G D
2 Estimate c{d,tn+1) from c(d,tn), v(d,tn), and 6(d,tn);
3 Compute cb(d0, tn+1) from (c(d,i„+1) | d G D);
4 Compute intervals [vmin , vmax] and [O1711n , 9max] to have
5 the smallest set ?i>(d0, ¿n+i) 5 cb(d0, tn+1);
O Ketum Vmin, Vmax? "rain·; "max>

4.2 The Amount of Cloaking

Unlike in coordinate-based cloaking where the inferred box is uniquely determined once
a cloaking box is given, with cloaking of speed and direction, the inferred box must be
determined in a different way since it will also depend on the cloaked speed and direction.

To clarify, we compare the required steps for determining the inference box in both cases
below.
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First, with coordinate-based cloaking, the required steps are the following.

1. At time tn, the device gives the current coordinates c(d, tn).

2. At time tn, the cloaking server publishes the current cloaking box cb(d, tn).

3. At time tn , the adversary can compute the future inference box ib(d, tn+i) based on
speed and direction. .

4. At time fn+1, the device gives the current coordinates c(d, tn+i)

5. At time tn+i, the cloaking server publishes the current cloaking box cb(d, tn+i)·

6. At time tn+i , the adversary computes the current inferred box ib(d, tn+i)ncb(d, i„+i).

Next, with speed and direction-based cloaking, the steps required for determining the
inferred box are the following.

1. At time tn, the device gives the current coordinates c(d, in), v(d, tn), 9(d, tn).

2. At time tn, the cloaking server publishes the current cloaking box cb(d, tn).

3. At time tn, the cloaking server estimates the future cloaking box cb'(d, tn+1).

4. At time tn, the cloaking server can compute and publish the cloaked speed and
direction based on cb'(d,tn+1), v(d,tn), and 6(d,tn) such that the corresponding
ib{d,tn+1) satisfying cb'(d,tn+\) Q ib{d,tn+1) (as detailed later in this section).

5. At time tn, the adversary can compute the future inference box ib(d, tn+1) based on
cb(d, tn) and the cloaked speed and direction.

6. At time fn+1 , the device gives the current coordinates c{d, tn+i),v(d, tn+i ),6(d,tn+i).

7. At time in+1, the cloaking server publishes the current cloaking box cb{d. ??+? ).
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8. At time tn+l, the adversary computes the current inferred box ib(d, tn+i)r\cb(d, tn+\).

With speed and direction-based cloaking, our objective is to ensure that at step 5, the
cloaked speed and direction should satisfy that the inference box ib{d, in+i) computed by
adversary at step 6 should completely cover cb'(d,tn+i) (and hopefully cb(d,tn+1) later
at tn+1, if cb'(d,tn+1) = cb(d,tn+1) happens to be true). However, the inference box
ib(d,tn+1) also depends on the cloaked speed and direction. Such an inter-dependency
makes it more challenging to compute the required amount of cloaking in speed and direc-
tion.

We now approach this issue from another aspect. First we make a few observations as
follows.

• As a general principle of location cloaking (or more generally, that of data general-
ization), we will provide less precise location information but we would never lie,
that is, about the exact location. That is, any cloaked location information must en-
close the actual location, including the speed and direction. Therefore, the inference

box ib{d,tn+i), which is computed based on the cloaked speed and direction, must
enclose another inference box ib'(d,tn+i) computed based on the actual speed and
direction.

• When we cloak the speed and direction to a speed range and direction range, the
inference box ib(d,tn+1), which is certainly no longer a box, can be regarded as a
union of many copies of the inference box ib'(d, tn+1) each of which is based on a
different combination of speed and direction in the cloaked ranges.

• Since the inference box ib(d, tn+i) needs only to enclose both the estimated cloaking
box cb'{d,tn+1) and the inference box ib'(d,tn+i), we can now determine it more
easily based on the union of the two.
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Figure 10 illustrates the above observations with an example where the unfilled box
ABCD is the cloaking box of a node at time tn; the dark grey box A'B'CD' is the es-

timated future cloaking box at t(n + 1); the light grey box MNXY is the inference box
computed based on the actual speed and direction (cb'(d,tn+1) in above discussions).

Figure 10: Cloaking Result

Initial Cloaking Box

Estimated Cloaking Box

Estimated Inference Box

Possible Cloaking Box

In this case, to find the minimal speed cloaking range that causes the inference box

ib(d,tn+i) (not shown in the figure) to fully cover both the dark and light grey boxes, we
have arcs a and c where a is obtained from a circle with the point C as the center and CC
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as the radius; arc c is from a circle with the point B as the center and BX as the radius.
Now, we can determine the required speed cloaking range by having the maximum speed
as the length BX divided by tn+\ - i„ and the minimum speed as CC divided by tn+i - tn.
Notice that we choose points B and C since all other points inside the box ABCD can only
reach the area enclosed by the arc a and c when they travel with any speed with the cloaked
speed range.

Similarly, we can find the minimally required direction cloaking range. First, the dashed
area indicates the inference box if the direction is not known. We can then find the two

points M and D where the maximum cloaked direction is obtained from the line AM and
the minimum cloaked direction from DD'. All other points will fall between those two

lines if they travel along any direction between the cloaked direction range. Based on the
cloaked speed and direction, an inference box can be computed, as illustrated in Figure 1 1 .

?

g

b c

Figure 1 1 : Cloaking Result

4.3 Other Issues

We now address several practical issues related to the previous speed and heading direction
cloaking method.
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4.3.1 Membership-Based Inference

Another type of inferences are possible based on memberships of a cloaking box. As shown

in figure 1 2, the cloaking box at time iO includes the black and white nodes. Assume the
adversary know that the message is sent by one of these two nodes. In another word,
either the black or white node is the message originator. At time Tl, because the white
node moves away from black node while grey node moves closer to the black node, the
new cloaking box will include the black and grey nodes instead. Therefore, the adversary
will know that at time Tl the same originator must still be either the black or grey node,
that is, the grey node can be excluded from consideration through this membership-based
inference. The message originator is thus exposed to the adversary.

O O

TO Tl

Figure 12: Membership-Based Inference

It would seem to be necessary to always include all the members inside a cloaking box

at any subsequent time in order to prevent such inferences. However, this will certainly
lead to a monotonically increasing cloaking box which eventually render the quality of
LBS unusable for users. Fortunately, the above assumption about adversaries' knowledge
about each user device's precise location is in practice too strong, and the knowledge about
each device owner's identity is usually absent or limited [39].

As showed in Figure 13, initially when A and B are cloaked together, the probability of
each device being the message originator is equal. At next time point, device B leaves and
device C is cloaked with A. Assume that the adversary has no knowledge about who has
left and who stays [11], then the possibility that device A is the message originator drops
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to 25% since now A (or B, which the adversary does not know) and C are equally likely
to be the originator. The adversary has no additional knowledge about who left and who
stay. That is, the membership-based inferences are not possible unless if the adversary has
complete knowledge about device owner's identity, which is not likely since all messages
are anonymous. Another approach for reducing such a risk is to use a path confusion
algorithm such that any adversary will not know who will be in a cloaking area [25].

A

CT

B

{(A,50%),(B,50%)} Uh1ISVo)1(K1ISyO)AQ1SQ0Zo))

B C

Figure 13: Probability of Being the Message Originator

4.3.2 Estimation Error Tolerance

The cloaking algorithm proposed in the previous section can prevent an inference attack
in ideal situations where all information are accurate. However, in practice, an error may

arise in many ways. The estimation of future locations of nodes may be inaccurate due to
changes in speed and direction within given time intervals. Moreover, different nodes may
send in their locations at different and varying time intervals, so even the current location
of a node may not be available and must be estimated from a previously known location.
The errors introduced by estimated locations may cause a privacy constraint to be violated
if the actual inferred box is not fully covered by the computed one.

Our solution is to increase the level of cloaking based on estimated errors such that the

cloaking result will remain valid even in the presence of such errors. An alternative solution
is to simply increase the anonymity level k but we believe this will lead to a more significant
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increase in the level of cloaking. Figure 14 illustrates our approach to the tolerance of
estimated errors. The upper left figure shows the case where the cloaking algorithm does
not consider any error. After the algorithm cloaks the speed and direction of the black
node based on estimated locations, an inference box in the broken lines is known to the

adversary. Then the upper right figure shows the actual future location of each node, which
is different from the estimated ones. Since the gray node has moved further downward than

estimated, the cloaking box must be enlarged to include it. However, the adversary already
knows about the inference box, so the inferred box will still include just the black node

itself, violating the privacy constraint.
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Figure 14: Tolerating Estimation Errors

For simplicity, we consider the case where estimation error is bound by a circle around
each node (the circle will be replaced by a different shape when errors are estimated on each
node's current location or its speed and direction). Starting from the estimated cloaking box

in the upper left figure, we enlarge it by considering error bounds (the circles around nodes)
to obtain the result shown in the lower left figure. The larger cloaking box will tolerate the
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estimated errors. However, this also means a larger inference box, which in turn implies a
higher degree of cloaking in speed and direction as the cost for tolerating errors. The lower
right figure shows that the previous result is not optimal since the white node with a smaller
error bound is actually a better choice for the cloaking. That is, we should directly estimate
the cloaking box based on error bounds of all nodes, instead of enlarging a cloaking box
computed from nodes without error bounds.
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Chapter 5

Simulatable Auditing in Location

Cloaking

In this chapter, we first study the possibility of extending the speed and direction cloaking
method with customized constraints. We then show that additional inferences are possible

when cloaking fails to satisfy such constraints. Finally, we discuss applying simulatable
auditing to location cloaking to prevent such inferences.

5.1 Customized Location Cloaking

The speed and direction cloaking method introduced so far can address the inference attacks
when the speed and direction can be freely cloaked as required. However, in reality this
is usually not the case. The quality of the location-base service may be decreased to an
unacceptable degree by forwarding cloaked speed and direction to the service provider. We
thus consider cases where customized constraints are given about such cloaking. That is,

similar to constraint boxes that must completely cover any cloaking box [13], users may
indicate a range of speed and heading direction that must enclose any cloaked speed and
direction.
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Clearly, due to the inherent geometric relationship between speed, direction, and mov-
ing distance, it is not always possible to meet all the cloaking constraints over coordinates,
speed, and direction. The cloaking algorithm must thus know how to tradeoff between these
constraints and reach an acceptable solution. Moreover, even when all such constraints can

be satisfied simultaneously, users may have preferences over which of the cloaking options

should be given more priority. That is, some LBS services may benefit from a more precise
cloaking box than a more precise direction, and vice versa. Therefore, the algorithm should
take such preferences into account when computing the amount of cloaking.

Notice that we have concluded in the previous section that the amount of cloaking

in speed and direction can be uniquely determined based on the estimated cloaking box.
It may seem that no flexibility then exists in choosing to cloak speed or direction more.
However, the cloaking box is not unique, and changing the shape of cloaking box (within
its constraint box, which is not shown here) will enable us to give the cloaking of speed or

direction more priority.

In Figure 15, we consider a case where different preferences over the cloaking of speed
and direction may result in different cloaking solutions. The first case shows that without
any predefined preferences, when the black node sends a request, it will be cloaked with
the white node by the nearest neighbor-based cloaking algorithm. In the second case, the
black node also originates a request but it asks to give direction cloaking higher priority.
Therefore, the black node will be cloaked with the grey node in this case since by cloaking

with the grey node, the result will lead to a smaller direction cloaking range (not shown).
In the last case, the speed cloaking is given higher priority, and the black node will also be
cloaked with the white node to yield a smaller speed cloaking range.

Table 5.1 shows an algorithm to support the above illustrated customized cloaking of
speed and direction. The algorithm first apply the aforementioned Clique-Cloak algo-
rithm [13] to future estimated location of nodes to find those nodes that can be cloaked
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Figure 15: Customized Cloaking

together with the requesting one. It then finds k — 1 neighbors among those nodes accord-
ing to the given preference. Once the cloaking box is estimated, it applies the previous
cloaking method to compute the amount of cloaking in speed and direction that is needed.

After getting the cloaking box, we then use the method we proposed in section 4.1 to

finalize the speed and direction cloaking.

5.2 Simulatable Auditing

In previous work, such as [13, 14], as well as in Algorithm Customized Cloaking Algorithm,
the cloaking process will not always be successful. Existing solution is to employ temporal
cloaking, that is, to simply delay the request for a while until the cloaking can be successful.
Such a solution, however, cannot support a real time service that demands short delays.
Also, if the mobile devices update their locations including the speed and direction to the
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Algorithm Customized Cloaking Algorithm
Input: A set of nodes D, a message originator d and its anonymity requirement k

and preferences over speed or direction cloaking.
Output: Cloaking result, or f if cloaking fails.
Method:

1 Apply the Clique-Cloak algorithm to estimated locations at tn+1 to find all cliques in
the constraint graph [13]

2 If the size of cliques including d is less than k
3 Return f
4 If the preference is over speed cloaking
5 Search for k - 1 nodes in the same clique as d that will lead to the least

amount of speed cloaking
6 Else
7 Search for k - 1 nodes in the same clique as d that will lead to the least

amount of direction cloaking
8 If the search fails
9 Return f
10 Estimate the cloaking box at in+1 based on the k - 1 nodes
1 1 Apply Algorithm Inference-Free Cloaking to return the cloaked speed and direction

LBS service provider at a regular time interval, then the previous solution will not work,
either.

When the cloaking server fails to cloak a requesting device, the LBS provider will not
receive an updated location at the expected time point. An adversary at the LBS provider
can then make an inference that the missing location update signals the device cannot be
cloaked at the time to meet the customized constraints (which are assumed to be publicly

known). Such extra information may lead to the breach of privacy requirements in many
cases, as we shall show shortly.

In figure 16, the nodes stand for mobile devices and the correspond dash boxes are
the cloaking constraint boxes of those nodes. The cloaking server therefore must cloak
the location based on both the anonymity requirement k and the constraints, and only send
successful results to the LBS provider. Based on the Clique-Cloak algorithm [13], the white
circle node can be successfully cloaked with the black circle node in the spatial layout I.
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However, in the spatial layouts II and III, the white circle node can no longer be cloaked at
all according to the constraint boxes. In layout II, the white circle node is not in any other
nodes' constraint boxes, and in layout III, although the white circle node and the black

triangle node are in the same clique, the black triangle node's anonymity requirement k is
equal 3, which means the clique cannot satisfy the requirement.
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Figure 16: An Example of Clique-Cloak Algorithm

In Figure 16 spatial layout I, the white triangle node is sending the updated location to
the server at a fixed time interval. When an adversary does not receive the updated location

at any time point, he/she can infer that the location cannot be cloaked to meet the cloaking
requirement. If he/she knows the locations of all nodes, he/she may find out that only the
white triangle node and black triangle node cannot be cloaked at that time. The probability
of each of them to be the message originator is 1/2, which is greater than the probability

1/3 implied by the anonymity requirements of the white triangle node, that is, the cloaking
fails to protect its privacy.

The basic idea of simulatable auditing is to ensure that all nodes who will be denied

of requests (more precisely, whose location information cannot be cloaked and will be
withdrawn from the LBS provider) are still inside a group that satisfies all group members'

anonymity requirements. We notice the following important points in applying simulatable
auditing to location cloaking.
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• All nodes that cannot be successfully cloaked will form the denial group. Unlike
other nodes, nodes in denial group can be far way from each other, since this will not
reduce the quality of LBS (no such service is provided to those nodes at that time
point).

• Clearly, it is not guaranteed that there are enough nodes whose location cannot be
successfully cloaked. Therefore, we may need to sacrifice some nodes whose loca-
tion can be successfully cloaked by including them in the denial group.

• The denial group is formed based only on nodes' location, regardless whether they
are sending any LBS requests at that particular time point. That is, as long as at
least one of the member nodes cannot be cloaked when it sends a request (although

it may not be the one actually sending requests), then all members' requests will be
withdrawn from sending to the LBS provider. This is a key concept of simulatable
auditing. To see the reason, assume we adopt a more relaxed policy of forming the
denial group only when the requesting node's location cannot be cloaked. If there is
only one such node while all other nodes' location can be successfully cloaked, then
the adversary will be able to infer the former to be the requesting node, since the
denial group will not be formed at all if any of others is the requesting node (he/she
knows there is only one requesting node when seeing a single request).

In Figure 17, we illustrate two cases of forming a denial group using the constraint
graph. In the auditing algorithm that follows, lines 4-6 correspond to the case I: The black
node cannot be cloaked with the grey node since the grey node's anonymity requirement is
3. The algorithm will thus include the black node in the denial group because one of the
nodes (grey node) is in the same clique as the black one. Because the maximum anonymity
requirement is 3, which is more than the number of members in this group, all members
in the group will be denied of requests (although not necessarily all of them are actually
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sending a request). Line 7-17 of the algorithm correspond to case II. The black node with
anonymity requirement of 2 forms no clique with other members (line 7). As line 8-11
describe, the algorithm will search for the nearest clique group that cannot be cloaked
and group them together as the denial group. If the number of members in the group is
greater of equal to the maximum anonymity requirement of the members then the group-
ing is successful. In case II, the black node will be grouped with the triangle and square
nodes because the clique with those two nodes cannot be cloaked since the triangle node's

anonymity requirement cannot be satisfied. Line 12-14 deal with the situation where the
previous search fails. Then, the algorithm will search for the nearest clique to be grouped
together to form the denial group.

K=2 K=2
P\ K=3 K=2 Q ^P K=2

Case I Case "
Figure 17: Forming a Denial Group
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Algorithm Audit System
Input: Cloaking result from previous algorithms
Output: The denial group and its complement G(D), G(S).
Method:

1 Call Clique-Cloak algorithm and place all cliques into G(S);
2 For each d e D
3 If d cannot be cloaked;
4 Search for the cliques including d;
5 If there exists cliques that can satisfy all members' anonymity requirement;
6 Choose the smallest group to be G(D) and remove it from G(S);
7 If d is not inside any clique;
8 Search for the nearest clique that cannot be cloaked
9 Place the clique into G(D) and remove it from G(S);
10 Continue until the size of G(D) is no less than
1 1 the maximum anonymity requirement of all members;
12 If the above search fails;
13 Search for the smallest clique in G(S);
14 Merge the clique with G(D);
15 Continue until the size of G(D) is no less than the the maximum anonymity

requirement of all members;
16 Return G(D), G(S);
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Chapter 6

Simulation Results on Real World Map

We use the Network-Based Generator of Moving Objects [2] to generate random mobile
devices and simulate their movements on the real city map of Oldenburg, Germany, a city
about 15x15 km2 (see figure 18). We generate several groups of mobile devices to study the
effectiveness of our speed and direction cloaking algorithms in different density of moving
objects. In this simulation, we select devices from some part of the city with all devices
sending their service requests between a fixed time interval in a continuous manner. We
maintain an estimation database to record all devices' estimated future locations computed

based on the time span and the location information including speed and heading direc-
tion. The main objective is to measure the accuracy of cloaked location by applying our
algorithms. We also conduct a comparison study between the speed and direction cloaking
algorithm with and without customization constraints, and we also analyze the cloaking
success rate. The terms used during further discussions is given in table 1 . The follow-

ing figures from figure 1 9 to figure 30 will show the simulation results obtained from the
experiments.

Figure 19 and figure 20 show the speed and direction cloaking results with the size of
the time interval changing from Is to 4s. The results also show the cloaking results under
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Figure 18: Oldenburg,Germany

different degrees of node density. From the figures, we can see both speed cloaking range
and direction range decrease when "mobile devices update their location information to the
anonymity server at a big time interval(less frequently). When the device sends its LBS
requests less frequently, the distance between the initial cloaking box and future cloaking
box becomes larger. However, the absolute amount of cloaking will remain roughly the
same. Therefore, the relative percentage of cloaking becomes smaller. We also find out the
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Term Meaning
C The size of a constraint box
K Anonymity requirement

Speed Range (max_speed - min_speed)/real_speed
Direction Range max direction - min direction

Success Rate The rate of successful cloaking
Time Interval [The interval after which devices update their locations

Table 1: Terms Used in the Simulation

both speed and direction cloaking range become smaller when the density of devices in-
creases. This is straightforward since when the density of devices increases, it will become
possible to find a smaller cloaking box with enough nodes inside.

We also conduct a simulation on how the cloaking results change when devices' con-
straints change. We randomly choose 3000 nodes on the city map as a sample, with a

fixed anonymity requirement and the size of time intervals. We cloak the nodes' speed
and direction under different constraints. We made simulation with five constraint levels

(C)(see Table 1) from 100 to 500. We find the accuracy of cloaked location decreases when
the constraint is bigger (see Figure 21 and figure 22). This result is as expected since the
constraint states the maximally tolerable amount of cloaking. The bigger constraint box is
the easier to find enough neighbors to be cloaked together. Therefore, the success rate of
cloaking will increase (see Figure 23).

We conduct a simulation to find out how the anonymity requirement may affect the

cloaking result. In the simulation, we use 2000 and 3000 nodes with the same size of
time intervals and constraints. As shown in Figure 24 and Figure 25, we find the speed
and direction cloaking increase when the anonymity requirement becomes higher, which
means when users desire better privacy protection the quality of location-based service
will decrease. Also, as showed in Figure 26, when the k-anonymity level increases, the
difficulty of finding k - 1 neighbors increases so the success rate of cloaking drops. We
again make the comparison between different density levels in the simulation. The result is
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Figure 19: Speed Cloaking with Different Time Intervals

similar to what we obtain before. When the density of nodes increases, the cloaking range

will become smaller leading to better service and a higher density of devices also causes
cloaking success rate to increase.

We then integrate the simulatable auditing feature and conduct simulations to see how
the cloaking changes under different constraints with the auditing enabled. As shown in
Figure 27 and Figure 28, the results look different from the results shown in Figure 22 and
Figure 23. The cloaking range decreases as constraint boxes become bigger partly due to
that the cloaking success rate is also bigger. With the auditing enabled, when the constraint
box is smaller, more devices that cannot be cloaked will be added to the denial group.

The denial group is a group of devices that cannot be cloaked within its desired constraint
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Figure 20: Direction Cloaking with Different Time Intervals

requirement, so the size of this special cloaking box is significantly bigger than normal
cloaking boxes which leads to the overall increased cloaking result.

We then compare the cloaking method with and without customized constraints in Fig-
ure 29 and Figure 30. We use 3000 nodes, with constraint box of size 300 and anonymity
requirement of 3. The results shown here indicate that by using the speed priority cloaking
method, a device can have a better speed cloaking range.
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Figure 21: Speed Cloaking with Different Constraints
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3000 Nodes Direction Cloaking Range with Different Constraint
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Figure 22: Direction Cloaking with Different Constraints
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Figure 23: Cloaking Success Rate with Different Constraints
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Figure 24: Speed Cloaking with Different Anonymity Requirements
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Figure 27: Speed Cloaking with Different Constraints
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Direction Cloaking with Auditing

300
Constraint

500

Figure 28: Direction Cloaking with Different Constraints
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Chapter 7

Conclusion

We have addressed the privacy issue of LBS with continuous queries containing location
data such as speed and direction. We showed that inference attacks using the extra infor-
mation about speed and direction can defeat existing cloaking methods. We have discussed
attacks under different assumptions about the availability of location data and in most cases,
an adversary was able to improve his/her estimation of the actual location. We then showed
that addressing such inference attacks requires cloaking both speed and direction. We have
proposed a new method for cloaking speed and direction based on estimated future cloaking
boxes. We then propose a customized speed and direction cloaking method to allow users
to customize their preferences. We also propose to apply the simulatable auditing concept
to location cloaking to guarantee that all mobile devices' privacy are always protected even

-when their constraints may not be satisfied by any cloaking. Finally, we have presented
simulation results on proposed methods based on a real world city map. There are still few
things that need to be improved in future work, such as further devising detailed methods
to manage estimation errors in cloaking, the study of cloaking boxes of general geomet-
ric shapes, and the study of other types of cloaking constraints and preferences. We will
also study the computational and storage cost of the proposed methods especially when the
simulatable auditing is enabled.
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