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Abstract 

Admission Control and Resource Allocation for LTE Uplink systems 

Oscar Delgado 

Long Term Evolution (LTE) radio technologies aim not only to increase the capacity of mobile 

telephone networks, but also to provide high throughput, low latency, an improved end-to-end 

Quality of Service (QoS) and a simple architecture. The Third Generation Partnership Project 

(3GPP) has defined Single Carrier FDMA (SC-FDMA) as the access technique for the uplink and 

Orthogonal Frequency Division Multiple Access (OFDMA) for the downlink. 

It is well known that scheduling and admission control play an important role for QoS provision­

ing, and that they are strongly related. Knowing that we can take full advantage of this property we 

can design an admission control mechanism that uses the design criterion of the scheduling scheme. 

In this thesis, we developed two new algorithms for handling single-class resource allocation 

and two algorithms for handling multi-class resource allocation, as well as a new admission control 

scheme for handling multi-class Grade of Service (GoS) and QoS in uplink LTE systems. We also 

present a combined solution that uses the resource allocation and the admission control properties 

to satisfy the GoS and QoS requirements. 

System performance is evaluated using simulations. Numerical results show that the proposed 

scheduling algorithms can handle multi-class QoS in LTE uplink systems with a little increase in 

complexity, and can be used in conjunction with admission control to meet the LTE requirements. 

In addition, the proposed admission control algorithm gain for the most sensitive traffic can be 

increased without sacrificing the overall system capacity. At the same time, guaranteeing GoS and 

maintaining the basic QoS requirements for all the admitted requests. 
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Chapter 1 

Introduction 

1.1 Generalities 

Wireless technologies aim to provide broadband access and services anytime, anywhere using any 

terminal. The possibilities of voice, video, and data services over wireless transmission seem endless, 

but offering such services poses many challenges involving efficient use of resources, quality of service, 

etc. 

Streaming media is becoming a pivotal role in data services. In addition, a greater range of 

services like: online gaming, real-time video, voice services, streaming media, Web browsing, and 

non-real-time services, i.e., FTP, SMTP, have different requirements of network performance such as 

bandwidth, delay, jitter, and security. Streaming media closely bonds the requirements of subscribers 

and the provisioning capability of networks. As a key broadband data service, it will consume the 

major share of bandwidth resources. 

The wireless market growth is stimulated by two main factors: subscribers upgrading their mobile 

devices to have the newest, most advanced features, and subscriber growth in emerging countries. 

It is expected that by 2013, there will be more than 1 billion mobile devices that can connect to 

the Internet. That includes phones, gaming consoles, netbooks, eBook readers, GPS systems and 

car navigation systems. The majority of these customers will be served by Fourth Generation (4G) 
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Technologies. 

Long Term Evolution (LTE) aims to meet the needs of future broadband cellular communica­

tions. The standard is based on a decentralized architecture, with scheduling and admission control 

functionality embedded in evolved Node-B at layer 3, so it can utilize local cell measurement infor­

mation to take the admission control decision. LTE also provides Quality of Service (QoS) to the 

different types of services. 

1.2 Problem Statement 

Radio Resource Management role is to ensure that the radio resources are efficiently used, optimizing 

in this way the system capacity and the end user performance. The most important algorithms 

in LTE are admission control, scheduling, power control and interference control. These network 

algorithms are not specified by the Third Generation Partnership Project (3GPP) so it gives the 

opportunity to network vendors and operators to design and tune the algorithms according to their 

needs. 

The eNocleB admission control algorithm decides whether new requests in the cell are granted 

or rejected. Admission control takes into account the resource situation in the cell, the QoS require­

ments of the new request, as well as the priority levels, and the currently provided QoS to the active 

sessions in the cell. Thus, an admission control algorithm aims at only admitting new request up 

to the point where the scheduler in the cell can converge to a feasible solution where the promised 

QoS requirements are fulfilled for at least all the requests with high priority. 

It is clear that uplink has become very important due to the increasing throughput demands 

upon the uplink channels. This thesis will first analyze and develop new scheduling algorithms for 

single-class and multi-class environments focusing in meeting the QoS requirements for throughput 

and delay. Then, we will focus on joint admission control and scheduling schemes. We will propose 

a novel algorithm for handling the priorities while fulfilling the QoS objective of all granted requests. 

To design such an algorithm, we will present a combined solution that uses the resource allocation 

and the admission control properties to satisfy our objective. 
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1.3 Scope of Thesis Work 

This thesis main concern is on uplink admission control and scheduling solutions. It will not focus 

on downlink although all the properties of uplink can hold for downlink, but this is not necessarily 

true if we apply the downlink solutions into the uplink, mainly because of the additional constraints 

in the uplink. 

This research thesis uses simulation tools to clarify the trade-offs between some key measures 

in admission control, such as system throughput, blocking and dropping probabilities. All these 

measures are considered in a single-cell SC-FDMA environment with convenient admission control 

and scheduling algorithms designed for this purpose. 

1.4 Contributions of the Thesis 

Our approach, dealing with scheduling and admission control for LTE uplink systems, is to propose 

scheduling algorithms that supports QoS, where the main focus is on throughput and delay, for 

single-class and multi-class systems. We also propose an admission control scheme that works in 

conjunction with our new scheduling algorithms, to guarantee quality of service and grade of service. 

To this end, we have made the following contributions. 

• In the first part of our research [DJlOc], we developed an optimization model that, for the first 

time, includes the LTE uplink requirements, i.e., block contiguity constraint. We also propose 

two algorithms that assign resources in a way that maximizes the total sum throughput while 

meeting the delay requirement and at the same time trying to be fair among all the users. 

Remember that the throughput is dependent on the distance and thus users close to the 

base station tend to have higher throughput. We demonstrate through simulations that our 

proposed algorithms outperform the most recently proposed algorithms by introducing the 

delay as part of the maximization problem. 

• In [DJIOb], we extended our optimization model to support multiple classes of service, as, in 

practice, LTE defines until nine different types of services. Here, we focus on the proportional 
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fair approach to develop two algorithms that support multi-class, meet the QoS requirements 

in terms of throughput and delay, and have a fair behavior among the users. In the simulation 

part, we found that with both algorithms, we can have good performance even though we are 

introducing new requirements. 

• Finally in [DJIOa], we developed a novel admission control algorithm that in conjunction with 

our scheduling algorithm for multi-class environments, supports QoS and Grade of Service 

(GoS) for new and existing requests. This solution adaptively adjusts the throughput and delay 

according to the traffic load, assigning resources in a fair way. We evaluated the performance 

of our proposed solution in comparison with the basic admission control criteria. Numerical 

results show that it is possible to increase the system capacity and at the same time fulfill the 

QoS and GoS targets. 

1.5 Thesis Outline 

Technical background of Long Term Evolution is discussed in Chapter 2, covering different technical 

aspects of LTE like downlink and uplink multiple access schemes, and technical specifications on 

layers 1-3. 

Chapter 3 makes a comprehensive review of the previous work found in the literature for schedul­

ing/resource allocation and admission control schemes for LTE systems and for other wireless tech­

nologies. 

Chapter 4 develops the mathematical model for LTE uplink scheduling, which includes the 

uplink block contiguity constraints and the delay requirement. It also covers the algorithm design of 

scheduling for single-class and multi-class systems, and then a joint admission control and scheduling 

solution for multi-class systems. 

Chapter 5 contains the simulation results, followed by a critical analysis. Conclusion and future 

work are discussed in the last chapter. 
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Chapter 2 

LTE Technical Background 

This section contains a short introduction of the most important technical aspects of Long Term 

Evolution. More details about LTE can be found in [3GP10a], [DPSB08], [HA09], mid [STB09], 

2.1 Overview 

As wireless technologies evolved, the access techniques used also exhibited increase in efficiency. The 

first generation of wireless technologies used time division multiple access (TDMA) and frequency 

division multiple access (FDMA). In second generation systems, one set of standards used the com­

bination of FDMA and TDMA and the other set introduced code division multiple access (CDMA). 

CDMA enables the third generation systems. One critical issue with CDMA is that it suffers from low 

spectral flexibility and computationally intensive time-domain equalization for wideband channels. 

Recently, new access schemes like Orthogonal FDMA (OFDMA) and Single Carrier FDMA (SC-

FDMA) are introduced for the Four generation systems. They are based on efficient Fast Fourier 

Transform (FFT) algorithms and frequency domain equalization. They also make possible to control 

the bandwidth and form the spectrum in a flexible way. However, they require advanced channel 

allocation. 

In this context, LTE aims to provide increased data, rates, improved spectral efficiency, and 
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reduced user and control plane latency. To accomplish these main goals, LTE has chosen Orthogo­

nal Frequency Division Multiple Access (OFDMA) for the downlink and Single Carrier Frequency 

Division Multiple Access (SC-FDMA) for the uplink. 

These multiple access techniques provide orthogonality between the sub-channels, reducing in 

this way the interference and improving the total network capacity. OFDMA was chosen for the 

downlink due to its high data rate capacity and its high spectral efficiency. SC-FDMA was chosen 

for the uplink for its lower Peak to Average Power Ratio (PAPR) to maximize battery life in mobile 

devices. 

LTE technology has been designed to support packet switched services, in contrast with previous 

mobile systems which are circuit-switched based. It aims to provide full Internet Protocol (IP) 

connectivity between the user's mobile device and the Packet Data Network (PDN), without any 

disruption to the end user's applications during mobility. 

The main performance targets for LTE can be summarized as follows: 

• Increased user data rates. 

• Increased cell-edge bit-rate, for uniformity of service provision. 

• Reduced delays, in connection establishment and transmission latency. 

• Reduced cost per bit. 

• Flexibility of spectrum usage. 

• Simplified network architecture. 

• High level of mobility and security. 

• Optimized power consumption for the mobile terminal. 

To address these objectives, LTE needs not only the evolution of the radio access techniques 

through the Evolved-UTRAN (E-UTRAN) but also the evolution of the non-radio aspects, named 

System Architecture Evolution (SAE), which includes the Evolved Packet Core (EPC). LTE and 

SAE comprise the Evolved Packet System (EPS). 
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2.2 LTE Network Architecture 

In this section, we present the overall LTE network architecture, giving an overview of the main 

functions provided by the core network and the access network. Figure 1 shows the architecture 

and network elements. The logical nodes and connections shown therein represent the basic system 

architecture configuration. 

ITE-Uy, 

UE 

S8s.' HSS 

MME fr 0) PCRF 

Sl-MME 
S11 

S1-U SSS8 

R* 

SGi 

External networks: 
' Operator Services e.g. IMS. ^/ 

. Internet 

eNodeB S-GW P-GW 

Figure 1: LTE Network architecture 

The eNodeB is in charge of single cell radio resource management decisions, scheduling of users 

in downlink and uplink, handover decisions, etc. The eNodeB is connected to the core network using 

the SI interface. 

The Mobility Management Entity (MME) is the control node which processes the signaling 

between the User Equipment (UE) and the core network. The main functions supported by the 

MME are: Authentication and security, which ensures that the UE is who it claims to be, and 

Mobility Management, which takes care of keeping track of the location of all UE's in its service 

area, managing subscription profile and service connectivity. The MME stores this information for 

the duration it is serving the UE. 

The serving gateway (S-GW) serves as the local mobility anchor for the data bearers when the UE 

moves among eNodeB's. The high level function of S-GW is UP tunnel management and switching. 

Home Subscription Server (HSS) stores user's subscription information such as the QoS profile 

and any access restriction, i.e., roaming. It also holds information about the networks to which the 

user can connect. 

The Packet Data Network Gateway (P-GW) is the edge router between the LTE network and 



the external packet data networks. It is responsible for IP address allocation for the UE, as well 

as QoS enforcement and flow-based charging according to rules from the Policy and Charging Re­

source Function (PCRF). It also serves as the mobility anchor for inter-working with non-3GPP 

technologies. 

PCRF is the network element that is responsible for policy control decision-making and Charging 

Control. It also makes decisions on how to handle the services in terms of QoS. 

2.3 Physical Layer 

LTE physical layer is based on the use of OFDMA and SC-FDMA technologies and is characterized 

by the design principle of resource usage based on dynamically allocated shared resources rather 

than having dedicated resources reserved for a single user [3GP10b]. 

Physical layer provides data transport services to higher layers with the help of transport channel 

via the MAC sub-layer. It is defined in a bandwidth agnostic way, i.e., allowing it to adapt to various 

spectrum allocations. 

The physical channels defined in the downlink are: 

• Physical Downlink Shared Channel (PDSCH), 

• Physical Downlink Control Channel (PDCCH), 

• Common Control Physical Channel (CCPCH). 

The physical channels defined in the uplink are: 

• Physical Uplink Shared Channel (PUSCH), 

• Physical Uplink Control Channel (PUCCH). 

In addition, signals are defined as reference signals, primary and secondary synchronization 

signals or random access preambles. The modulation schemes supported in the downlink are QPSK, 

16QAM and 64QAM, and in the uplink QPSK, 16QAM and 64QAM. The Broadcast channel uses 

only QPSK. 
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The channel coding scheme for transport blocks in LTE is Turbo Coding with a coding rate of 

R = l / 3 , two 8-state constituent encoders and a contention-free quadratic permutation polynomial 

(QPP) turbo code internal intcrleavcr. Trellis termination is used for the turbo coding. Before 

the turbo coding, transport blocks are segmented into byte aligned segments with a maximum 

information block size of 6144 bits. Error detection is supported by the use of 24 bit CRC. 

The generic radio frame structure as shown in Figure 2 is valid for FDD and TDD. Each radio 

frame consists of 20 slots of length 0.5ms, numbered from 0 to 19. A sub-frame is defined as two 

consecutive slots. The structures of each half-frame in a radio frame are identical. 

One radio frame (1 Oms) 
•* • 

O n e sub f rame = T T I (1ms) '•••... 
4 ». 

One slot (0,5ms) 

Figure 2: LTE Time-domain structure 

2.3.1 Downlink O F D M A 

LTE downlink transmission is based on Orthogonal Frequency Division Multiplex (OFDM). The 

basic LTE downlink physical resource can be seen as a time-frequency resource grid (see Figure 

3), where each resource element corresponds to one OFDM sub-carrier during one OFDM symbol 

interval. 

OFDMA distributes sub-carriers to different users at the same time, so that multiple users can 

be scheduled to receive data simultaneously. Sub-carriers are allocated in contiguous groups for 

simplicity and to reduce the overhead of indicating which sub-carriers have been allocated to each 

user. 

OFDMA can also be used in combination with Time Division Multiple Access (TDMA), such 

that the resources are partitioned in the time-frequency plane, i.e., groups of sub-carriers for specific 
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one time slot 
A 

12 
subcarriefs / 

« ' 

DL or UL symbol 

Resource Block 
^ / (RB) 

_ Resource element 
X 

h. 

time 

Figure 3: Resource grid 

time duration. In LTE, such time-frequency blocks are known as Resource Blocks (RB). Figure 4 

depicts such an OFDMA/TDMA mixed strategy used in LTE. 

The practical implementation of an OFDMA system is based on digital technology and more 

specifically on the use of Discrete Fourier Transform (DFT) and the inverse operation (IDFT) to 

move between time and frequency domain representation. 

For the LTE downlink, the OFDM sub-carrier spacing has been chosen to / = 15kHz. Assuming 

an FFT-based transmitter/receiver implementation, some argument for adopting a 15kHz sub-

carrier for LTE is that it allows enough tolerance for the effects of implementation errors and 

Doppler effect without too much degradation in the sub-carrier orthogonality, and it simplifies the 

implementation of WCDMA/HSPA/LTE multi-mode terminals. 

To make an Inter-symbol Interference (ISI) free transmission, LTE places a guard interval in 

between the sub-carriers and their spacing. Making this guard interval long enough than the maxi­

mum expected delay spread; in the environment where the system is intended to be operated, and 
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^ User 1 # User 2 User 3 User A 

time 

Figure 4: Example of resource allocation 

considering the impact of transmitter and receiver filtering. It is possible to make a transmission 

completely ISI free. 

2.3.2 Uplink SC-FDMA 

LTE uplink transmission is based on SC-FDMA for multiple access, valid for both FDD and TDD 

modes of operation. SC-FDMA is a modified version of OFDMA and has similar throughput per­

formance and almost the same complexity as OFDMA. Like OFDM. SC-FDMA also consists on 

sub-carriers but it transmits in sequence not in parallel as in OFDM, which prevents power fluc­

tuations in SC-FDMA signals, i.e., low PAPR [RIK10]. Many of the requirements for LTE uplink 

scheme are similar to those of the downlink, but the uplink also poses some unique challenges. 

• Orthogonal uplink transmission by different UE, to minimize intra-cell interference and maxi­

mize capacity. 

• Flexibility to support a wide range of data rates. 

• Low Peak-to-Average Power Ratio (PAPR), to reduce cost, size and power consumption of the 

UE Power Amplifier (PA). 

• Ability to exploit the frequency diversity afforded by the wideband channel (up to 20 MHz), 

even when transmitting at low data rates. 
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• Support for frequency-selective scheduling. 

• Support for advanced multiple-antenna techniques, to exploit spatial diversity and enhance 

uplink capacity. 

Similar to the downlink, the total number of uplink sub-carriers Nsc = 12NRB- In contrast to 

the downlink, uplink resource blocks assigned to a user equipment must always be consecutive in the 

frequency domain, as depicted in Figure 5. Note that, similar to the downlink, the uplink resource 

block is defined as 12 sub-carriers during one 0.5ms slot. At the same time, uplink scheduling is 

carried out on a sub-frame (lms) basis. 

Us#r#1 User f 2 User #3 

<4 • -4 • 

24 subcarriers 36 aubcanriers 

Figure 5: LTE Uplink resource allocation 

2.4 Radio Interface 

This section contains a brief description of the protocol layers above the physical layer. The main 

responsibilities of the LTE radio interface protocols are to set up, reconfigure and release the Radio 

Bearer. 

The LTE radio interface protocol layers include Layer 2 protocols; Medium Access Control 

(MAC), Radio Link Control (RLC) and Packet Data Convergence Protocol (PDCP). Layer 3 consists 

of the Radio Resource Control (RRC) protocol, which is part of the control plane. 

Figure 6 shows the overall LTE radio interface protocol architecture, covering only the protocol 

part of the radio access in LTE. Note that there are other protocols that are between the UE and the 

core network but these are transparent to the radio layers and are generally referred to as Non-Access 

Stratum (NAS) signaling. 
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Layer 3 

Layer 2 

Layer 1 

Control plane User plane 

RRC 

Logical Channels 

JL5 & Transport Channels 

Physical Layer 

Figure 6: LTE Radio architecture 

2.4.1 Medium Access Control (MAC) 

The Medium Access Control layer maps the logical channels to transport channels, handles logical-

channel multiplexing, hybrid-ARQ retransmissions, and uplink and downlink scheduling [3GP10c]. 

The connection to the physical layer is through transport channels, and the connection to the RLC 

layer is through logical channels. Other important tasks of the LTE MAC layer are: 

• MAC layer multiplexing/demultiplexing of RLC Payload Data Units (PDU's); also Padding if 

a PDU is not fully filled with data, 

• Traffic volume measurement reporting, to provide RRC layer information about the traffic 

volume experienced. 

• Error correction through HARQ, to control the uplink and downlink physical layer retrans­

mission handling in the eNodeB together with the scheduling functionality. 

• Priority handling between logical channels of one UE and between UE's by means of dynamic 

scheduling, thus the scheduling in the eNodeB is considered as MAC layer functionality. 

• Transport format selection (as part of the link adaptation functionality in the eNodeB sched­

uler). 
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2.4.2 Radio Link Control (RLC) 

The Radio Link Control layer is located between the MAC layer and the PDCP layer [3GP10d]. It 

communicates with the PDCP layer through a Service Access Point (SAP), and with the MAC layer 

via logical channels. The RLC layer has the following basic functionalities: 

• Transferring the PDU's received from higher layers, i.e., from RRC (Common Control Channel) 

or PDCP (including user plane). 

• Depending on the RLC mode used, error correction with ARQ, concatenation/segmentation, 

in-sequence delivery and duplicate detection may be applied. 

• Protocol error handling to detect and recover from the protocol error states caused by, for 

example, signaling errors. 

The RLC can be configured in one of three data transmission modes: Transparent Mode (TM), 

Unacknowledged Mode (UM), and Acknowledged Mode (AM). In AM, special functions are defined 

to support retransmission. When UM or AM is used, the choice between the two modes is made by 

the cNodcB during the R,R,C radio bearer setup procedure, based on the QoS requirements. 

2.4.3 Packet Data Convergence Protocol (PDCP) 

The Packet Data Convergence Protocol (PDCP) [3GP09] is located above the RLC layer of the user 

plane and PDCP is also used for most of the RRC messages. The key functionalities of the PDCP 

are: 

• Header compression/decompression of IP packets. This is based on the Robust Header Com­

pression (ROHC) protocol, specified in the Internet Engineering Task Force (IETF) [49]. 

Header compression is more important for smaller IP packets in question, especially in con­

nection with the Voice over IP (VoIP) service, as the large IP header could be a significant 

source of overhead for small data rates. 

• Ciphering/deciphering both the user plane and most of the control plane data. 
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• Integrity protection and verification, to ensure that control information is coming from the 

correct, source. 

Besides the functionalities listed above, the PDCP layer has specific functions in connection with 

the handover events (intra-LTE). The PDCP does the in-order delivery function in the downlink 

direction and detects duplicates. In the uplink direction, PDCP retransmits all the packets which 

have not been indicated by lower layers to be completed, as the lower layers will flush all the HARQ 

buffers with handover. In the downlink direction, the PDCP layer will forward the non-delivered 

packets to the new eNodeB. This is to ensure that no data are lost in connection with a handover 

event between LTE eNodcB's. 

2.4.4 Radio Resource Control (RRC) 

Radio Resource Control messages are a major part of the control information exchanged between 

the UE and E-UTRAN. The RRC protocol supports the transfer of common Non-Access Stratum 

(NAS) information as well as dedicated NAS information (which is applicable only to a specific UE) 

[3GP10e]. In addition, for UE's in RRCJDLE, RRC supports notification of incoming calls. The 

RRC protocol covers a number of functional areas. 

• System information handles the broadcasting of system information, which includes NAS 

common information. Some of the system information is applicable only for UE's in RRCJDLE 

while other system information is also applicable for UE's in RRCCONNECTED. 

• RRC connection control covers all procedures related to the establishment, modification 

and release of an RRC connection, including paging, initial security activation, establishment 

of Signaling Radio Bearers and of radio bearers carrying user data, handover within LTE, 

configuration of the lower protocol layers, access class barring and radio link failure. 

• Network controlled inter-RAT mobility includes (besides the mobility procedures) secu­

rity activation and transfer of UE RRC context information. 
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• Measurement configuration and reporting for intra-frequency, inter-frequency and inter-

RAT mobility, includes configuration and activation of measurement gaps. 

2.5 Radio Resource Management 

Radio Resource Management (RRM) aims to ensure that the radio resources are efficiently used, 

taking advantage of the available adaptation techniques, and to serve the users according to their 

configured QoS parameters. 

Figure 7 shows an overview of the corresponding mapping of the primary RRM related algorithms 

to the different layers. The family of RRM algorithms at the eNodeB exploits various functionalities 

from Layer 1 to Layer 3. 

Figure 7: RRM Functions 

2.5.1 Scheduling 

Dynamic packet scheduling and link adaptation are key features to ensure high spectral efficiency 

while providing the required QoS in the cell. 

The scheduler performs scheduling decisions every Time Transmission Interval (TTI) by allocat­

ing resource blocks to the users, as well as transmission parameters including modulation and coding 

scheme. The latter is referred to as link adaptation. In this thesis, we will refer indistiiiguishably to 

scheduling and resource allocation as our algorithms performs both activities at the same time. 
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There are some differences between uplink and downlink schedulers. The main differences are 

listed below. 

• eNodeB does not have full knowledge of the amount of buffered data at the UE. 

• The uplink direction is power limited due to low UE power compared to eNodeB. This means 

that users cannot always be allocated a high transmission bandwidth to compensate for poor 

SNR conditions. 

• Only consecutive resource blocks can be allocated to one user in uplink due to SC-FDMA 

transmission. The main difference between RB allocation in downlink and uplink stems from 

the uplink channel design. The single-carrier constraint in LTE uplink limits both frequency 

and multi-user diversity. 

• The uplink is characterized by high interference variability. Interference variations from TTI 

to TTI in the order of 15 to 20 (IB make it a hard task to estimate accurately the instantaneous 

uplink interference. 

• An uplink grant transmitted on PDCCH in TTI n refers to uplink transmission iir TTI n+4ms. 

This 4ms delay is due to PDCCH decoding and processing time at the UE and represents a 

further limitation to link adaptation and channel-aware packet scheduling in uplink. 

2.5.2 Admission Control 

The Admission Control (AC) algorithm decides if new requests in the cell are granted admission or 

not. Admission control takes into account the resource situation in the cell, the QoS requirements, 

as well as the priority levels, and the currently provided QoS to the active sessions in the cell. A 

new request is only granted admission into the system if it is estimated that QoS requirements for 

the new session and the in-progress sessions can be fulfilled having the same or higher priority. 

Each LTE bearer has a set of associated QoS parameters. All the packets within the bearer 

have the same QoS treatment. It is possible to modify QoS parameters of the existing bearers 

17 



QCI 

1 
2 
3 
4 
5 
6 
7 
8 
9 

Resource 
Type 
GBR, 
GBR 
GBR 
GBR 

non-GBR 
non-GBR 
non-GBR 
non-GBR 
non-GBR 

Priority 

2 
4 
3 
5 
1 
6 
7 
8 
9 

Delay 
Budget 
100 ms 
150 ms 
50 ms 
300 ms 
100 ms 
300 ms 
100 ms 
300 ms 
300 ms 

Error Loss 
Rate 
io-* 
10~3 

10~3 

lO"6 

10~6 

io-6 

10-3 

10"6 

10~6 

Example Services 

Conversational voice 
Conversational video(Live Streaming) 
Real Time Gaming 
Non-Conversational video 
IMS signaling 
Video(Buffered Streaming), email 
Video(Live Streaming) 
Browsing, file download 
file sharing 

Table 1: QCI characteristics 

dynamically. It is also possible to activate another parallel bearer to allow different QoS profiles for 

different services simultaneously. 

The QoS profile of the bearer consists of the following related parameters: 

• Allocation retention priority (ARP), 

• Guaranteed bit rate (GBR), 

• QoS class identifier (QCI). 

3GPP specifications define a mapping table for nine different QCFs and their typical services 

[3GP10f], see Table 1. The exact admission control decision rules and algorithms are eNodeB 

vendor specific since they are not specified by 3GPP. In Section 3, we discuss the admission control 

algorithms proposed in the literature. 

2.6 LTE Specific Requirements 

In this section we are going to discuss the main differences from the technical specification point 

of view between LTE and the other 4G technology called WiMAX (Worldwide Interoperability for 

Microwave Access). 

Although the most important similarities between these two technologies are orthogonal fre­

quency division multiplex (OFDM) signaling, and the use of Vitcrbi and turbo accelerators for 
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forward error correction. From a chip designer's perspective, if a device has to support both tech­

nologies, it means the possibility of reuse gates. From a software perspective, it's even more obvious 

as LTE and WiMAX share the same technology with different parameters. Flexibility, gate reuse 

and prograinmability seem to be the answers to the multi-mode LTE-WiMAX device. Here are the 

most important differences: 

• Both technologies use orthogonal frequency division multiple access (OFDMA) in the downlink. 

WiMAX optimizes for maximum channel usage by organizing all the information in a wide 

channel. LTE, on the other hand, organizes the available spectrum into smaller blocks. 

• LTE uses SC-FDMA for uplink, while WiMAX uses OFDMA in both uplink and downlink. 

A major problem with OFDM-based systems is their high peak-to-average power ratios. LTE 

adopted SC-FDMA specifically to boost Power efficiency. 

Another interesting point to mention here is that LTE (L-FDMA) adds a contiguity constraint. 

This constraint means that for a given user, it is only allowed to assign adjacent channels; 

this rule restricts the flexibility of scheduling algorithms and prevents from directly applying 

algorithms developed for other technologies. 

• Although both standards support frequency division duplexing (FDD) and time division du­

plexing (TDD), WiMAX implementations are predominantly TDD. LTE is heading in the 

FDD direction because it is a true full-duplex operation. 
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Chapter 3 

Literature Review 

Since Scheduling and Admission Control strategies are not part of the 3GPP standard, there are 

many available proposals in the literature. This section provides an overview of the most relevant 

published work as well as an analysis of their advantages and disadvantages. We will mainly focus 

on LTE uplink, even though we will also cover some of the work made for WiMAX and other wireless 

technologies. 

3.1 Scheduling 

Scheduling is the process of assigning resources, so the system can provide an acceptable throughput 

and fairness. In this section, we will first review some basic well known scheduling algorithms, and 

then we will summarize a selection of scheduling strategies described in the literature. 

While most of the work has been done on LTE downlink scheduling, there are already quite a 

few studies on the uplink scheduling. In Subsections 3.1.2 and 3.1.3, we will make a comprehensive 

review of the available papers in the literature, and then we will classify them as single-class or 

multi-class scheduling contributions. 
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3.1.1 Known Scheduling algorithms 

1. Round Robin 

Round robin is one of the simplest scheduling algorithms that can be applied to scheduling 

problems, such as wireless packet radio networks. 

The round robin scheduler serves the users in the following way. First, the calls are placed as 

they arrive in the queue. The call at the beginning of the queue gets an amount of scheduled 

resource, and then it is placed at the end of the queue. This is repeated continuously. The 

amount of assigned resources will be the same for each user. 

This algorithm achieves fairness with respect to allocated resources amongst the calls. However, 

in general the throughput varies according to the quality of the links and therefore degrading 

the whole system throughput considerably, another drawback of this algorithm is that, it is 

not designed for multi-class systems. 

2. P ropor t iona l Fair 

In the presence of fading, it is possible that some channels will have a higher signal to noise 

ratio than the average, and consequently a higher throughput. This fact can be exploited to 

achieve a better cell throughput using a proportional scheme. 

The scheduler can use channel quality information to calculate the capacity of the channel and 

prioritize users with a momentarily high available throughput. In proportional fair scheduling, 

the priority of each call at each resource block is calculated first, and then the user with 

maximum priority is assigned the RB; the algorithm continues to assign the RB to the user 

with next maximum priority. This process continues until all RBs are assigned or all users 

have been served with RB's. The priority can be calculated as the ratio of the requested data 

rate over the average date rate of each user. 
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3.1.2 Single-class Scheduling 

In this subsection, we will review mainly LTE uplink approaches for single-class scheduling. Never­

theless we also include some of the designs developed for OFDMA (general approaches) and WiMAX. 

In [YAAD09], the maximization of a utility function is considered to find the optimal resource 

allocation in Uplink SC-FDMA systems. The authors reported very good results in terms of fairness 

and throughput with algorithms of linear complexity. 

It was also shown that the maximization of the sum throughput leads to a higher cell throughput, 

and that using the logarithm of throughput as a utility function ensures proportional fairness, and 

thus constitutes a trade-off between throughput and fairness. 

One of the main disadvantages of the proposed algorithms in [YAAD09] is that the authors only 

work in one dimension (remember that SC-FDMA uses frequency and time) and this affects the 

fairness over long term intervals. 

In [LPM+09], the authors focused on adapting the time domain proportional fair algorithm to 

the LTE uplink framework, and derived from there several algorithms. In their simulations, the 

authors observed that maximizing the logarithm of the utility function leads to almost the same 

results (in terms of throughput and fairness) as maximizing the ratio between the instantaneous 

throughput to the total throughput. 

The authors also took explicitly into account the property that requires that all the subcarriers 

allocated to a single user must be adjacent in frequency within each time slot. Although this 

contiguity constraint limits the scheduling flexibility, they incorporate this constraint while trying 

to maximize their own scheduling objectives. They also showed the NP-hardness of the frequency-

domain scheduling problem under the block contiguity constraint. 

In [MLG06], the use of the marginal utility function to formulate scheduling algorithms was 

proposed. Their results show that proportional fair scheduling with logarithmic user data rate can 

improve the sum-rate capacity. 

The authors also concluded that efficient scheduling depends on accurate information about the 
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channel response of the link between user terminals and base station. Errors in the channel estima­

tion are mainly caused by changes in channel properties. These errors can degrade the performance 

of the scheduler by causing incorrect adaptation of the modulation scheme and incorrect assignment 

of subcarriers to users. 

In [NS08], the joint subcarrier and power allocation problem with the objective of maximizing the 

total utility of users in the uplink of an OFDMA system were studied. In their problem formulation, 

the authors included the problems of sum rate maximization, proportional fairness and max-min 

fairness as special cases. 

The authors claimed to provide a Pareto optimal solution within a large neighborhood, and an 

efficiently computable upper bound of the optimal solution. One important thing to mention here is 

that this algorithm cannot be directly applied to LTE uplink because it does not include the block 

contiguity constraint. 

Other OFDMA uplink scheduling algorithms were devised in [GG08]. Again, the results were 

analyzed in terms of throughput and fairness. The authors reported that the reduction in complexity 

and fairness is achieved by performing scheduling in two steps: firstly, they allocate subcarriers by 

considering per-user fairness; and secondly, they apply residual subcarrier allocation to increase the 

sum rate. 

In addition to the heuristics, few authors attempted to solve exactly the scheduling and subcarrier 

allocation problem using an optimization model, see [HSAB09] [KHK05] [GC08]. They obtain near 

optimal solutions that usually outperform the heuristic solutions. However, none of those studies 

include subcarriers or block contiguity constraints. 

The major drawback of all these proposals is that they only consider throughput in the develop­

ment of their algorithms. Although throughput is a very important factor, it is not the only one, and 

in fact as we will show in the next chapters, it is very important to incorporate more parameters. 

23 



3.1.3 Multi-class Scheduling 

In this subsection, we will review LTE uplink approaches for multi-class scheduling and some of the 

designs developed for OFDMA (general approaches). 

In [QRTC09], Qian et al. developed a resource block allocation algorithm for multi-service 

downlink LTE systems and deduced from it a scheduling algorithm that takes advantage of the 

queue state information in the data-link layer and the channel state information in the physical 

layer. Results were analyzed in terms of average user throughput and number of satisfied users. 

One of the key features of this paper is that all users are classified into three categories and the 

scheduler assigns resource blocks in turns. An important disadvantage is that they defined data loss 

rate as the only QoS indicator. 

In [PKF+09], Petersen et al. showed a comprehensive study of the many resource allocation 

techniques available for LTE downlink. The quality of service is outlined as being one of the main 

objectives to maximize the system capacity while serving all users according to their minimum QoS 

requirements. It is also shown how the radio resource management algorithms at the base station 

offers opportunities for efficient designs due to the easy access to air interface measurements. 

In [WWS07], the authors investigated how call setup signaling is affected as the load on the 

system increases in a traffic scenario where all users engage in both a voice and a video session. 

They found that if all traffic is scheduled with the same priority, setup signaling might be affected 

and the delivery of signaling messages cannot be guaranteed. However, if these messages have higher 

priority, the length of call setups and terminations can be kept at almost constant values even if 

the system load is high. Their results also indicate that other service qualities are not significantly 

affected by such a priority scheme. 

In [MPKM08], Monghal et al. introduced a decoupled time/frequency domain scheduler ap­

proach. They showed that fairness can be controlled with frequency domain metric weighting or 

Time Domain Priority Set Scheduling depending on the number of users in the cell. 

Again in this paper, the main concern is only the throughput as a main QoS parameter. 
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Ill [ZHWW07], Liu and Xinglin proposed a simplified layered scheduling scheme based on Max­

imum Delay Utility for OFDM networks. In this scheme, the scheduling is divided into two main 

steps, macro and micro scheduling. In the macro step, the utility functions are defined, and the 

priorities of each type of service are determined. In the micro step, the scheduling is performed 

among all users inside a given traffic type determined in macro step. 

The authors claim that their simplified layered scheduling has much lower computational com­

plexity and almost the same utility values as the standard maximum delay utility scheduling while 

handling multiple traffic types with diverse QoS requirements. 

In [KSC09], the authors proposed a scheduling algorithm that satisfies the QoS requirements of 

the real-time traffic and maximizes the utility of the non real-time traffic. A step-by-step approach 

was used to achieve these two objectives with low complexity and traffic class prioritization. 

A well-known bipartite matching algorithm was adopted for the QoS scheduling of the real-time 

traffic and a standard gradient scheduling algorithm for the utility maximization scheduling of the 

non real-time traffic. 

Although there are many more research work made in this topic (for FDMA, CDMA, etc) they 

cannot be directly applied to LTE because of its particular constraints (see Section 2.6 for details) . 

3.2 Admission Control 

Admission Control is the process which evaluates if the system has enough available resources to 

accept new incoming connections, and then decide either to accept or reject new connections so it 

can provide an acceptable QoS for new and existing connections. 

Although there are quite a good number of studies on admission control, not many of them focus 

on multi-class admission control for LTE systems. In this section, we will first discuss the general 

approaches and then, we will focus on the available papers for LTE and WiMAX. 

25 



3.2.1 Known Admission Control algorithms 

Here, we will briefly discuss three well known admission control algorithms: the Reservation Scheme, 

the Linear Weighting Scheme, and the Distributed Admission Control Scheme. 

1. Reservation Scheme (RS) 

In this first scheme, the admission control algorithm reserve channels for different classes of 

traffic according to a certain distribution of traffic in a specific cell, i.e., if a handoff call request 

admission, the algorithm evaluates if the number of channels reserved for handoff allows the 

system to accept this request. 

2. Linear Weighting Scheme (LWS) 

The linear weighting scheme adds to the reservation scheme that it considers the mean number 

of calls underway in all cells within a maximum number of hops from the originating cell in 

determining the admission. It uses the same principle of reserving channels for different classes 

of traffic but instead of just looking to one cell; it evaluates a defined group of cells and takes 

a decision based on the average. 

3. Distributed Admission Control Scheme (DACS) 

Unlike the reservation scheme, in this approach, the admission is taken in a distributed manner 

by the periodic exchange of information among the base stations regarding the current load 

conditions. 

Let PQOS be the highest tolerable hand-off dropping probability for all the calls of the same 

class. The admission controller must fulfill two critical requirements: first of all, by admitting 

the new call, the QoS of existing calls in the system must be maintained, mid secondly the 

system must provide the newly admitted call with its desired QoS. Hence, a new call is admitted 

into the system, if the above requirements are satisfied. 
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3.2.2 Single-class Admission Control 

In this subsection, we will review the LTE approaches for single-class systems as well as some of the 

strategies developed for WiMAX. Remember that WiMAX is the closest technology to LTE, as it 

uses a similar set of radio technologies (OFDMA). 

In [ARC+08], Anas el al. proposed an admission control algorithm for LTE uplink utilizing the 

fractional power control formula [3GP07b]. The algorithm determines if a user requesting admission 

can be accepted baaed on the path-gain so as to fulfill the QoS requirements of the new and existing 

users. The authors also claim that their algorithm tunes itself for many load conditions without 

additional complexity. 

Unfortunately, in this paper, the authors did not address the study of QoS differentiation for 

mixed traffic. In addition, they did not care of the fact that in a real situation the closed loop 

adjustments of fractional power control should be taken into account. 

In [TC08], Tarhini et al. proposed a new state-dependent admission control scheme where the 

degree of acceptance depends on the density of the users in different areas inside a single OFDMA-

based WiMAX cell, users are allowed to move internally among those areas as well as externally to 

other cells. 

The authors claim that their density-based admission control algorithm shows a lower dropping 

probability of on-going calls without increasing too much the blocking probability of new calls. 

In [TJP08], Teh et al. proposed an admission control scheme that uses the bit rate statistics of 

each flow to predict the percentage of packets that are excessively delayed. Consequently, a new 

flow is allowed only if this predicted percentage is sufficiently low. 

In their simulation results, they showed that their proposed method can predict the proportion 

of delayed packets and control the load of the network to achieve the desired delay bounds. 

In [JS07], Jing and Sampalli developed an admission control scheme that handles the intra-

cell mobility issue in the downlink of broadband wireless networks with link adaptation. They 

decomposed the cell into rings and associate resource consumption with each ring, and modeled the 

intra-cell mobility as a BCMP (network of interconnected queues) queuing chain network. 
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Here, the authors assumed that all users have the same QoS requirements. However, the authors 

consider that the BCMP queuing network model can be extended to a multi-class BCMP queuing 

network model. 

Additionally, their cell mobility-based admission control algorithm can provide efficient resource 

allocation by predicting min-guaranteed resource consumption on a per cell basis. 

In [ZXLH08], Zhu et al. proposed a fair connection admission control scheme (FCAC) to improve 

the system fairness on bandwidth allocation to users by setting a dynamic admission threshold. 

FCAC considers a common scenario in which users are limited to the fixed amount of bandwidth by 

Internet Service Provider. 

In this solution, the users required bandwidth and the available system bandwidth are used in 

the admission control criterion. In order to improve the system fairness on bandwidth allocation to 

users, the bandwidth requirements of other users are also taken into account to decide whether to 

admit a new user connection request. 

3.2.3 Multi-class Admission Control 

Multi-class admission control is a key factor to provide new services. As it is well known, new mobile 

technologies aim to provide multiple services, i.e., voice, video, internet, over the same network, and 

consequently each type of traffic has its own requirements. In this subsection, we will review the 

LTE and WiMAX admission control approaches for multi-class systems. 

In [BCC+09], Bae et al. proposed a Delay-aware Admission Control algorithm (DACAC) that 

provides QoS for various kinds of services in LTE system. Their algorithm utilizes statistical data 

for packet delay and Resource Block utilization in order to guarantee packet delay requirements for 

on-going calls. 

They also report that DACAC algorithm yields lower hand-off call dropping probability than 

new call blocking probability, leading to a support of continuous communications for users moving 

between different cells. 

In [KMS08], an Admission Control scheme for Mobile WiMAX that considers both bandwidth 
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and delay for the admitted connections was proposed. 

This admission control scheme considers a priority scheme for different types of traffic, for ex­

ample provides higher priority to hand-off connections, than to a newly incoming connection. 

fn [RQL07], Rong et al. addressed the admission control problem from the perspectives of 

WiMAX service providers and subscribers. They formulate the admission control as an optimization 

problem, in which the demands of service providers and subscribers are taken into account. 

In addition, the authors developed a computational method for their strategy, and a utility and 

fairness constrained greedy revenue algorithm considering many classes of traffic. The authors argue 

that its proposed admission control approach can meet the requirements of both service providers 

and subscribers. 

In [SCK10], Saddoud et al. proposed an admission control scheme (sometimes called bandwidth 

allocation in this paper) based on QoS requirements of different traffic types for mobile WiMAX. 

Their admission control algorithm gives priority to real time service classes minimizing in this 

way the call blocking probability for different traffic types. 

3.3 Joint Scheduling and Admission Control 

In this section, we will review the LTE approaches that combines scheduling and admission control 

for multi-class systems. We also include some of the general approaches that can be applicable to 

LTE. 

In [QHS+09], Qian et al. proposed an admission control scheme for handling multiclass services. 

To solve the optimization problem, they presented a combined complete sharing and virtual par­

titioning resource allocation model and develop a service degradation scheme in case of resource 

limitations in their proposed admission control scheme. 

Their proposal is based on identifying an optimal proportion for different service groups that 

maximize the system capacity while maintaining the QoS of all admitted users. 

In [LYZ+08], Lei et al. proposed a resource allocation algorithm and an admission control scheme 

for LTE systems with heterogeneous services. Their proposed allocation algorithm introduces a 
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transmission guard interval which gives high priority to real-time service approaching their delay 

limit, and an admission control algorithm that can adaptively adjust the threshold according to the 

network condition. 

The authors reported that their proposed AC scheme can balance ongoing connections of different 

classes of traffic and it is potentially easy to reserve resources to support handover users. 

In [MA08], Anas et al. developed a combined admission control and a decoupled time-frequency 

domain scheduling for LTE uplink that is able to differentiate between user classes, for a realistic 

mix of committed bit rate and best effort traffic. 

The authors report that their admission control algorithm blocks the bearer with a very low 

path-gain, and fulfill the required GBR of admitted bearers with a low outage probability. 

One important thing missing in this study is to focus on the scheduling algorithms to differentiate 

and prioritize the GBR bearers over non-GBR bearers. 

In [Hos03], Hosein presented a flexible framework for admission control and scheduling within 

which a wireless operator can provide QoS services, and at the same time, gives users priority based 

on their subscription plans. This framework allows the operator to fine tune their pricing scheme in 

order to maximize revenue. 

The admission control approach addressed here consist on imposing penalties if a connection 

is accepted and the user is outside the limits defined by a barrier function and enforced by the 

scheduler. The QoS metric used here is only based on throughput measurements, as the author 

considers that it is the most resource intensive parameter. 

In [TTLK08], Tung et al. proposed an adjustable Quadra-threshold (QTBR) dynamic call ad­

mission control scheme and QoS aware bandwidth allocation algorithm for WiMAX. Their proposed 

scheme supports voice, data and multimedia services with differentiated QoS. 

These schemes works together to keep the resource utilization in the subscriber station close to 

100%. Additionally, the authors report that the QoS aware bandwidth allocation with threshold 

setting lowers the Blocking Probability of real time and non real time traffic. 

In [TLT+07], Tsang et al. proposed a QoS solution incorporating a dynamic call admission 
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control scheme and a bandwidth allocation algorithm for WIMAX mobile application. For the 

admission control, they use an adjustable Quadra-threshold (QTBR) scheme and a QoS aware 

scheme for the resource allocation. 

The authors claimed that their proposed solution supports voice, data and multimedia services 

with differentiated QoS, and promise to maintain the resource utilization close to the limit while 

controlling the dropping probability. 

In [CG07], Chaudhry and Guha proposed an admission control scheme and a scheduling algorithm 

for fixed and mobile Broadband Wireless Access systems. The admission control scheme reserves 

an adaptive temporal channel bandwidth for mobile subscriber stations based on the most recent 

requests to assure seamless hand-off, while the scheduler allocates physical layer slots to user packets 

based on the application's data rate and latency characteristics. 

Additionally, their proposed scheduling algorithm prioritizes real-time over non real-time traffic 

in accordance with the Quality of Service (QoS) parameters of service flows defined in the standard. 
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Chapter 4 

Proposed Mathematical Model and 

Algorithms 

In this chapter, we expose the mathematical model developed for a single cell network, based on the 

technology and constraints discussed in the previous chapters. Then we move to heuristic approaches, 

the first approach it is to consider scheduling for a single-class system. Then, we discuss how to 

extend the approach to a multi-class system, and finally we propose a joint solution that guarantees 

admission control and scheduling with QoS and GoS in a multi-class environment. Simulation results 

that verify the theoretical analysis will be discussed in the next chapter. 

4.1 Single-class Scheduling 

In this section, we propose an original optimization model for the resource allocation problem in the 

context of a Single-Cell SCFDMA (L-FDMA scheme) subject to delay constraints. It corresponds 

to a constrained optimization problem in which the objective is to maximize a utility function that 

captures the fairness concern. 

We consider a Single Cell SC-FDMA transmission system with a bandwidth of B Hz. In time 

domain, the basic unit of scheduling is a transmit time interval (TTI) where typically 1 TTI = 1ms. 
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The total bandwidth is partitioned in Resource Blocks (RB's) and each RB has L subcarriers, one 

(or more) RB can be assigned to a given user in each TTI. We assume that the base station has a 

perfect knowledge of the channel gains of all users in the frequency and time domains. 

4.1.1 LTE Resource Allocation Model with Delay Requirement 

Although some mathematical models have already been proposed for the scheduling and resource 

allocation in LTE systems, none of them has yet expressed the block contiguity constraints together 

with the delay constraints. Among the previous references, we can mention those of [IISAB09] 

[GC08] [KHK05] where the authors deal with scheduling and subcarrier allocation without any 

subcarrier contiguity or block constraints. The model that is described below is written assuming 

we manipulate resource blocks (1 RB = 12 subcarriers). 

We now describe the mathematical model starting by its objective. In economics, utility is a 

concept representing the level of satisfaction from consumption of goods and services, and it is used 

for balancing the efficiency and fairness among users. In wireless communications, several concerns 

have already been expressed through a utility function, among which power, throughput, or user 

fairness. Since user data rate is an important parameter to determine user satisfaction and fairness 

in wireless communications, a utility function denned as an increasing function of user data rate is 

often selected. We will remain with such a choice and therefore propose a first objective aiming at 

maximizing the sum of the user utility at each TTI. Alternate objectives will be discussed at the 

end of this section. 

Let Ar be the set of blocks and K be the set of users. For a given user k G K, we denote by Nk 

the set of resource blocks allocated to user k, by Pk the instantaneous transmission power of user k, 

by P™ax the maximum transmit power, and by Rk its achievable throughput. 

The maximization of the user utilities can be written as follows: 

max^[/(i?. f e | iV f c) (1) 
fee A" 

where U(Rk\Nk) is the utility of user A- as a function of the throughput R^ given the allocation of 

RBs n € Nk to user k. 
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The block resource allocation corresponds to the following set of allocations: 

] T anM = 1 neN (2) 
A;€A' 

an.k > 0 n G N; k G A' (3) 

where an i j . = 1 if RB n is allocated to user k. Constraints (2) express the condition that each RB 

can be allocated only to a single user during one TTI. Constraint (3) is a non negativity constraint, 

and constraints (4) convey the power limitations of each user, 

In order to guarantee the resource block contiguity constraints, we need to introduce two new 

set of variables S^k and S~k such that: 

n G N 

keK (5) 

n G N (6) 

k G K (7) 

k G K (8) 

n G N (9) 

n G N (10) 

Constraints (5) detect whether there is an increase or a decrease of the value of a„.k when compared 

to an+i.k taking into account that, due to constraint (6), there cannot be a decrease at the same time 

than an increase. Constraint (7) does not allow more than one increase, and therefore guarantees 

that once a block is selected while the previous one was not, all subsequent resource blocks are 

either all selected, or once one is not selected, the subsequent resource blocks of this latter block 

are not selected. Constraint (8) docs not allow more than one decrease, and therefore guarantees 

that as soon as a RB is not selected while the previous one was, all subsequent RBs cannot be 

selected. Note that constraints (8) are redundant, once constraints (7) are satisfied, constraints (8) 

34 

ttn+l.fc = « n.k + <5,tfc - S] k "n.k 

*ik+^k<
1 

n £ N 

n€N 

E 8n.M = !: E Sn,k = 1 
keK keK 



are automatically satisfied as well. Constraints (9) ensure, similarly to (2), that each user is assigned 

to at most one RB. 

Note that it would be easy to add constraints setting limits on the size of sequences made of 

contiguous RBs with the addition of integer variables xn.fc such that x*k = n6* k and x~ k = n6~' k-

length of the sequence of contiguous RBs for is user k is then Y, xt.,k ~ J2 xn.k-

Last, we need to express the delay constraints. Firstly, we express that each user cannot exceed 

the maximum allowable delay and secondly, that its throughput cannot be smaller than the minimum 

required throughput for each user. 

dfc < dmax k e K (11) 

Rk > Rmi" k e K, (12) 

where dmax is the maximum allowed delay and jRmin the minimum acceptable throughput for user 

k within the LTE cell. 

It is important to mention that, we assume that we always have at least one user in the system, 

and wc only deal with resource block assignment. It might be possible that, a given user which has 

been assigned resources has not information to transmit in a specific time slot. 

4.1.2 Alternate Utility Functions 

As mentioned earlier, the utility function is often defined as dependent of the throughput. However, 

if we assume that the utility function is equal to the sum of the throughputs; users located at the 

edge of the cell will always be allocated fewer resources than the users near the base station. This 

is due to the path loss (proportional to the distance). To address this issue, the sum of the utilities 

is often replaced by the sum of the logarithmic utility functions in order to provide a proportional 

fairness. Hence, we can either use 

max ] T Uk{Rk\Nk) = max ^ ^ an%kRk (13) 
kel< keK n€N 

or 

max J2 h l Uk(Rk\Nk) = max ^ ^ an.k ln(Rk) (14) 
keK keK neN 
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where In represents the natural logarithm, and iVfc = {n € N : an,k = 1}. Note that not all users 

are necessarily scheduled if not enough resource blocks are available, or if the number of available 

resource blocks vs. the number of users do not allow the satisfaction of all the quality of service 

(QoS) requirements for all users. 

Another way to maximize this proportional fair objective is to use: 

K,k = rn.k/Rk (15) 

where rnj; is the instantaneous data rate for user k on RB n (see [AQS05], [KW04]). We can 

establish another version of (13) or (14) as follows: 

max ^2 5 3 an,kK,k (16) 
keK n€N 

where Artifc is defined as in (15). 

Seeking to maximize the general objective in (1) or (16) under the delay, throughput, and block 

contiguity constraints leads therefore to a difficult mathematical programming problem, due mainly 

to the nonlinear and non-convex objective. In spite of the evolution of large scale 0-1 programming 

techniques, it is difficult to hope that they would scale in the context of real-time scheduling and 

resource allocation Uplink LTE systems, although they could be useful in the context of either 

developing accurate planning tools, or assessing the quality of the heuristic solutions. In the next 

Section, we focus on the design of two efficient greedy heuristics, and, in the following section, on 

their performance evaluation. 

4.1.3 Scheduling and Resource Allocation Algorithms 

In this section, we propose two new algorithms that perform scheduling and subcarrier allocation 

within LTE Uplink system model. 

Algorithm!.: LC-Delay 

The first greedy algorithm, called Algorithm 1 LC-delay, schedules each resource block RB to a user 

k in a way that maximizes the marginal utility, satisfies the maximum allowed delay, and guarantees 

a minimum throughput Rmm for each user. 
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Algorithm 1 LC-Delay 

{Initialization} 
URB *— index set of unassigned resource blocks 
•̂ RB.fc *— set of assigned RB's to user k. 
At the outset, IRBM *— 0-

{Main iteration} 
for each RB n , n G URB do 

if RB n has not been assigned a user then 
if max dfc < dmax and min Rk > Rmin then 

k€K keK 
K' <— K; AssignRB <— .FALSE. 
while AssignRB = .FALSE, and K' ^ 0 do 

k* <— user of K' with largest marginal utility 
if RB„ is adjacent to the resource blocks in iRB.fc* or IRB,A:* = 0 then 

Assign RB„ to &* ; AssignRB = .TRUE. 
else 

K' <- K1 \ {k*} 
end if 

end while 
else 

K' <— K\ AssignRB <— .FALSE. ; x *- 1 
while AssignRB = .FALSE, and K' ^ 0 do 

k* <— user of K' with largest delay or smallest throughput 
Select RBm such that it is associated with the :rth largest, marginal utility 
if RBm is adjacent to the resource blocks in JRB,*:* or /RB,*;* = 0 then 

Assign RBm to k* ; AssignRB = .TRUE. 
else 

x <- x + 1 : K' <- K' \{k*} 
end if 

end while 
if RB„. has not been assigned a user then 

K' <- {k e K : dk < dmax; Rk > Rmia}; AssignRB <- .FALSE. 

while AssignRB = .FALSE, and K' / 0 do 
k* <— user of K' with largest marginal utility 
if RB„ is adjacent to the resource blocks in I-RBM*

 o r R̂B.fc* = 0 then 
Assign RBn to k* ; AssignRB = .TRUE. 

else 
K' <r-K'\{k*} 

end if 
end while 

end if 
end if 
Remove from URB all the blocks which have been assigned a user 

end if 
end for 
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The marginal utility is defined as follows: Let Ar be the set of resource blocks. For resource block 

RB„ 

An,fe = U(Rk\IRB.k U {n}) - U(Rk\lRB,k)- (17) 

Assuming 

Nk = {n G N : n € /B.B,fc}, (18) 

The marginal utility can be rewritten: 

A„,fc = U(Rk\Nk U {n e N}) - U(Rk\Nk). (19) 

The LC-Delay algorithm goes through each block, one after the other one, and assigns it to a 

user, taking into account the adjacency resource block constraints and if the maximum delay and 

minimum throughput requirements are satisfied for all users. Otherwise, it assigns RB's, first to the 

users with critical delay or throughput: as long as resource blocks are available and adjacent resource 

block constraints are satisfied. Note that some users may never be assigned if their marginal utility 

is always much smaller than the ones of the other users (in particular when the number of users is 

larger than the number of resource blocks). 

Algorithm2: PF-Delay 

The second proposed algorithm consists of allocating a resource block RBn that maximizes the 

metric value AjJ in a way that users will never experience a delay greater than the maximum allowed 

delay (if they have a reasonably high utility value). 

PF-Delay algorithm differs from the LC-Delay one in the use of a different metric to assign 

channels: Instead of using the marginal utility, we use the proportion between the current throughput 

to the total throughput. In addition, we do not assign the resource blocks in order, but with respect 

to the users with the most critical delay requirement, under the condition that the user has a 

reasonable utility value. Indeed, again, as in the LC-Delay algorithm, some users may never be 

assigned if their marginal utility is always much smaller than the ones of the other users. 
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Algorithm 2 PF-Delay 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20: 

21; 

22: 

{Initialization} 
Assumption: \n,k — rn,k/Rk PF metric values are sorted in the decreasing order of their value. 
URB <— set of unassigned resource blocks 
R̂B.fc <— set of assigned RB's to user k 

At the outset, URB <— 0 ; I-RB,k *— 0 
x<-l 

while URB is not empty do 
if maxdfc < d m a x then 

keK -
Select RBn such that it is associated with the zth largest PF metric value 
Let k* be the corresponding user 
if RBn is adjacent to the resource blocks in JRB,/:* or IRB,A;* = 0 then 

Assign RB„ to user k* ; URB <- URB \ {RB„} 
X<r- 1 

else 
x <— x + 1 

end if 
else 

Assign best available channel to the user with the largest delay 
Remove from URB all the blocks which have been assigned a user 

end if 
end while 

4.2 Multi-class Scheduling 

In this section, we define the resource allocation problem as a constrained utility maximization 

problem in the context of a Single-Cell SC-FDMA (L-FDMA scheme) subject to delay and rate 

constraints, in the context of a traffic with different class of services. 

4.2.1 Resource Allocation Model 

Let N be the set of resource blocks and K be the set of requests. We assume that there are different 

classes of services. Let I be the index set of classes, with generic index i. For a given request 

k G K, it belongs to a given class d of service with specific delay and rate requirements, i.e., a 

maximum delay d™ax and a minimum rate (throughput) Rfln for each class Ci of service. For a 

given request k £ K, we further denote by Nk the set of resource blocks allocated to request k, by 

Pk the instantaneous transmission power of request k, by P™ax the maximum transmission power, 

by Rk its achievable throughput, and by Ck the class of service. In addition, depending on the class 

of services a given request belongs to, there are different delay and rate requirements, 

39 



As in the previous section, the mathematical model can be expressed as in equations (1) to (10). 

We express the constraint that each request cannot exceed the maximum allowable delay and that 

its throughput cannot be smaller than the minimum throughput allowed for each request, depending 

on its class of service: 

d f c < d r x k€Ki,ieI (20) 

Rk>Rfm k&KuieI, (21) 

where d™ax is the maximum allowed delay of class i and R™m the minimum acceptable throughput 

of class Ci for request k within the LTE cell. 

To provide a proportional fairness the sum of the utilities is often replace by the sum of the 

logarithmic utility functions. Hence, we can either use 

max ^ Uk{Rk\Nk) = max ]jT ^ aHikRk (22) 
keK k£Kn£N 

or 

max ^2 \nUk(Rk\Nk) = max ] P ^ an,kln{Rk) (23) 
k€K keKneN 

where In represents the natural logarithm, and Nk = {n G N : an,k = 1}- Note that not all users 

are necessarily scheduled if not enough resource blocks are available, or if the number of available 

resource blocks vs. the number of users does not allow the satisfaction of all the quality of service 

(QoS) requirements for all users. 

Another way to maximize this proportional fair objective (see [AQS05], [KW04]) is to use: 

max ^2 ] C an,kfk (24) 
k€K neN 

where fk is a proportion defined as follows 

and di is the average delay of class i: 

= . i k - : ^ _ ( 2 5 ) 
J Rfm x di K ' 

di = ^2 dfc-
k£ class i 

40 



Although seeking to maximize the general objective in (23) or (24) is equivalent, we will use the 

approach as defined in (24) since when using the proportional fair scheduling metric / instead of 

the typical proportional fair metric allows giving more priority to the delay requirement to requests 

that are closer to the maximum delay or to the minimum throughput requirement. Another point 

of interest is that using such an objective leads to a much more scalable ILP problem. However, in 

the context of real time requirements, it might not be scalable enough; this is the reason why we 

focus on heuristics in the next section. 

4.2.2 Scheduling and Resource Allocation Algorithms 

In this section, we propose two new scheduling algorithms for LTE Uplink systems, called Single 

channel scheduling algorithm (SC-SA) and multiple channel scheduling algorithm (MC-SA) in the 

context of multiple class traffic. Consequently, both heuristics guarantee the throughput and delay 

requirements of each request according to its own QoS characteristics (multiple classes of traffic). 

While the SC-SA heuristic allows the assignment of at most one channel block per request and per 

TTI, independently of its QoS requirements, the second heuristic allows the assignment of more 

than one channel block per request. 

The packet scheduling is done as a one step algorithm that combines time-domain (TD) schedul­

ing and frequency-domain (FD) scheduling by selecting the request which will be multiplexed in 

time and frequency with the same metric, as explained in the next sub-sections. 

When the number of requests is smaller than the maximum number of resource blocks, both 

algorithms equally distributes the available RB's among the requests in the cell. This is not neces­

sarily the fairest way to distribute the resource blocks. However, there is no necessity to devise a 

complex resource block share among the requests in such a case. 

Single channel schedul ing algorithm (SC-SA) 

The SC-SA algorithm dynamically adapts each request throughput to the cell load while trying to 

meet the multiclass QoS requirements. 
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Algor i thm 3 SC-SA 

1: {Initialization} 
2: URB <— set of unassigned resource blocks 
3: Define F = {fk x <5£ x 5g : k £ K) 
4: Sort the values of F in ascending order. 
5: for all k € K do 
6: 5f = 0 if dfc > dt

max and k € Ci: 1 otherwise 
7: <5f = 0 if -Rfc < Rf'n, and fc £ Ci: 1 otherwise 
8: end for 
9: X <— 1 

10: whi le URB / 0 do 
11: if \K\ < RB t h e n 
12: Let m = [RB/\K\\ 
13: Assign the channels in order so that m adjacent channels are assigned to the last \K\ — 1 

requests in F 
14: Assign the remaining adjacent channels to the first request in F 
15: else 
16: Set k* to the index of the z th value of F 
17: Assign RBX to request k* 
18: end if 
19: URB <— URB \ {RB's assigned in previous step} 
20: X «— X + 1 
21: end while 

Algorithm 3 SC-SA describes in detail the allocation scheme. After the initialization phase, in 

which the scheduler captures the necessary information from the UE (User Equipment), the value 

of the metric ft is calculated for every request k G K. During the first iterations, the scheduler 

assigns RB's in sequential order as long as it does not have accurate information on the delay or rate 

performances for the requests (we indeed start from scratch in our simulation) After a few iterations, 

there is enough information in the system to execute the algorithm with the QoS concerns. 

In case the number of requests is smaller than the total number of available RB's, the scheduler 

distributes proportionally the remaining RB's among all the requests. If the number of requests is 

higher than the total number of available RB's, the scheduler takes the requests that are experiencing 

the poorest performance and assign them a RB. Finally, once the allocation is performed, the system 

updates all the relevant parameters. 

Note that the system adjusts itself in order to match the QoS target. The aim of the SC-SA 

allocation scheme is to allocate more RB's to requests experiencing the worst (most stringent QoS) 

conditions, than the ones which have a higher performance. This results in an increased system 

capacity. The underlying assumption in the SC-SA algorithm is that the channel, in a steady-state, 
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will have a similar behavior over consecutive RB's. 

Mult iple channel scheduling algorithm (MC-SA) 

The MC-SA algorithm consists of allocating more than one resource block to the requests that are 

not meeting the throughput target. The reason for allocating multiple RBs to a single request is in 

order to help the requests such that the average throughput transmitted within one TTI is smaller 

than the throughput target. Note that a block being made of 12 subcarriers, the delay requirement 

can always be met using only one single resource block during one TTI. 

MC-SA uses the same metric value fk to assign RBs as the SC-SA algorithm for ordering the 

requests according to their QoS requirements, but a different strategy for assigning channels, and in 

particular for deciding how many channels should be assigned. 

Algor i thm 4 MC-SA 

{Initialization} 
URB <— set of unassigned resource blocks 
Define F = {fk x 5% x 5f : k <= K) 
Sort the values of F in ascending order. 
for all k e K do 

5f = 0 if dfc > d™** and k e d, 1 otherwise 
6g = 0 if Rk < RfiD, and k <= d, 1 otherwise 

end for 
x*- 1 
while URB ^ 0 do 

if \K\ < RB t h e n 
Let m = [RB/\K\\ 
Assign the channels in order so that m adjacent channels are assigned to the last \K\ — 1 
requests in F 

14: Assign the remaining adjacent channels to the first request in F 
15: else 
16: Set k* to the index of the xth value of F 
17: if Rk>/Rf'n < 1 then 
18: Find A^RB = \Rfn/Rk.1 
19: Find the channel block RBC* that c* = arg maxc Rk* (RBC) 
20: Assign ArRB consecutive best channels around RBC on URB to request k* 
21: else 
22: Assign the channel such that m&xc{R).*(RBc) : RBC e URB} to request k* 
23: end if 
24: end if 
25: URB <— URB \ {RB's assigned in previous step} 
26: X <— X + 1 

27: end while 
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Algorithm 4 describes in detail the MC-SA allocation procedure. Its initialization phase is 

identical to the one in the SC-SA algorithm. In addition, it is also identical in the case when the 

number of requests is smaller than the total number of available RB's. 

If the number of requests is higher than the total number of available RB's, the scheduler takes 

the requests that are experiencing the poorest performance according to metric //,. and try to assign 

Ar
RB RB's, to do this it find the RB that maximizes the throughput and then look for the adjacent 

channel (left and right) that has better throughput and repeating this procedure until ATRB R B ' S 

are assigned to that request. 

Finally, once the allocation is performed, the system updates all the relevant parameters. 

Note that neither the MC-SA, nor the SC-SA are efficient scheduling algorithms for the case 

when the number of request that require high throughput is high, as they cannot handle if the 

total requirements exceeds the capacity of the system, it is up to the admission control strategy to 

administer the available resources. 

4.3 Joint Scheduling and Admission Control 

In this section, we propose a new admission control algorithm for LTE Uplink systems that guarantee 

not only the throughput but also the delay and the traffic priority in the evaluation of the admission 

of a new request. 

Nota t ions 

Let K be the set of granted requests, which is partitioned into traffic sets /{",; such that K = |J Kt. 
iec 

where C is the index set of the different class of services, and Kt the set of requests of class i £ C. 

Let i?f"n (resp. ti"lax) be the minimum bit rate (resp. maximum delay) required by class i of traffic. 

We denote by R the average overall throughput per TTI, assuming we maintain statistics over 

a given number of TTIs, distributed over the time period of concern. Indeed, instantaneous delays 

and throughputs are computed over a set of n successive TTIs and average values over a set of nu, 

windows where each window is a set of n successive TTIs. 
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4.3.1 ACLFair: A New Admission Control algorithm 

To grant, a new incoming request, we need to guarantee a minimum rate {Rfun) and a maximum 

delay (<i"iax) for each class i of traffic in addition to the blocking/dropping probabilities. Bit rates 

and delays are related as, if we increase the average bit rate, denoted by i?;. by assigning more blocks 

to some requests, then the average delay, denoted by (k, also increases as we need to postpone the 

block assignment of the remaining requests. 

The proposed AC-Fair algorithm checks if the current resource allocation can handle a new 

request while still satisfying the bit rate and delay requirements of all the active requests and of the 

new incoming request. Hence, the admission criterion for the new request is expressed as follows: 

zZJ^^^r + ̂ ^R (26) 

iec i 

where R,™l'i, = (ci,;/Vif a x) R™"1 is the minimum throughput the system needs to provide to the new 

incoming request taking into account its class of service. It is dependent of the maximum delay-

that is guaranteed by the system, taking into account the set of already granted requests and the 

available bandwidth (i.e., available number of blocks or available bandwidth within each block per 

request). It is assumed that 

It < dfaX and Ri > Rf'\ (27) 

as otherwise the new incoming request is denied. 

We assume that each class i and type of request (new or handover) has a priority Qj, j = 

l ,2 , . . . ,pm a x where index 1 corresponds to the highest priority and p m a x to the lowest one. We next 

define the ratio Pj = Pbdj /PBDJ where PBD is the target blocking/dropping probability, Pbd is the 

blocking ratio if it is a new request or the dropping ratio if it is a handover request measured in the 

time frame (of, e.g., nu, windows of TTIs), i.e., 

number of rejected requests 
overall number of requests 

The AC_Fair algorithm can be described as follows: 

Parameter Z € [0,1] aims to prevent unnecessary blocking request due to previous congestion, 

for example if we define Z = 95%, and the system load is below that point, it will try to admit 
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Algorithm 5 AC_Fair 

l: Capture physical layer information and calculate average throughput and average delay of class 
i in the last n msec. 

2: Set Ni (number of new granted requests of class i) to zero 
3: Set Rp to Y, @i/<%"*) \Ki\ Rfn 

4: Set Z (priority weight) to a value in [0,1] 
5: Rank incoming requests according to Qj and select the requests in order of decreasing priority 
6: for each incoming request do 
7: Collect traffic profile: Pj, Qj, Rf'm, df™, Vi, Vj 
8: if di > dfiax or Ri > Rfl[n then 
9: deny the request 

10: end if 
11: Find the smallest value of j * such that Pj* > 0.9. If none, set j * to pmax 

12: if Rp < Z x R then 
13: j * = p m a x 

14: end if 
15: if new incoming request k satisfies condition (26) and if it has priority Qj < Qj* or priority 

P.j > Pj-i > Pj* then 
16: Grant request k ; Ni <— Nt + 1 
17: else 
18: Reject request k 
19: end if 
20: end for 

new request without checking the priorities. We assume that if the system is in a relaxed state all 

requests should have an equal chance of being admitted. 

4.3.2 Proposed Scheduling algorithm 

The packet scheduling is performed with a one step algorithm, called RA algorithm, that combines 

time-domain (TD) scheduling and frequency-domain (FD) scheduling. The RA algorithm selects 

the next request which will be multiplexed in time and frequency with the following metric. For a 

given request k of class i, it is defined as follows: 

A = X x sp <29» 

where Rk is the average throughput of request fc and dk is the average delay of request k. Indeed, 

the proposed RA algorithm allocates resource blocks with the aim of maximizing the throughput 

while making sure that requests will never experience a delay greater than the maximum allowed 

delay or a throughput smaller than the minimum throughput considering many classes of service. 

The reason for using the proportional fair scheduling metric //,; instead of the typical proportional 
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Algorithm 6 RA Algorithm 

i: URB <— set of unassigned resource blocks 
2: Define F = {fk x 8% x 6g : k G K} 
3: Sort the values of F in ascending order. 
4: for alike K do 
5: <jg = 0 if dk > dr/iax and fc G J£ , 1 otherwise 
6: Sj} = 0 if Rk < Rfm, and fc G 7^, 1 otherwise 
7: end for 
8: X <— 1 

9: while URB ^ 0 do 
10: Set k* to the index of the a;th value of F 
11: Assign i?jBx to request k* 
12: Assign the channel such that max{J?fc* (RBC) : R,BC G URB} to request k* 

13: LZ/JB <- URB \ {RBn} ; x ^ - x + l 

14: end while 

fair metric is that this new metric includes the delay requirement by giving more priority to requests 

that are closer to the maximum delay or to the minimum throughput. 

Assuming that the number of requests is always bigger than the number of RBs (as otherwise the 

block assignment is easy), the RA algorithm assigns RBs based on metric fk-, using the fraction of the 

current throughput over the minimum throughput and of the maximum delay over the current delay. 

By doing so, we assign resource blocks to the requests with the most critical delay and throughput. 
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Chapter 5 

Simulation results and Analysis 

As described in Chapter 4, we have developed algorithms for single-class scheduling, multi-class 

scheduling, and a combined solution for admission control and scheduling. Those algorithms are 

being used in this chapter to investigate their performance. 

The chapter is organized as follows. In Section 5.1 we present the simulation model applied in 

our experiments. It is important to mention that all our simulations were built using MATLAB. In 

Sections 5.2, 5.3 and 5.4 we present the simulation results and analysis for single-class scheduling, 

multi-class scheduling and joint scheduling and admission control respectively. 

5.1 Simulation model 

The simulation model consists of a single cell equipped with an omnidirectional antenna using SC-

FDMA uplink based on 3GPP LTE system model. The throughput is averaged over 1000 TTFs, the 

duration of a TTI is 1msec. The total bandwidth considered is B = 5MHz, subdivided into 25 RBs 

of 12 sub carriers each with a target. BER of F), = 10~fi. All mobile users are assumed to transmit 

at the maximum power considered to be 125mW; the power is equally subdivided among all sub 

carriers allocated to the mobile in each TTI. 

For the throughput calculations, we consider that the data rate is upper bound by the Shannon's 

48 



formula 

\sk Rk = Y, «*.* ifl l o g 2 [1 + (i 7s-fc] (30) 

seSk 

where? Q is the SNR, gap. For a practical M-QAM system and the theoretical limit based on Shannon 

capacity [QC99]. Notice that the throughput as defined by the Shannon's formula is expressed at 

subcarrier level (12 subcarriers = 1 RB), 8 is given by: 

" = wkr (31) 

The SNR over a single subcarrier, 7,,,fc, is given by: 

Ps,fcg.9,fc ,„„, 
7s. fc = i (62) 

where Ha%k is the channel gain over subcarrier s allocated to user k, o2
s is the noise power, and PSifc 

is the transmit power, assumed to be subdivided equally among all subcarriers assigned to a user A;. 

Hence 

#,,fc[dB] = -K - Alog10 Dk - £M, + 10 log10 Fa,k (33) 

where K is the propagation loss chosen to be 128.1 dB, Dk is the distance from the mobile user k to 

the bast; station, A is the path loss exponent set to 37.6, £ is the log normal shadowing with an 8dB 

standard deviation, and F is the Rayleigh fading, with a Rayleigh parameter a such that E[a2} = 1. 

All the parameter definitions in (30), (32) and (33) have been expressed assuming subcarrier 

granularity, and can be easily deduced for resource block granularity, e.g.,: 

= £ E^L ( 3 4 ) 
s€Sk 

with Sk as the set of subcarriers allocated to user k. 

Sk = {s G S : a e N}, (35) 

We also use the Jain's fairness index [JCH84]: 

-.2 

£ Rk 
k€K 

* Main — T~ r-i r>2 

R x £ R 
(36) 

fc 
k£K 
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Parameter Setting 
System Bandwidth 
Subcarriers per resource block 
Number of Resource Blocks 
Minimum throughput 
Maximum delay 
Traffic model 
Transmission Time Interval 
Number of users in cell 
Noise power per Hz 
User distribution 
Channel model 
Type of system 

5MHz 
12 
25 

200kbps 
10ms, 20ms, 40ms 

Infinitely baeklogged 
1ms 

8, 24, 48, 96, 144 
160dBm 
uniform 
Urban 

Single cell 

Table 2: Simulation parameters for single-class scheduling 

where FIjaj„ is the actual data rate achieved by user A; with K users in the system. 

Single-class scheduling 

Table 2 summarizes a list of the default simulation parameters and assumptions used for the Single-

class scheduling experiments. 

Multi-class Scheduling 

Table 3 summarizes a list of the default simulation parameters and assumptions used in the Multi-

class scheduling experiments. To simplify the analysis without loss of generality, we have considered 

three service classes (e.g., voice, video and web). The traffic model settings are given in Table 4, 

and the traffic distribution is shown in Table 5. Requirements of packet delays are considered as one 

fifth of the end to end packet delays in Table 4. We also considered a very demanding class to oblige 

the system to assign more than one RB to a request, i.e., the throughput requirement of video for 

standard definition television. 

Joint Scheduling and Admission control 

The main simulation parameters are listed in Table 6. All the requests are generated in the system 

according to a Poisson arrival process. If the AC decision criterion proposed in Section 4.3 is fulfilled, 

the request is admitted, otherwise the request is blocked. 
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Parameter 
System Bandwidth 
Subcarriers per resource block 
Number of Resource Blocks 
Traffic model 
Transmission Time Interval 
Number of users in cell 
Noise power per Hz 
Channel model 
Type of system 
User maximum power 
Available MCSs 
Simulation time 

Setting 
5MHz 

12 
25 

Infinitely backlogged 
1ms 

10, 20, 30, 40, 50, 60, 70 
160dBm 
Urban 

Single cell 
125 mW 
M-QAM 

10000 TTIs 

Table 3: Simulation parameters for multi-class scheduling 

Services 
Voice 
Video 
Web 

Delay budget 
100 ms 
150 ms 
300 ms 

Rate budget 
64Kbps 
3Mbps 

128Kbps 

Packet loss rate 

io-2 

10~3 

10~6 

Table 4: QoS requirements for multi-class scheduling 

Services 
Voice 
Video 
Web 

Distribution 
50% 
10% 
40% 

Table 5: Traffic distribution for multi-class scheduling 

Parameter 
System bandwidth 
Path loss 
Log-normal shadowing 
Shadowing correlation 
Penetration loss 
Fast fading 
TTI 
User maximum power 
Available MCSs 
Request arrival 
Request arrival rates 
Average call duration 
Simulation time 
Z Parameter 

Assumption 
5 MHz (25 PRBs, 180 kHz per PRB) 
128.1 + 37.6 logl0(d in km) dB 
Standard deviation = 8 dB 
1.0 for intra-site, 0.5 for inter-site 
20 dB 
Typical Urban (TU3) 
1 ms 
125 mW 
M-QAM 
Poisson process 
[0.9, 0.96, 1.02, 1.08, 1.14, 1.2] calls/s 
300 s 
3600 s 
9 5 % 

Table 6: Parameters 
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Services 
Voice 
Video 
Web 

QCI 
1 
2 
7 

Priority 
2 
4 
6 

Delay budget 
100 rns 
150 ms 
300 ms 

Rate budget 
64Kbps 
256Kbps 
16Kbps 

Table 7: QoS requirements 

Services 
Handover Voice 
Handover Video 
Handover Web 
Voice 
Video 
Web 

Distribution 
8% 
4% 
8% 
32% 
16% 
32% 

Table 8: Traffic distribution 

To simplify the analysis without loss of generality, we consider three service classes (voice, video 

and web). Furthermore, the calls from the same service class can be either new in the cell or a 

handover from another cell, with handover calls having higher priority than new incoming calls as 

it is more annoying to drop a call than not having access to the network due to congestion; it might 

be also closer to the best conditions of the service level agreement (SLA). We choose arbitrarily the 

following priority scheme for our simulations handover voice > handover video > handover web > 

new voice > new video > new web, with handover voice as the highest priority and new web as the 

lowest priority. The traffic model settings are given in Table 7 

Requirements of packet delays are considered as one fifth of the end to end packet delays in 

Table 1. In simulations, AC functionality is tightly coupled with scheduling algorithm as the QoS 

management is made in the scheduling part and priorities are handle by the AC algorithm. We 

consider three service classes, the traffic distribution is show in Table 8. 

Since many admission control algorithms have been proposed for cellular systems, it is difficult 

to directly compare the performance of existing AC algorithms and the proposed AC algorithm. 

Here, we compare performance of our AC algorithm with that of the reference AC [MA08], which 

can be expressed as follows: 

K 

£ Bfa + i C ' L < Rmax (37) 
fc=i 

52 



where JR,mn is the minimum throughput required and R'nax: is a predefined throughput that can be 

manually tuned to maximize efficiency the reference AC decides to admit a new request if the sum 

of the Rmm of the new and the existing uses is less than or equal to Rmax 

5.2 Single-class Scheduling 

Results reported in this section have been obtained using a logarithmic throughput utility (ln(i?), see 

expression (14)) in the Low Complexity Algorithm (LC) and the LC-Delay algorithm. Proportional 

Fair (PF), and Proportional Fair with Delay constraint (PF-Delay) uses an equivalent form of the 

logarithmic approach rjR, see expression (16). 

All simulations have been conducted with the parameters described in Section 4.1. We analyze 

the performance of the algorithms in terms of allocation vs. distance, throughput, delay, and fairness 

to assess the quality of their scheduling and resource block allocation. 

Users served 

In Figure 8, we compare the average number of effectively served users vs. the total number of 

users in the system. Note that there are users in the system that are not assigned resources or such 

that their delay and throughput constraints arc not met. As the number of users increases, most 

of the algorithms reach their maximum capacity and then their performance starts to deteriorate. 

We observe that the PF-Delay algorithm clearly outperforms the others, with a performance peak 

at around 144 users (0% blocking). 

The reason for the performance reduction, after the maximum has been reached, showed in the 

figure is that all the proposed algorithms in their effort to serve new users, take some resources from 

the existing users, driving some of them not to fulfill the minimum requirements. This fact justifies 

the need for admission control schemes that allows the system to reach their maximum capacity. 
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Figure 8: Total number of users in the system vs. Average number of users effectively served 

Delay Requirement 

One of the main criteria of real-time requests is the delay requirement. We conducted experiments 

in the context of voice requests for which, according to [3GP07a] (see also [JWMT07]), the radio 

interface delay budget is 50ms (note that , in the worst case, the call may originate and terminate 

in an LTE cell). Indeed, see [JWMT07], a VoIP user is in outage (unsatisfied) if more than 2% of 

its packets in a 60s call cannot be correctly received within 50ms. The system capacity is defined as 

the maximum load which more than 95% of the users are satisfied. 

In Figure 9, we show the variation of the delay as the number of users increases (maximum 

tolerated delay has been set to 20ms). Clearly PF-Delay outperforms the others. Indeed, all three 

other algorithms perform similarly, with a gap that is significantly increasing as the number of users 

is growing, with respect to the average number of satisfactorily served users. 

Fairness 

To obtain an indication about the user fairness of scheduling provided by the different algorithms, we 

analyze the short-term fairness. We use a fairness index measured by the data rate fairness criterion 

(Fairness = 1 means that all users receive equal data rate within time t) proposed by [JCH84], see 

54 



140 T ' 

1 2 Q 

„, 10Q 1 
•a / 

— L C - D e l a y 

— - P F 

PF-Delay 

8 24 48 96 144 

Total number of users in the system 

Figure 9: Maximum delay vs. Number of users 

Equation 36 defined in section 5.1. 

We analyze the fairness by varying the number of users. In Figure 10, we depict the value of 

the Fairness index as a function of the number of users. While the values of the fairness index of 

the four algorithms are similar for a small number of users, we observe that, as the number of users 

increases, PF-Delay remains as fair as PF , while satisfying the delay constraint. 

Resource Al locat ion 

We first measure the average subcarrier allocation vs. distance for the four algorithms as shown in 

Figure 11. For a small number of users (k < RB), all algorithms have similar results. For a large 

number of users, we can see that LC algorithm assigns few resources to users in the edge, resulting 

a priori with the possibility of greater delay. Algorithm LC-Delay solves this issue by constraining 

the maximum delay and assigning the best channel. Algorithm P F and PF-Delay keeps performing 

the assignment proportional even with a large number of users. 
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Figure 10: Fairness vs. Number of users 

Throughput 

The user throughput for 64 users is shown in Figure 12 (maximum delay = 20ms) and numerical 

results for various number of users and delays are shown in Table 9. It can be seen from Table 9 

that PF-Delay algorithm outperforms the others. A remarkable observation is that when the number 

of users is small, all algorithms performs almost equally but as the number of users increase, our 

proposed algorithm achieves a better performance, allowing to have around 3 times the maximum 

number of served users than the other algorithms, at the expense of a little increase in complexity. 
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Maximum Delay 
Algorithm 
LC 
LC-Delay 
PF 
PF-Delay 
LC 
LC-Delay 
PF 
PF_Delay 
LC 
LCDelay 
PF 
PF_Delay 
LC 
LC-Delay 
PF 
PF_Delay 
LC 
LCDelay 
PF 
PF_Delay 

# users 

8 

24 

48 

96 

144 

10 
28.0 
28.0 
28.1 
28.1 
36.6 
36.6 
43.7 
43.7 

* 

51.0 

50.2 
* 
* 
* 

53.1 
* 
* 
* 

49.5 

20 
27.9 
27.9 
28.2 
28.2 
36.6 
36.6 
43.7 
43.7 

* 
51.4 
50.2 
50.2 

* 

55.5 

54.0 
* 
* 
* 

55.6 

40 
27.9 
27.9 
28.2 
28.2 
36.7 
36.7 
43.6 
43.6 

* 
51.6 
50.2 
50.2 

55.5 
53.9 
53.9 

* 
* 

55.6 

Table 9: Average sum throughput (Mbps) 

5.3 Multi-class Scheduling 

Results reported in this section have been conducted with the parameters described in the previous 

subsection. We analyze the performance of the algorithms in terms of throughput, and delay to 

assess the quality of their scheduling and resource block allocation. 

In Figure 13, we show the ratio of the average satisfied users versus the total number of users in 

the system. Note that although we are assigning resources to all users, not all are meeting the QoS 

requirements. 

As we can see from the simulation result, algorithm MC-SA has around 5% better performance 

than SC-SA, this difference is mainly due to the video requests that are the ones who consumes 

more bandwidth and needs more than one RB in a given TTI. 

Figure 14 shows the average throughput of video calls versus the total number of requests in 

the system, it can clearly be seen from the figure that MC-SA satisfies the throughput requirement 

by assigning more than one RB, while SC-SA is not capable to fulfill the video call throughput 

requirements since it only assigns one RB every TTI. 
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Figure 13: Number of users in the system vs. number of users effectively served 
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Figure 14: Average video throughput 
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Figure 15 and Figure 16 show the average voice throughput and average web throughput as a 

function of the total number of requests in the system. Both algorithms satisfy the throughput 

requirement, even though MC-SA has slightly lower performance. Indeed, this is because MC-SA 

uses this throughput to satisfy the video call demand. 

2.5 -i 

ISC-SA voice 

I MC-SA voice 

10 20 30 40 50 60 

Total number of users in the system 

70 

Figure 15: Average voice throughput 

Figure 17 shows the average delay of each class versus the total number of requests in the 

system, it can be seen from the figure that MC-SA and SC-SA meet the maximum allowed delay. 

One important thing we can point out is that in order to meet the video requirements, both systems 

assign resources to video calls at every TTI, nevertheless MC-SA is the only one which guarantees 

the minimum throughput. 
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Figure 18 shows that if we do not consider the delay as part of metric / we can reach the 

maximum delay sooner. 

10 20 30 40 50 60 

Total number of users in the system 

70 

Figure 18: Average voice delay excluding the delay parameter in / 

5.4 Joint Scheduling and Admission Control 

The performance of the proposed AC and resource allocation algorithms is evaluated using blocking 

and outage probabilities as well as the average number of accepted requests in the system and the 

average sum throughput in the cell. Blocking probability (Pb) is defined as the ratio of the number 

of blocked requests to the total number of requests. Outage probability (P0) is calculated as the 

ratio of the number of requests not fulfilling their throughput and delay requirements to the total 

number of admitted requests. 

Figure 19 and Figure 20 show the blocking probabilities for our proposed AC algorithm and the 

reference AC (see expression (37)) as a function of the call arrival rate. From the figure, we can 

draw the following conclusions. Firstly, the blocking probability increases as the call arrival rate 
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increases. Secondly, the blocking probability is much higher for video calls as this class of traffic is 

more demanding in terms of bandwidth. Finally and most important in Figure 19, we notice that 

blocking probabilities follow the required priority scheme (ex. gold > silver > bronze), while, in 

Figure 20, the priority distribution is random. This is because the blocking probability is not only 

dependent of the maximum capacity of the system but also of the throughput that the new requests 

are asking to the system. 

0.9 0.96 1.02 1.08 

arrival rate (calk/s) 

1.14 1.2 

» AC_Fair vo ice 1 

M AC_Fair v i d e o 1 

•""•*• •" A C _ F a i r w e b 1 

— x— AC_Fairvoice2 

—X— AC_Fairvideo2 

— • — AC Fair web 2 

Figure 19: AC-Fair algorithm blocking probabilities 

Figure 21 depicts the outage probabilities versus the call arrival rate, it can be seen from the 

figure that the outage probabilities is best for the AC_Fair algorithm than for the reference AC. This 

is due to the fact that AC-Fair admits a new user only if its QoS can be satisfied, we must remember 

that in order to evaluate the performance of any admission control algorithm, we have to generate 

enough traffic to lead the system to the congestion region. 

63 



60.00% 

50.00% 

40.00% 
>> 

i 
j 30.00% 

I 
20.00% 

10.00% 

0.00% 

— . g t L _ _ _ _ _ 

E \ . . .. .. .-*»",j,sr "**'***' 

• 

™ '——Tfe-~~~~~*~*~™" 

**'-*»„ 

"'•""^ 

— 

0.9 0.96 1.02 1.08 

arrival rate (calls/s) 

1.14 1.2 

[ AC Ref. voice 1 

—— AC Ref. video 1 

— AC Ref. web 1 

• AC Ref. voice 2 

- » - A C Ref. video 2 

—*-~AC Ref. web 2 

Figure 20: Reference algorithm blocking probabilities 

70.00% 

60.00% 

50.00% 

m 4o.oo% 

2 
| 30.00% 

20.00% 

10.00% 

0.00% 

if 
If 

' / if 

7 /> ' 17/ 
/ 

H ,—»—__ 

^ ^ t £ 

f\k3^ 

/ 

—#-

x*» 
X. N 

^ ^ - v _ 

— — j f c — 

..... _— 

* • » mmm 

... .^ 
/ s 

— * — — • 
0.9 0.96 1.02 1.08 1.14 

arrival rate (calls/s) 

1.2 

" " • AC_Fairvoice 1 

U AC_Fair video 1 

"—#" AC_Fair web 1 

- • * - AC_Fairvoice2 

—:*S— AC_Fairvideo2 

- * — AC_Fairweb2 

I AC Ref. voice 1 

— — — AC Ref. video 1 

— AC Ref. web 1 

• AC Ref. voice 2 

— * — AC Ref. video 2 

""•A1"" AC Ref. web 2 
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Figure 22 shows the average number of requests admitted in the system versus the arrival rate, 

we also consider the average number of request fulfilling the QoS requirements (useful number of 

request), for AC-Fair the values of the average number of requests fulfilling the QoS requirements 

are slightly below of that of the reference AC algorithm, this is due to the fact that in the priority 

evaluation it can be loss some efficiency. 
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Figure 22: Average number of admitted requests 

Figure 23 shows the useful sum throughput in the cell, meaning the sum throughput of all the 

request fulfilling the QoS requirements, it can be seen from the figure that AC_Fair algorithm has 

about the same behavior than the reference AC, values varies on a maximum of 2%. It is important to 

note that the maximum Rate Rmax of the reference AC algorithm is a manually tunable parameter 

and we are choosing the best value to make fair comparisons with our proposed AC algorithm. On 

the contrary AC-Fair adapts dynamically to the traffic conditions. 
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Figure 23: Average useful sum throughput 

Figure 24 compares the useful sum throughput of video calls versus the arrival rate, it can be 

seen from the figure that the useful throughput of video calls for AC_Fair algorithm is higher than 

the reference AC algorithm. This is because the outage probability of video calls is significantly 

higher, mostly due to the fact that , in our experiments, video calls are more demanding (higher data 

rate). 
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Figure 24: Average video useful sum throughput 
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5.5 Conclusions of simulations 

Single-class Schedul ing 

Uplink scheduling for single cell LTE systems was analyzed, expressing for the first time the adjacent 

resource block constraints, together with the maximum delay and minimum throughput constraints. 

Due to the difficulty of solving efficiently the mathematical model, we turn our attention to greedy 

heuristics and proposed two highly scalable heuristics. Their performances were analyzed not only in 

terms of throughput, resource allocation and fairness but also in terms of delay and number of users 

effectively served. We also compare our results with two very recently proposed heuristics. Results 

show that our new heuristics performed much better than the previously proposed heuristics, both 

in terms of the number of served users, but also with respect to the delay constraints and the user 

fairness. 

Multi-class Schedul ing 

We developed two Resource Allocation and Scheduling algorithms for handling multiclass QoS in 

LTE Uplink systems. The Resource Allocation assigns RB's in a fair way such that the throughput 

and delay are adaptively adjusted according to the traffic load. System performance was evalu­

ated using simulations. Results show that although assigning more than one resource block as in 

MC-SA helps to serve requests with higher throughput requirements, it also has a negative effect 

by reducing the throughput of the other services (voice, web); as compared with a SC-SA system 

that only assigns one resource block per TTI to a given request. Nevertheless MC-SA outperforms 

SC-SA by enabling to operate with higher demands of throughput, and maintaining the basic QoS 

requirements for all admitted requests. 

Joint Scheduling and Admiss ion control 

We developed a combined Admission Control and Resource Allocation algorithm for handling mul­

ticlass GoS and QoS in LTE Uplink systems. The AC determines if a new request can be accepted 

based on its priority and in the real minimum throughput and delay the system can offer so as to 

fulfill the QoS of the new and existing requests, and the Resource Allocation assigns RB's in a fair 

way such that the throughput and delay is adaptively adjusted according to the traffic load. System 
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performance is evaluated using simulations. Results show that although the total sum throughput 

is not improved, the proposed AC algorithm gain for the most sensitive traffic can be around 20% 

over the reference AC algorithm without sacrificing the overall system capacity and at the same 

time guarantying GoS and maintaining the basic QoS requirements for all admitted requests. 
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Chapter 6 

Conclusion 

6.1 Summary of the Thesis 

An LTE uplink system, as any other mobile technology, has some requirements, i.e., improves the 

end-to-end QoS. To achieve these objectives, LTE relies not only on new technologies like SC-FDMA, 

but also on improved resource management. By analyzing and exploiting the specific characteristics 

of the admission control and scheduling, we can find additional opportunities to improve the user's 

experienced Grade of Service and Quality of Service. 

In this thesis, first we have investigated scheduling techniques for single-class and multi-class QoS. 

Regarding scheduling, we have formulated a new optimization model for single-class and multi-class 

environments that includes the LTE specific constraints, i.e., contiguity and delay constraints; wc 

have also developed four heuristics that include the delay as an important parameter. All these 

algorithms were analyzed in terms of throughput, delay and fairness, 

We also have investigated admission control for multi-class systems with a priority scheme. In 

this thesis we have developed an algorithm that achieves QoS and GoS by taking advantage of the 

scheduling design. Furthermore, this new design is capable of adaptively adjust to different traffic 

loads. This research relies on simulations. 

In summary, the benefits of multi-class admission control and scheduling over single cell systems 
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are increased system capacity and overall provisioned quality of service. Furthermore, it has been 

shown that the delay plays an important role when developing scheduling algorithms. Such a prin­

ciple has been adapted to rate control in the admission control mechanisms, and it allows us to have 

a more refined multi-class admission control, leading to improve the system capacity and QoS. 

6.2 Future Work 

In Sections 4.1 and 4.2, we developed an optimization model for single-class and multi-class schedul­

ing. Although we properly describe the optimization model, we did not solve it. It is worthwhile 

to find the optimal solution of these models to have a real measurement of how close our heuristic 

solutions are to the optimal values. 

All the heuristics that we developed in this thesis for the scheduling approach were for single-cell 

systems. It is necessary to investigate the behavior of our heuristics for multi-cell systems. 

It would be also interesting to develop an optimization model for multi-time slot that allows us 

to assign resources for more than one TTI. Although it will not be practical for a real time solution, 

it could allow as having a planning tool. 

In the admission control part, it will be interesting to have a multi-cell model that allows us to 

evaluate if we can take advantage of the information of other cells to increase the system capacity 

and possibly reduce the blocking probabilities as users may have service from a less congested cell. 

In this thesis, we had focused on uplink LTE systems. Nevertheless, we would like to investigate 

on a combined admission control strategy for downlink and uplink. As in IP based networks the 

traffic is mostly asymmetric, we need to decide whether we can accept or reject a new request based 

on the information of both directions. 
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