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ABSTRACT

DOPPLER-RESILIENTSCHEMESFORUNDERWATERACOUSTICCOM-
MUNICATION CHANNELS
Saed DAOUD, PhD

Concordia University, 2015

In this thesis we consider Orthogonal Frequency Division Multiplexing (OFDM) technique by

taking into account in the receiver design the fundamental and unique characteristics of Un-

derwater Acoustic (UWA) channels in the context of Relay-Assisted (RA) systems. In partic-

ular, OFDM technique is used to combat the problem of Intersymbol Interference (ISI), while

to handle the Intercarrier Interference (ICI), a pre-processing unit is used prior to the Min-

imum Mean Squared Error (MMSE) frequency-domain equalization called Multiple Resam-

pling (MR), which minimizes the effect of time variation. This pre-processor consists of multi-

ple branches, each corresponds to a Doppler scaling factor of a path/user/cluster, and performs

of frequency shifting, resampling, and Fast Fourier Transform (FFT) operation. As a subopti-

mal alternative to MR pre-processing, Single Resampling (SR) pre-processing is also used to

reduce the effect of ICI in the system, and it consists of only one branch that performs frequency

shifting, resampling, and FFT operation, which corresponds to one approximated resampling

factor, that is a function of one or more of the actual Doppler scaling factors. The problem

of bandwidth scarcity is considered in the context of Two Way Relaying (TWR) systems in

an attempt to increase the bandwidth efficiency of the system, while the problem of fading is

considered in the context of Distributed Space-Time Block Coding (D-STBC) to boost the sys-

tem reliability. Also, joint TWR-D-STBC system is proposed to extract the advantages of both

schemes simultaneously.

Second, motivated by the fact that OFDM is extremely sensitive to time variation, which de-

stroys the orthogonality between the subcarriers, we consider another candidate to UWA chan-

nels and competitor to OFDM scheme, namely, block-based Single Carrier (SC) modulation

with Frequency Domain Equalization (FDE). We start by the Point-to-Point (P2P) systems with

path-specific Doppler model and Multiple Access Channel (MAC) system with user-specific
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Doppler model. The Maximum Likelihood (ML) receiver in each case is derived, and it is

shown that a MR pre-processing stage is necessary to handle the effect of time variation, as it is

the case in OFDM. Different from OFDM, however, the structure of this pre-processing stage.

Specifically, it consists of multiple branches and each branch corresponds to a Doppler scaling

factor per path or per user, and performs frequency shifting, resampling, and followed by and in-

tegration. FFT operation is not a part of the pre-processor. The goal of this pre-processing stage

is to minimize the level of time variation in the time domain. So, the output of the pre-processor

will still be time-varying contaminated by ISI, and hence an equalization stage is required. To

avoid the complexity of the optimum Maximum Likelihood Sequence Detector (MLSD), we

propose the use of MMSE FDE, where the samples are transformed to the frequency domain

by means of FFT operation, and after the FDE transformed back to the time domain, where

symbol-by-symbol detection becomes feasible. Also, the channels are approximated such that

all paths or all users have the same Doppler scaling factor, and the pre-processing stage in this

case consists of only one branch and it is called SR. Having the basic structure of SC-FDE

scheme, we then consider the corresponding schemes that are considered for OFDM systems,

namely: TWR, D-STBC, and TWR-D-STBC schemes.

A complete complexity analysis, bandwidth efficiency, and extensive Average Bit Error

Rate (ABER) simulation results are given. It is shown that MR schemes outperforms its SR

counterparts within a given signaling scheme (i.e., OFDM or SC-FDE). However, this supe-

riority in performance comes at the expense of more hardware complexity. Also, for uncoded

systems, MR-SC-FDE outperforms its OFDM counterpart with less hardware complexity, be-

cause in SC-FDE systems, FFT operation is not part of the MR pre-processor, but rather a part

of the equalizer. Finally, under total power constraint, it is shown that TWR-D-STBC scheme

serves as a good compromise between bandwidth efficiency and reliability, where it has better

bandwidth efficiency with some performance loss compared to D-STBC, while it has better

performance and the same bandwidth efficiency compared to TWR.
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Chapter 1

Introduction

1.1 Motivation

Our planet is covered by water, about three quarters of its surface, which is in most part under-

utilized. Many potential applications in such a vast area of water, both commercial and military,

have triggered research efforts towards developing reliable high-data rate Underwater Acous-

tic (UWA)wireless communication links. A sample of these applications include remote control

in offshore oil industry, pollution monitoring in environmental systems, collection of scientific

data recorded at ocean-bottom stations and unmanned underwater vehicles, speech transmission

between divers, and mapping of the ocean floor for detection of objects and discovery of new

resources[1, 2].

Underwater communication networks where nodes are able to communicate in real-time

by means of wireless links are preferred over the wire-line networks and the traditional sensor

networks usually deployed in underwater environment. In particular, wire-line networks have

high cost operation, and limit the flexibility of reconfiguring the network to meet changes in the

operation requirements. On the other hand, in traditional sensor networks there is no exchange

of information between the sensors themselves or between the sensors and a central unit. Rather,

each sensor operates separately by sensing its closed area and store the data in an internal storage

until the whole network is recovered back at the end of the mission. The disadvantages of such

systems are: real-time applications can not be supported by such networks, the deployment

and recovering processes are expensive, such networks are not reconfigurable, any hardware

or software failure may result in losing the data collected, and the amount of data that can be

collected is limited by the capacity of the internal storage of the sensors.
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Among the possible wireless means of transmission in underwater environment, acoustic

waves remain the best option so far because of its favorable characteristics over UWA chan-

nels. Other options include Radio Frequency (RF) waves and optical waves. However, the

propagation of these waves suffer in underwater channels. For example, the absorption of

Electromagnetic (EM) waves in sea water is about 45 f 0.5 dB/Km, where f is the frequency in

Hertz [3]. This means that, to use EM waves underwater mandates the use of very low frequen-

cies, which requires large antennas and high transmission power. On the other hand, although

optical waves do not suffer from signal attenuation, they suffer from scattering [1, 4].

What is envisioned in the future regarding UWA systems is the so-called “digital ocean”,

which is a network consisting of stationary and mobile nodes, that exchange information with

each others, and with a central control unit at the surface, which can be accessed by an RF link

remotely [5]. These nodes will be equipped with multiple sensors, sonars, and video cameras.

Different types of signals have different requirements. For example, control signals need low

data rate (up to 1 Kilobits per second (Kbps)) but very low Average Bit Error Rate (ABER)

transmission, while highly compressed video signals need high data rate (greater than 10 Kbps

up to hundreds of Kbps) but moderate ABER transmission [1].

UWA channels are very challenging due to their own unique characteristics that distinguish

them from any other single type of channel. The fundamental characteristics of UWA channels

are: limited bandwidth, long delay spread, and time variation. Any receiver design should take

into account the abovementioned characteristics in order for a system to be efficient and reliable.

To this end, Orthogonal Frequency Division Multiplexing (OFDM) and Single Carrier (SC)

modulation with Frequency Domain Equalization (FDE) techniques are studied primarily in this

thesis in the context of relay-assisted systems where the increased Degrees of Freedom (DoF)

of the systems are utilized to improve the bandwidth efficiency and/or the reliability of the

systems. In particular, OFDM and SC-FDE are used to counteract the effect of Intersymbol

Interference (ISI) in an efficient way, while the existence of one or more relays can be utilized

to enhance the throughput of the system and/or its reliability by extracting the available spatial

diversity. For time variation, we assume that the relative motion between transceivers is the

only source of time variation, and the problem of motion-induced Doppler effect is dealt with

using the concept of resampling [6, 7, 8].
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1.2 Contributions

The contributions of the thesis can be summarized as follows. Since OFDM systems are highly

sensitive to time-variation which destroys the orthogonality between the subcarriers, we pro-

pose the use of SC modulation. The optimumML receiver is derived for path-specific P2P and

user-specific MAC systems. The receiver structure is revealed to consist of two stages: MR

and equalization. The implementation of the MR stage is shown to consist of multiple branches

each branch corresponds to a path/user, and performs frequency shifting, and resampling by

the Doppler scaling factor of that path/user, followed by an integration. The output of the re-

sampling stage will be contaminated by time-varying ISI and the noise is colored. Hence the

covariance matrix is derived first, and the problem of of frequency selectivity is dealt with by

proposing the use of anMMSE equalization in the frequency domain. In particular, the received

samples at the output of the MR stage is first transformed to the frequency domain using FFT

operation where FDE is performed, and transformed back to the time domain for detection.

This sequence in the equalizer, namely, FFT, MMSE FDE and Inverse FFT (IFFT), replaces

the need of using MLSD which detects the signals jointly, and hence alleviate its complexity. A

suboptimal resampling is also investigated, when the channel is approximated to have a single

scaling factor that is common for all paths/users.

To address the problem of bandwidth scarcity and multipath fading, we propose the use of

relay-assisted systems over UWA channels for both OFDM and SC-FDE systems. In particu-

lar, TWR is used to enhance the bandwidth efficiency, while D-STBC is used to enhance the

reliability. Also, a combination of both is used to enhance both the bandwidth efficiency and

reliability at the same time. The noise covariance matrix at the relay(s) and the destination(s)

are derived for noise whitening at the relays or to be incorporated at the equalizer at the desti-

nations. A comprehensive study in terms of hardware complexity, bandwidth efficiency, and

ABER performance is conducted.

1.3 Thesis Outline

The outline of the thesis is is summarized as follows. In Chapter 2, a brief review of UWA

channel characteristics are given. In particular, the frequency- and distance-dependent path-

loss formula is reviewed, and its effect on the average SNR is revealed through illustrative

figures. The characteristics of the additive noise is explained, where it is shown that the PSD

3



is not constant over the range of interest. Also, it is shown that the effect of ISI and Doppler

scaling is severe due to the low propagation speed of sound in underwater. This followed by a

comprehensive literature review related to our work.

In Chapter 3, a brief background is given for P2P OFDM systems. The ML receiver is de-

rived for the path-specific Doppler scaling P2P OFDM system, and the structure of the receiver

is shown to be consist of two stages: MR and equalization. As a suboptimal resampling, the

actual channel is then approximated such that it has a single Doppler scaling factor, and the

same derivation is done again.

In Chapter 4, SC-FDE systems are studied in the context of P2P and MAC systems. For

the former system we consider path-specific Doppler model, while for the latter user-specific

Doppler model is considers. The ML receiver is derived for both cases, and the structure and

implementation of the receiver are illustrated. In particular, it is shown that the receiver structure

is such that two consecutive stages are required: MR and equalization. For the equalization part,

instead of implementing it using the MLSD, we propose the use of an MMSE FDE. Also, a

suboptimal resampling is proposed by approximate the channels such that all have a common

scaling factor.

In Chapter 5, the P2P OFDM systems are extended to relay-assisted systems. In partic-

ular, SR and MR receivers are considered for different techniques employed in relaying sys-

tems, namely, TWR, D-STBC, or the combination of both systems. Since the noise after MR

pre-processing will be colored, the equivalent noise's covariance matrices are derived at the

intermediate relays as well as the final destinations. Because of its simplicity, Amplify-and-

Forward (AF) relaying is considered as the relaying scheme. The effect of the resampling tech-

nique on the performance and performance of the different systems are illustrated.

In Chapter 6 the corresponding SC-FDE systems of Chapter 5 are derived. The similari-

ties and differences in the corresponding systems structures and their implementations are ex-

plained. Also a complexity comparison, bandwidth efficiency, and ABER of both schemes (i.e.,

OFDM and SC-FDE) are given.

Finally, in Chapter 7, conclusions and some suggested future works are given.
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2.1.2 Generating UWA Channels

There is no consensus on the characterization of UWA channels because of the scarce mea-

surements available, and hence the best way to test a system over UWA channels is to use

experimental data. However, since obtaining experimental data requires expensive equipment,

and the available data is not easy to get, the next best option is use a set of software to emulate

UWA channels by capturing the most important characteristic taking into account the depths of

the sources and receivers, carrier frequency used, the range between transceivers, and the type

of environment in which the transmission is virtually done.

As a part of our simulation study, we consider a location in the Arabian Gulf with latitude

26.5oN and longitude 52.5oE. For the given location, environmental factors (such as temper-

ature, salinity and acidity of the water) and the morphology of the sea bottom (such as type of

sediment and bathymetry) can be found in the databases of US National Oceanic and Atmo-

spheric Administration (NOAA) publicly available at [13].

The geographical-based data along with the system characteristics such as locations and

depths of nodes are given as inputs to the Bellhop software. The software produces arrival data

which includes the amplitudes, travel times, angles of arrival, and angles of departure associated

with each echo. This yields a normalized deterministic raw channel impulse response. To

calculate the Doppler scaling factors of the paths in each link, we use the Bellhop output arrival

data along with the velocity vector [νr νz] for the nodes, as the input parameters of the VirTEX

software, where νr > 0 corresponds to increasing radial distance, and νz > 0 corresponds to

motion towards deeper depths.

Environmental File Structure

The input file to the Bellhop software is called the environmental file and it is written using any

standard text editor with the extension ‘.env’. The following ‘.env’file is used in the simulations

to generate UWA channels beside the man-made fixed and Rician channels used.

1 ' Saed ' ! T i t l e

2 16000 .00 ! Frequency (Hz )

3 1 ! NMedia

4 'CVWT ' ! Top Opt ion

5 0 0 .00 75 .00 ! N sigma dep th

6 0 .00 1548 .12 0 .00 1 .00 0 .00 0 .00 / ! z c cs rho

7 10 .00 1547 .97 0 .00 1 .00 0 .00 0 .00 / ! z c cs rho
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8 20 .00 1546 .67 0 .00 1 .00 0 .00 0 .00 / ! z c cs rho

9 30 .00 1545 .65 0 .00 1 .00 0 .00 0 .00 / ! z c cs rho

10 50 .00 1544 .27 0 .00 1 .00 0 .00 0 .00 / ! z c cs rho

11 75 .00 1540 .39 0 .00 1 .00 0 .00 0 .00 / ! z c cs rho

12 'A ' 0 . 00 ! Bottom Option , s igma

13 75 .00 1575 .00 0 .00 1 .70 1 .00 0 .00 / ! lower h a l f s p a c e

14 20 ! NSD

15 25 .000000

16 72 .500000 / ! SD( 1 ) . . . (m)

17 20 ! NRD

18 25 .000000

19 72 .500000 / ! RD( 1 ) . . . (m)

20 3 ! NRR

21 2 .500000

22 3 .500000

23 6 .000000 / ! RR( 1 ) . . . (km)

24 'A ' ! Run Type

25 0 ! Nbeams

26 75.000000 75 .000000 / ! a n g l e s ( d e g r e e s )

27 0 .000000 80 .000000 6 .100000 ! d e l t a s (m) Box . z (m) Box . r (km)

We give here an explanation of some of the important parameters. The first line corresponds

to the file name which can be chosen arbitrarily. The second line corresponds to the carrier

frequency used inKHzwhich is set here to 16KHz. The third line is always set to one in Bellhop,

and it is used as a compatibility parameter with other models in the Acoustic Toolbox. Line

four is specified as ‘CVWT’which indicates that Bellhop should use C-linear interpolation to

calculate the Sound Speed Profile (SSP), the ocean surface ismodeled as vacuum, all attenuation

values are measured in dB/wavelength, and finally Thorp's column attenuation is used in the

water column. In the fifth line, the only parameter that is read by Bellhop is 75 which is the

bottom depth and this indicates the last line to be read in the SSP. The lines from 6 11

indicate the depth-sound speed pairs defining the ocean sound speed profile. Line 14 indicates

the number of source depths specified which is set to 20, and those 20 depths are uniformly

distributed between depths 25 and 75m (specified in the next two lines), which results in a

depth step size of 2.5 m. The same thing is specified for the receiver depths in the next three

lines. In line 20, the number of horizontal ranges allowed are set to be three, and these three

ranges are set in the next three lines to be 2.5, 3.5 and 6 Km.
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2.2 Literature Review

UWA channels pose challenges for achieving reliable high data rate transmission. Such chan-

nels are characterized as wideband time varying ISI (time- and frequency-selective or doubly

selective) channels . Due to their high conductivity to acoustic waves, the corresponding path

loss is not just distance-dependent, but also frequency-dependent, which makes the available

bandwidth severely limited since the frequencies that travel for long distances are the low fre-

quency ones [9, 12, 14, 15]. Owing to the fact that the propagation speed of sound under water

is about c = 1500 m/s, ISI becomes severe, especially for high data rate transmission.

Time variation in UWA channels has two main sources: inherent changes in the propagation

medium and the relative motion between transceivers. The Doppler effect resulting from the

relative motion of the transceivers is extreme, and it is proportional to the ratio v/c, where v is

the relative speed between the transceivers. Since the sound speed is very low compared to the

EM propagation speed in RF channels, which propagate at the cosmic speed limit, this value in

UWA channels is orders of magnitude larger than that in RF channels, and hence it cannot be

neglected and should be incorporated into the receiver design. In addition, since UWA channels

are wideband by nature, this motion-induced Doppler effect translates different frequencies by

different amounts, and this ismodeledmore accurately as time scaling, compared to RF channels

where Doppler effect translates all frequencies roughly by the same amount as that for the carrier

frequency, i.e, common CFO, which can be dealt with using frequency synchronization only.

Even though more interest is shown now in UWA channels, its practical beginning can be

traced back to the period of World War II [16]. At the beginning, it was though that nonco-

herent On Off Keying (OOK) and Frequency Shift Keying (FSK) is the only feasible way to

communicate over UWA channels because of the rapid phase variation [17, 18]. But nonco-

herent communication eliminates the need of tracking the phase only, and does't deal with the

problem of ISI [19, 20]. So, guard intervals were inserted between successive pulses to ensure

that all echos vanish before the next pulse is received. Also, it is desirable to use those frequen-

cies which are separated by more than the coherence bandwidth of the channel [21]. Obviously,

noncoherent communication is not bandwidth efficient, and cannot support real time applica-

tions that require high data rate.

In [22], the authors demonstrated successful transmission of coherent modulation over UWA

channels for the first time. The receiver in their system consisted of an adaptive time-domain

DFE with an embedded Phase-Locked Loop (PLL) to track phase variation, where the param-
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eters of the receiver were computed jointly to minimize the Mean Squared Error (MSE). The

results extended to Multiple-Input Multiple-Output (MIMO) systems in [23, 24]. In [25, 26,

27, 28] the authors employed Time Reversal (TR) technique in the context of collocated and

distributedMIMO. However, TimeDomain Equalization (TDE) becomes problematically com-

plex as the channel memory grows large. An efficient alternative is OFDM which converts ISI

channels into a set of flat subchannels that eliminates the need of complex equalizers [29, 30].

Owning to its success in RF channels in combating long channels efficiently, OFDM systems

have been proposed for efficient communication over UWAchannels. However, over time vary-

ing channels such as UWA channels, the orthogonality between the subcarriers is lost, which

introduces ICI [31, 32, 33, 34]. Consequently, the receiver design must take into account this

ICI effect, which otherwise degrades the performance significantly.

In [35], the authors considered OFDM systems over general UWA channels, where relative

motion is not the only source of time variation. Two ICI-mitigation techniques were proposed,

one that explicitly estimates the ICI coefficients to be equalized using a MMSE equalizer, and

the other does not estimate the ICI coefficients explicitly but rather uses an adaptive DFE equal-

izer in the frequency domain. To increase the bandwidth efficiency, MIMO-OFDMwas consid-

ered in [36, 37, 38, 39], where multiple streams are transmitted simultaneously over the same

bandwidth, a technique called spatial multiplexing. Post-FFT processing techniques are pro-

posed in [40, 41]. Bit loading or adaptive modulation which is based on channel prediction was

proposed and studied in [42].

Even though OFDM is efficient and robust, it still suffers from a number of drawbacks,

including being very sensitive to time variation, as well as experiencing a large peak-to-average

power ratio (PAPR), which requires very expensive amplifiers. SC modulation with FDE is a

good alternative to both time domain equalization and OFDM [43, 44, 45]. In general, less work

has been done on SC-FDE over UWA channels. In [46], SC-FDE scheme is studied for MIMO

systems over general UWA channels, where Channel Estimation (CE) and equalization is done

in the frequency domain. Phase compensation is applied to the equalized signals to counteract

the phase rotation effect of time variation. In [47, 48] low complexity Frequency Domain Turbo

Equalization (FDTE) is studied for MIMO systems. Others can be found in [49, 50, 51].

However, if the time variation of the channel results only from the relative motion between

transceivers, and the channel is assumed fixed over one or more blocks, the received signal will

exhibit a structure (i.e, time scaling) that can be utilized by the receiver. Since adaptive time
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domain equalizers have a certain threshold with respect to the Doppler effect (the rate of time

variation) for them to converge, the authors in [6] introduced the concept of resampling for SC

systems over UWA channels that exhibit the same Doppler scaling factor over all paths. In [7],

the authors studied OFDM systems over UWA channels where all paths have the same Doppler

scaling factor (a model called user-specific Doppler), and invoked resampling to completely

eliminate the effect of time variation with the assumption of accurate estimation of the Doppler

scaling factor, which is translated in the frequency domain as ICI-free communication. The

receiver in [7] consisted of only frequency shifting and resampling by the Doppler scaling factor

followed by FFT operation, i.e., no further processing is required. In [52, 53], the authors

considered OFDM systems over UWA channels while assuming that each path has its own

Doppler scaling factor (a model called path-specific Doppler). In particular, they studied the

optimization of the resampling factor based on different criteria.

In [8], the authors derived the optimumOFDM receiver when the channel exhibits a cluster-

based Doppler scaling, where the paths are divided into clusters, and each cluster has its own

distinct Doppler scaling factor. In this case the receiver consisted of two stages: MR pre-

processing stage and an equalization stage. The MR stage consists of different branches, each

corresponds to one Doppler scaling factor, and comprises a frequency shifter, a resampler, and

a FFT block. In the second stage, MMSE equalization in the frequency domain is used to

further reduce the residual interference effect. This is attributed to the fact that, when more

than one Doppler scaling factors are present, neither optimized SR [53] nor MR [8] are able to

completely eliminate ICI. As such, a stage of equalization is required to take care of the residual

interference.

In the next chapter, we give a detailed theoretical background aboutMR and SR pre-processing

techniques in the context of P2P OFDM systems with path-specific Doppler model. This will

be useful in the developments in the subsequent chapters.
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Figure 3.4: ABER of P2P OFDM system forK = 512.
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Figure 3.5: ABER of P2P OFDM system forK = 512 over Rician Channels.

3.4 Conclusions

In this chapter we reviewed the receiver structure and implementation of P2P OFDM systems

over UWA channels with path-specific Doppler model. It was shown that the optimum receiver
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consists of two optimum parts: pre-processing and equalization. The optimum pre-processor

was shown to be one that consists of multiple branches, and performs frequency shifting, re-

sampling, and FFT operations, one for each path. This pre-processor is called MR. On the

other hand, the optimum equalizer is MLSD which detects the symbols in each block jointly.

Since, MLSD is prohibitively complex to implement, a suboptimal MMSE equalizer is used

instead, and symbol-by-symbol detection is performed. To further reduce the complexity of the

receiver, a suboptimal pre-processor is illustrated, where the channel is approximated such that

all paths have a commonDoppler scaling factor. This approximation rendered the pre-processor

to consist of only one branch that performs the same sequence of operations as in MR, but for

the approximated scaling factor. This suboptimal pre-processor is called SR. Numerical results

for uncoded ABER showed that resampling is a necessary component, without which the per-

formance deteriorates significantly. Also they the superiority of MR over SR for both fixed and

Rician channels, especially at high SNR, which characterized as the ICI-regime. However, this

comes at the expense of more hardware complexity.
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Doppler scaling factor. For the MAC scenario, the channel parameters are shown in Fig. 4.7,

whereM = N = 2, and a(1) = 0.0018, and a(2) = 0.0012.

In Figs. 4.4 and Fig. 4.5, the magnitude of the ICI coefficients at the output of the MR

and SR pre-processed SC signals after being transformed to the frequency domain are shown,

respectively, for the case of P2P scenario. The SR factor used is set to zero, which is the scaling

factor of the strongest path [53]. It can be seen that when MR pre-processing is used in the

time domain, the channel power is concentrated around the main diagonal in the frequency

domain. This implies that MR pre-processing in the time domain decreases the time variation

significantly. In time invariant channels, the channel power is concentrated exactly in the main

diagonal. On the other hand, when SR pre-processing is used in the time domain, the channel

power in scattered, which implies that SR pre-processing is less effective than MR in handling

time variation.
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Figure 4.3: The channel parameters of P2P SC-FDE system.

In Fig. 4.6, the uncoded ABER vs. SNR is shown for P2P SR/MR-SC-FDE for K =

512. Also, the corresponding curves are shown for OFDM systems. First, we observe that

MR-SC-FDE outperforms SR-SC-FDE significantly. However, these improvements come at

the expense of more hardware complexity. This improvement in performance can be justified

by examining Figs. 4.4 and 4.5 where we can observe that the ICI in the frequency domain

after SR is longer in depth and larger in magnitude than that after MR. Also, MR-SC-FDE
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Figure 4.4: Absolute value of the ICI coefficients after transforming the MR pre-processed SC signal to
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Figure 4.5: Absolute value of the ICI coefficients after transforming the SR pre-processed SC signal to
the frequency domain.

outperforms MR-OFDM with lower overall complexity, where Np FFT block are required in

OFDM, whereas just one FFT block is required in MR-SC-FDE. Which makes SC-FDE a

strong candidate and competitor to OFDM over UWA channels.
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2 . The channels's gains and delays are shown in Fig. 4.7.

in SC-FDE, and MR-SC-FDE outperforms MR-OFDM when uncoded transmission is used.

Also, in this scenario, the hardware complexity of MR-SC-FDE is less than that of MR-OFDM,

where M = 2 FFT blocks are required for the former while MN = 4 FFT blocks are required

for the latter, while both SR-SC-FDE and SR-OFDM have the same overall complexity in terms

of FFT and IFFT blocks required in the system.

4.4 Conclusions

In this chapter we proposed the use of SC signaling as an alternative to OFDM over UWA

channels, since it was shown in the literature that the former is better in handling time variation

than the latter. We studied two scenarios for SC signaling. The first one is a P2P system over

path-specific Doppler scaling model, and the second is a MAC (or multi-user MIMO) system

where multiple single-antenna users communicate with a multiple-antenna common receiver.

In both cases, the optimum receiver is derived, and the structure and implementation of the re-

ceiver was revealed. In particular, it was shown that, as it is the case in OFDM, the optimum

receiver consists of two components: MR and MLSD. Different from OFDM, however, is the

structure of the MR pre-processor. In particular, it was shown that a MR consist of multiple
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branched, and each branch performs frequency shifting, resampling, and integration for each

path/user. In other words, FFT operation is no longer a part of the pe-processor. To alleviate

the complexity problem of the optimum equalizer, we proposed to use MMSE in the frequency

domain. To facilitate this, the samples at the output of the pre-processor were first transformed

to the frequency domain by means of FFT operation, where joint MMSE FDE is done, and then

transformed back to the time domain by means of IFFT operation where symbol-by-symbol

detection became feasible. Also, SR pre-processor was proposed to further reduce the com-

plexity of the receiver. Numerical studies for uncoded ABER showed that MR outperforms SR

in both scenarios, as expected, at higher complexity requirement. It was shown that the ICI at

the output of the MR pre-processor in the frequency-domain is concentrated around the main

diagonal, unlike the case for SR where ICI is dispersed, indicating that the residual time varia-

tion at the output of SR is higher than that of MR. Also, a comparison with OFDM was shown,

which revealed that SC-FDE is more Doppler-resilient at lower complexity requirement. This

reduction in complexity comes from the fact that FFT is not a part of the pre-processor, but a

part of the equalizer.
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TWR and D-STBC, TWR-D-STBC outperforms the former while it is outperformed by the

latter in terms of ABER. In terms of bandwidth efficiency, TWR-D-STBC has the same band-

width efficiency as TWR which is double the bandwidth efficiency of D-STBC. However, this

joint enhanced performance and bandwidth efficiency comes at the expense of more hardware

complexity.
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Figure 5.3: ABER of TWR OFDM forK = 512 through R1.
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Figure 5.4: ABER of TWR OFDM forK = 512 through R2.
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Figure 5.5: ABER of D-STBC OFDM forK = 512.
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Figure 5.6: ABER of TWR-D-STBC OFDM forK = 512.
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Table 5.1: Simulation Parameters for the Rician Channels

Channel Parameters S1 R1 S1 R2 S2 R1 S2 R2

Paths' Delays (ms) [0 5 10] [0 6 12] [0 7 14] [0 8 16]

Doppler Scales (×10−3) [0 1 12] [0 1.2 1.8] [0 1.2 2] [0 1.1 1.7]

Next we test the proposed techniques over Rician channels, where the parameters are given

as in Table 5.1 for K = 256. The channel coefficients are generated as in [62]. The mean

vector of all links is taken as µ = [1 0.5 0.1]T , and the Rician factor is 20 dB. The SR factor

at each node is taken as the arithmetic average of all scaling factors from the transmitters to

that node. For the reciprocal channels only the sign of the scaling factors are reversed. We can

seen again in Figs. 5.7, 5.8, 5.9, and 5.10 that MR outperforms SR at higher complexity. Also,

deploying one more relay and using D-STBC is still beneficial in both D-STBC and TWR-

D-STBC systems, where some spatial diversity can be extracted as seen in Fig. 5.11 where a

comparison of all techniques are depicted when MR is employed.
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Figure 5.7: ABER of TWR OFDM forK = 256 through R1 over Rician channels.
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Figure 5.8: ABER of TWR OFDM forK = 256 through R2 over Rician channels.

61



0 5 10 15 20 25 30
10−4

10−3

10−2

10−1

SNR [dB]

A
B

E
R

 

 
MR−OFDM
SR−OFDM

Figure 5.9: ABER of D-STBC OFDM forK = 256 over Rician channels.
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Figure 5.10: ABER of TWR-D-STBC OFDM forK = 256 over Rician channels.
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Figure 5.11: ABER comparison of all OFDM schemes with MR forK = 256 over Rician channels.
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5.5 Conclusions

In this chapter we studied the performance of relay-assisted OFDM systems over path-specific

Doppler scaling UWA channels. In particular, since the bandwidth is severely limited in UWA

channels as it was shown in Fig. 2.4, we proposed to employ one AF relay that enabled two

sources to exchange information, a scheme that is known as TWR. In the first time slot both

source transmit to the relay, and in the second time slot the relay forwards a processed version

of the received signals. On the other hand, to enhance the reliability of the system, we proposed

employing two AF relays, and use D-STBC. Finally, to extract the benefits of both schemes,

namely, TWR and D-STBC, two AF relays are deployed between two sources, where in the

first phase each source transmitted two consecutive signals, and the sources transmitted at the

same time over the same bandwidth. This phase was called TWR phase. In the second phase,

the relays cooperated to transmit a D-STBC signal to both destinations. The structure and im-

plementation of both MR and SR were used at all nodes. The The noise covariance matrix is

derived at the relay and at the destinations. At the relay, the noise was first whitened, and then

the noise-whitened signal is normalized in power before forwarding. At the destinations, given

perfect CSI is available, each subtracts its signal if applicable, and the other source's signal was

equalized using MMSE in the frequency domain. Numerical results for uncoded ABER over

both fixed and Rician channels revealed that MR outperforms SR, and this performance gap

was huge in the case of TWR-D-STBC because of the accumulated interference of both phases.

Also, under total power constraint, and uniform distribution of power among the transmitting

node, it was shown that TWR-D-STBC is a good set up that has a better bandwidth efficiency

than D-STBC and better performance than TWR.
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systems.

In Fig. 6.6 the uncoded ABER vs. SNR is shown for SR/MR-TWR-D-STBC SC-FDE sys-

tem for K = 512 at S1. For SR factor at Rj is taken as aRj
=

aS1Rj
(1)+aS2Rj

(1)

2
while at Sm it

is taken as aSm =
aR1Sm (1)+aR2Sm (1)

2
. The same conclusions can be drawn from these curves,

and the complexity is shown in Table 6.3. However, as we can see, SR receivers' performance

deteriorates severely in these systems. This is due to the fact that the interference at the relays

is more serious, and is propagated effectively to the destination and hence contributes to the

performance loss. In this case the bandwidth efficiency is one, while there is some diversity

gain. In particular, an uncoded ABER of 10−4 is achieved at SNR of about 22 dB for MR

receivers. This means that TWR-D-STBC has better performance at the same bandwidth effi-

ciency as TWR systems, while inferior performance of about 5.5 dB compared to D-STBCwith

double the bandwidth efficiency. Taking into account the bandwidth efficiency and diversity

gain together, TWR-D-STBC systems are good options.
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Figure 6.3: ABER of TWR SC-FDE at S1 through R1 forK = 512.
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Figure 6.4: ABER of TWR SC-FDE at S1 through R2 forK = 512.
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Figure 6.5: ABER of D-STBC SC-FDE forK = 512.
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Figure 6.6: ABER of D-STBC SC-FDE forK = 512.
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S1 it is [ 1 0.3]T , for R2 relative to S1 it is [0.8 0.5]T , and for S2 it is [0.8 0.4]T . Since S1 and

S2 are on the opposite sides, when one of the relays move toward/away from one source, it will

move away/toward the other source. Hence the speed vector of the relays relative to S2 will be

the same as relative to S1 with the sign of νr (the first entry) be reversed.

In Figs. 6.7 and 6.7 the channel parameters between different nodes are depicted, where

the left hand figures depict the channel magnitudes vs. paths' delays and the right hand figures

depict the Doppler scaling factor vs. paths' delays. In Figs. 6.10 and 6.10 the ABER vs. SNR

is shown for MR/SR-TWR systems. In Fig. 6.11 the ABER vs. SNR is shown for MR/SR-

D-STBC system. Finally, in Fig. 6.13 the ABER vs. SNR is shown for MR/SR-D-STBC

system. The corresponding OFDM systems were depicted also for comparison purposes. For

the SR factor, it is selected as in the fixed channel case, since as it appears from Figs. 6.7

and 6.7 there is one dominant path in each link. The same observations as previously can

be made, where MR technique outperforms its SR counterpart at more hardware complexity

cost, while SC-FDE signaling is superior to OFDM. Finally, TWR-D-STBC in MR-SC-FDE

systems serve a good compromise between the bandwidth efficiency and performance, where it

has better bandwidth efficiency than D-STBC with some performance loss, while it has better

performance than TWR (see Fig. 6.13) while both have the same bandwidth efficiency.
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Figure 6.9: ABER of TWR-SC-FDE and OFDM systems at S1 through R1 for the channel parameters
depicted in Figs. 6.7 and 6.8 forK = 256.
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Figure 6.10: ABER of TWR-SC-FDE and OFDM systems at S1 throughR2 for the channel parameters
depicted in Figs. 6.7 and 6.8 forK = 256.
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Figure 6.11: ABER of D-STBC-SC-FDE and OFDM systems at S1 for the channel parameters depicted
in Figs. 6.7 and 6.8 forK = 256.
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Figure 6.12: ABER of TWR-D-STBC-SC-FDE and OFDM systems at S1 for the channel parameters
depicted in Figs. 6.7 and 6.8 forK = 256.
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Figure 6.13: ABER comparison at S1 between all scenarios considered for SC-FDE, namely: TWR,
D-STBC, and TWR-D-STBC when MR is used for the channel parameters depicted in
Figs. 6.7 and 6.8 forK = 256.
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6.6 Conclusions

In this chapter we made a similar propositions and performance study for SC-FDE systems as

those done for relay-assisted OFDM systems. In particular, we prose the use of TWR, D-STBC

or a combination of both schemes when SC signaling is used at the transmitted and FDE is used

at the receiver. Again, SR or MR pre-processing was used at each node to handle the effect

of time variation. The effect of ISI is handled by using MMSE in the frequency domain at the

destinations. A comprehensive comparison study was given for both SC-FDE and acOFDM

systems for all schemes. The numerical results for uncoded ABER over artificial and Bellhop

generated UWA channels, revealed similar conclusions to those of OFDM systems, where MR

consistently outperformed SR, and, under total power constraint and uniform power distribu-

tion among the transmitting node, TWR-D-STBC outperformed TWR at the same bandwidth

efficiency, while is outperformed by D-STBC with better bandwidth efficiency. Also, it was

revealed that, SC-FDE is more Doppler-resilient than OFDM systems, which makes it a strong

candidate for transmission over UWA channels.
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Chapter 7

Conclusions and Future Work

7.1 Concluding Remarks

In this thesis we first studied P2P SC-FDE systems over path-specific Doppler UWA channels,

and derived the correspondingML receiver. It was shown that a pre-processing stage calledMR

pre-processing is necessary tominimize the effect of time variation in the time domain. This pre-

processor consists of multiple branches where each branch corresponds to a path, and performs

frequency shifting and resampling by its Doppler scaling factor, followed by an integration.

The output of this pre-processor is still time varying, but it is minimized in a manner such

that the power of the ICI coefficients in the frequency domain will be concentrated around the

main diagonal. Beside this residual time variation at the output of the MR pre-processor, the

samples will be contaminated by ISI, and thus a further stage of equalization is required. Ideally,

this equalizer would be the MLSD, which finds the most probably sequence. To avoid the

complexity associated with this optimum equalizer, we proposed the use of an MMSE equalizer

in the frequency domain, where the samples are first transformed to the frequency domain by

means ofK-point FFT operation, and after being jointly equalized, they were transformed back

to the time domain by means of K-point IFFT operation. This sequence of operations which

substituted the MLSD, namely: FFT operation, MMSE FDE and IFFT operation enabled us to

simplified the detection process to become symbol-by-symbol instead of joint detection. Also,

a suboptimal pre-processor is proposed to further reduce the complexity of the receiver.

Then we considered MAC-SC-FDE systems over user-specific Doppler UWA channels in

an attempt to increase the bandwidth efficiency of the system given the scarcity of bandwidth

available in UWA channels, where multiple single-antenna users communicate with a multiple-
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antenna receiver over the same bandwidth bandwidth at the same time. Similar derivations were

done for this system, and showed that each antenna element must have a MR pre-processor,

where each pre-processor consists of multiple branches and each branch corresponds to a user,

where frequency shifting and resampling is done by the Doppler scaling factor of that user

followed by integration. The output of the different pre-processors are then combined in the time

domain before being transformed to the frequency domain, where joint MMSE equalization

is done. Finally, the equalized symbols of each user is transformed back to the time domain

where the symbols of each user were detected separately. A comprehensive study of the the

performance and complexity of SC-FDE and OFDM systems were given.

Next we proposed the use of relay-assisted systems for both OFDM and SC-FDE systems

in a way to achieve better bandwidth efficiency and/or reliability using the increased DoF of-

fered by the existence of one or more relays. In particular, we considered TWR, as opposed to

mere MAC, as a way to enhance the bandwidth efficiency, while D-STBC was considered, as

opposed to collocated antennas, as away to enhance the reliability. Also, a combination of both

was considered to enhance both the bandwidth efficiency and reliability at the same time. A

comprehensive study of the ABER, complexity and bandwidth efficiency of all systems were

studied, where it was shown thatMR receivers always have better performance than SR counter-

parts at higher complexity cost, MR-SC-FDE outperforms MR-OFDM with less complexity in

uncoded systems, and TWR-D-STBC offers a good balance between the bandwidth efficiency

and performance. All the above makes SC-FDE a viable option in UWA communication and

an alternative to OFDM.

7.2 Future Work

Inspired by what has been accomplished in this thesis, we believe there are still many open

related problems that should be tackled. We list below some of these problems.

1. It has been demonstrated throughout the thesis that MR resampling outperforms its SR

counterpart. The performance of both schemes has been assessed through simulations.

Although we have used software that mimics real-life situations and we derived the op-

timal detector mathematically for both schemes, it would be interesting to analytically

find the reason for the superiority of MR resampling. It is intuitive that MR should per-

form better because it is adapted to the various Doppler scalars that the signal undergoes,
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whereas SR uses one approximated factor. Nonetheless, it would still be useful to derive

the ABER performance analytically.

2. In this thesis, it is assumed that receive CSI is only available. It is interesting to con-

sider the case when transmit CSI is available, that is when the transmitter has access

to the CSI prior to transmission. In this case, resampling can be done at the transmitter.

This is particularly significant in user-specific Doppler models, because resampling at the

transmitter will equalize the Doppler scaling effect of the channel, rendering the received

signal ICI-free at the receiver side, even if two or more nodes access the receiver simul-

taneously, as in multi-user MIMO, TWR and D-STBC systems. Nonetheless, transmit

resampling with other Doppler scaling models is interesting to investigate, where a com-

bination of transmit resampling and receive resampling can be used to further enhance

the performance.

3. We propose the use of the available spectrum by many nodes at the same time to enhance

the bandwidth efficiency, while fixing the data rate. Another way of enhancing the band-

width efficiency is by using what so-called bit loading or adaptive modulation. Using

OFDM signaling is advantageous in this respect, where the total data rate can be max-

imized by assigning different modulation schemes for different subchannels depending

on their quality. Also, power loading can be used to control the effect of ICI.

4. Addressing system imperfections is of interest, because real systems have to estimate the

channels in efficient and reliable ways. Sparse channel estimation for cascaded channels

in an interesting compliment to our work, to see the effect of channel estimation error on

the system performance.
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