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ABSTRACT

Integrated ProductieDistribution Planning under Congestion and Carbon Emission
Constraints

Alireza Samiee Daluie

The globbwarming, which is caused by increasing concentrations of carbon emissions, mainly results
from human activities such as fossil fuel burning and deforedtatiwder to alleviate global

warming and its adverse effects, many countries including ¢oeStkties and the European Union
members have attempted to enact legislation or designbaaddetarbon trading mechanism for
controlling carbon emission. Analyzing the impact of such governmental legislations on supply chain
operations has particuldolgen noticed both in theory and practice. This implies that firms need to
incorporate the governmental regulations into their decision making process. This thesis presents an
integrated model of productidistribution planning in supply chains consigesangestion and

carbon emission capacity constraints. The objective of the model is to minimize the sum of
production, inventory, and transportation cost subject to emission capacity constraints. Our model
adopts a Carbon Cap regulation policy that esqthe total carbon emission resulting from
production and distribution of commodities from facilities to demand points to be constrained.
Considering congestion at the production facilities for work in process (WIP) inventory, which may
increase nonlindgp@after a certain level of utilization (i.e. critical utilization), leads to a nonlinear multi
period mixed integer program. We then develop a robust approach that captures the uncertainty in
estimating the emission of each of the logistic activitipsopldse dagrangnrelaxation approach

and a heuristic to build feasible solutions which solves large instances. Finally, computational results
on a set of instances are reported to assess the performance of the proposed MIP formulation and of

our algothmic approach.
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Chapterl

Introduction

1.1Foreword

It is widely reported that global wargya which has a direct relationship with the emission of carbon

and other greenhouse gases (GHG), poses a gr e
human race. As global warming is expected to have fatal consequences at economic, ecologic, and
social levels, it is necessary to reduce GHG emissions so as to prevent or at least reduce global
warmingPublic awareness toward the destructive impacts of GHGs has been growing significantly
over the last few decad&®r instance, in a studyBEanropean Union, 75% of respondents were

willing to pay more for environmental friendly products and 17% had alreadyHorsbacometer

2008) This puts the governments under growing pressure in ordemategegulations to control

the amount of these emissions. One of the first carbon emission control attempts was made in Kyoto
Protocol, launched in 1997, with the aim of reducing GHG emissions caused by industrialized
countries. The members of the Protdas agreed to reduce their emission levels by five percent in

the first commitment period, started from 2008 and ended in 2012, with further reduction of 18
percent from 2013 to 2020 compared to their emission level in 1990. The Protocol alsdebligates t
members to report their annual emission inventory to UN Climate Change SEO0NEC@EC

1997)

The public awareness toward the destructive effects of GHGs along with the government regulations
and the pressure fronentia force the manufacturers to take actions in pollution control, prevention
and resource efficiently, and reduction of their carbon fodairison and Rafinejad 20TT)ese

actions include investing in greeanufacturing technology, reducing the supply chain amakte,
increasing the efficiency of the green supply dhainexampleYWalmart decreased its carbon
emission by 400,000 tomgh a small investment in reducing the ééfetiency in its supphhain
(Plambeck 2012)vaimart has als@nnounced its goal to eliminate 20 million metric tons of GHG
emissions from its global supply chain by 208letPackard (HPannounced that it will decrease

carbon corent of its produestby 40% in 2020 compared to its level in gaéwlettPackard 2014)

IBM has also decreased its emission by 59% from 1990 ({BR02814)



The new environmatal friendly regulations may limit the total amount of carbon emitted by the
industries. Specifically, it can be in the form¥ @af{rict capjif carbon tax, andij capandtrade
(Benjaafaet al2013) According to strict cap policy, the firms cannot produce more than a certain
amount; this is also callgtbon cdp a carbon tax policy, firms pay for their emission in terms of a

tax. In Norway, for example, the government has implemented carbdrasegesn the tons of

carbon emission produced since 1B@dvoll and Larsen 2004) a cagndtrade policy, although

there is a cap on emission of firms, the firms are allowed to sell or buy the carbmesllowa
Consequently, firms are subject to heavy fines if they do not fulfill the carbon allowances. If a firm
emit less than its carbon allowance, it can either sell it through the carbon markets or save its allowance
for future production. A cagndtradesystem called European Union Emissions Trading System (EU
ETS) was initiated in 2005 which is known as the largest cap and trade system in the world. Around
11,000 power stations and manufacturing industry companies responsible for more than 45% of
GHGs inEurope are now operating under the EU ETS. As a consequence of this action, emission
produced by these firms will be reduced by 21% in 2020 compared to its levéEunr@0ean
Commission 2005)

Green Supy Chain Management (GSCM) deals with incorporating such regulations into the
decisiorma ki ng process of firmsd managers and poli
firms usually choose one of the following optigrdegigning new productkioh need less emission

for production,i{) investing in energy efficient machinery and procesggsnod(fying the existent
production processes. The first two options require strategic aterfordgcisions as well as
significant investment. Withe uncertainty about future of environmental regulations, the first two
options may seem less interesting, leading the firms to look for appropriate strategies to modify their
operational decisiofdeindl and Loseel 2012)This explains why we can find a growing body of
research focused in operational level of the green supply chain magageménk an and Jamm
2014, Battiret al2014, Cholette and Venkat 2009, Zhang and Xu Z0&3nain focus is to explore

the impact ofgovernment redations, i.e.strict cap, carbon tax, and ceq@t r ad e , on fi

operational decisions, such as determining lot sizémleaandgroduction planning.

1.2.Goal of the study
The goal of this studsy to explore the impact of a strict cap poliayiff@rentoperational decisions

of a productiordistribution system. Specifically,sudy a productiocdistributionplanning problem

2



where we decide on the demand allocated to each facility and its level of production over a planning
horizon. Regarding enmimental concerns, we consider emissions produced by the supply chain as

a result of manufacturing and distrifutactivities. Among the three types of environmental
regulations that were mentioned earlier, we consider strict cap on total emisssopf tbleain.
Strictcapcanalsobeasethposed emi ssion target that the ms
and decrease it over a period of time. This approach is a common one that already applied by many
firms(Battiniet al2014, Hoemt al2013)One of the interesting features of this research is to consider

the congestion that may form in production facility. This enables us to study thecefigetstibn

levels orcarbam emissions

Another important aspect of this study is the way that we capture the uncertainty in the amount of
emission. In reality, having an accurate estimation of the emission is a key factor for the production
decision. The methods applied to meatheeemission from different productidistribution

activities may come with errors. It necessitates the decision makers toaterssjggroaches to

enable them to obtain solutions that work under different eantiesion scenarios. Therefore, we
corsider uncertainty in measuring the emission associated with each activity and develop robust

solutions that enable the managers to make their decisions with more confidence.

Including the aforementioned features in our model, thexdeavassues that¢ed to be addressed

in terms of solution methodologyrSidering congestion in our model results in a nonlinear mixed
integer programming. To deal with this, we use a linearization approach by approximating the function
that relates work in process ane throughput through adding lines tangent to this function at
different points. Furthermore, in order to minimize the error cause by this approximation, we employ
an outer approximation algorithm that limits the error at the optimal solution.

In order to I able to solve large size instareceagrangian relaxation approach is proposed. Since

we are dealing with a minimization problem, the Lagrangian relaxation provides a lower bound on the
optimal solutions. By relaxing twosedtconstraints, we are altb decompose the problem into a
number of singacility production planning problems. The optimal solution from the Lagrangian

relaxation is then used to build a feasible solution.

1.3.Research contributions
The key considerations in this study thatriboié to the existing literature are summarized as

follows:



1 A strict cap on the total emission of the supply eéh&onsidered in an integrated tactical
planning model in the context of productiistribution planningvhile congestion at the
productionfacilities is being considered

1 Uncertainty in estimating the emission of the supply chain is considered that enables us to
account for the possible scenarios of uncertainty in emission estimation.

1 A solution methodology based on Lagrangian relaxapimaelp is proposed to deal with

large size instances.

1.4.Thesis outline

The remainder of this thesis is organized as follows. In the following chapter, we review the related
literature. Chapter 3 provides the model formulation and solution methodologgt.ekfadin the
deterministic model and then discuss how we incorporate robustness into our stochastic version of
our problem. The Lagrangian relaxation followed by a heuristic approach has been proposed to build
a feasible solution. Numerical exampiepravided in chapter An illustrative numerical example

is first developed to examine the effect of uncertainty on the operational decisions in our problem.
We alsosolve instansewith different sizes and parameters to examine the performange of o
proposed solution algorithfinally, Chapter 5 provides concluding remarks and future research

avenues.



Chapter 2

Literature Review

The literature in the green supply chain management include many different types of problems, from
economic to operatnal and marketing perspectives E8aadenburgt al(2014) Dekkeret al.

(2012) Tang and Zho(2012) and Weet al(2014)Yor an overview of articles in green supply chain
management). The effect of environmental regulations on supply chain management can be discussed
ei ther fr opmoltiheypebrsmesnesrdos @ r

21.Policy Makeridm@GSCMer specti ve

While the objective in most of studies is to minimize the total costs or maximize total profit of a firm
under carbon regulations, there are studies which discuss the effect of environmental regulations on
decision raking of policy makers and governments. The objective function istilkéesse usually

include maximizing social welfare, which can be measured by economic surplus, total carbon emission,
or tax revenu@Brannlund and Nordstrom 2004, Eyland and Zaccour 2014, éiuwd2g13, Krass

et al.2013) Brannlund and Nordstroif2004)study the effect of envirommtal policies on the
consumer response using a simulation method. They compare two scenarios where the revenues from
doubling the carbon taxes is spent on either decreasing value added tax or subsidising the public
transport. They show that the tax burgeudistributed less even among households in the first
scenario since household which live in a less urbanised area will have to pay the same amount as thos
who live in the urban areas while the first group take less advantage of subsidize®tasssport.

al (2013)e x ami ne how the environmental taxes woul d
manufacturing together. Moreover, they study the effect of subsidies and consumer rebates on this
issueTo this end, they consider a problem where there is aftélasesr Stackelberg game between

the firms and the regulator (governméimg@y consider two settings in their analysis: (1) decentralized
model, where the regulator and the firms act indepgnden (2) a situation where the regulator

has control over the prices and technology choice (centralized model). They show that the
environmental taxes alone may be insufficient to coordinate the system. Instead, they explain that it

would better to addther policy tools, such as fixed cost subsidies and consumer rebates, to increase



its efficiency. Huargt al(2013)examinesubsidizing electric vehic|e#\) whichhavesignificantly

less adverse impact on #resironment compared to fuel vehig¢le&). EAs are currently being
subsidized in many countries such United States, Canada, China, etc. in order to promote the use of
such vehicles. Considering a duopoly where two automobile supply chains are toeypsting,

that such incentives are effective in promotingAlse Moreover, they compare this setting with one

in which there is a centralized control with no subsidy and conclude that subsidizing EAs is more

effective in decreasing the environmentalatsipa

At the manufacturer level, the literature can be divided into twategbries: (i) strategic level and

(i) tactical and operational level.

22.Manuf actureriaGSCMer specti ve
Manufacturers take environmental concerns into their decision mat&sg with the aim of either
regulation compliance or promoting their products through advertising on the greenness of them.

Studies in this area can be divided into two categories: (1) Strategic Level, and (2) Operational Level.

| al ydzF I Oifd2NB ND &
Perspective in GSCI

: Tactical&
Operational Level

Technology Network Reverse
Selection Design Logistic
L

Figurel. Overview of the Iiterature from the manuf e

2.2.1. Strategic Level in GSCM

Decision making at the strategic level deals more with fundamental changes such as the choice of
cleaner sources of egyg, more sustainable production equipment, green machinery or raw materials,
and greener transportation me@aboet al2005, Drake 2012, Drakeal2012, Livet al2012,



Nouiraet al.2014, Walsket al.2014) These studies include problems that deal with technology
selection, reverse logiséndnetwork desigffang and Zhou 2012)

Nouiraet al(2014)study the technology (manufacturing process) and input material selection under
the new environmental regulation. They assume that customers are envisamdimtaivhich

means that customers are willing to pay more for green products. To this end, they introduce a factor
to measure the greenness level of a product. The greenness level of a product is determined by the
environmental impact of inputs and manufagj processes. It increases as greener inputs and
processes are chosen. They assume that demand has an inverse relationship with price and the price
increases with greenness level of the pr¢g@hein 2001)Usinga numerical example in textile

industry, they show that the price should be greater than a certain threshold, otherwise the firms would
not invest in green products. They also discuss that how considering the relationship between
environmental awarenesscohsumers and the demand can increase the total profit of a firm by
offering green products to the customers. While most of the studies in the literature consider a linear
relationship between amount technology investment and environmental impr(iveaeteai012)

considers a nonlinear relationship. They argue that the environmental improvement should increase
with declining rate as et@®ndly investment increas&ake (2012)studies the eemiendly

investment decisions in the presence of foreign competitors under carbon tax policy. Unlike the
previous studies, he assumes that the demand is exogenous and independent of product greenness
He considers domestic fifacing a decision on whether to invest on greener production or moving

the production facilities to countries where there is no environmental regulations, e.g. China, where
they may also benefit from lower production cost, although they also need to thay fo
transportation. He also discuss the effect of putting carbon tariff on the carbon content of imported
goods and see how this wildl affect firmsd de:i
leakage which refers to the phenomenon of molvprgauction facilities to other countries because

of asymmetric environmental regulations. He shows that putting carbon tariffs does not necessarily
prevent firms from moving their firms to countries with no regulations and they may do so even in
the presnce of carbon tariff. In fact, they would just invest in cleaner products while they are

producing outside the country to decrease the carbon tariff.

A number of studies discuss carbon abatement through reverse (Bgatncsy and Fernandes
2004, Diabaet al2013, Liet al2009, Lu and Bostel 2007, &h&l2011) Reverse logistics can be
done by either remanufacturing or neoyche productsDiabatet al.(2013)consider a facility



location problem under capdtrade regulations and introduce numerical examples to draw some
observations. For instance, they show that remanufacilltiegeme more interesting as the supply

chain activities produces significant amount of carbon emission.

Firms can also achieve abatement in carbon emission by considering it into decisions such as plant
location and network design problé&itmann 2014, Chaabasteal2012, Jet al2014, Ramudhin

et al2010) A number of authors have developed robjgctive models that aim to minimize both

cost and emissigiMallidiset al2012, Smitket al2014) Mallidiset al(2012)study the effect of
considering transportation emissioa sapply chain network in a region, specifically insastigrn

Europe. The decisions include port of entry, transportation mode (truck, rail, or ship) and whether or
not to use shared warehouses and transportation. They incorporate environmensatisimgcarn
multiobjective modeling, where total cost and emission are being minimized. They show that using
shared warehouse and transportation is efficient in terms of emission reduction, but it will increase
the total costWanget al(2011)discuss a network design problem where environmental investment
decisions are made through a roblgective model. There is a traffebetween environmental
investment and carbon emission such that as firms invest morerireffarient technologies, their
associated carbon emission will decrease in tieriand\ multiobjective facility location problem

is developed b)ifeng et al(2013)with the aim of minimizing economic castl transportation
emissions while the minimum service reliability is being maximized. Transportation is the only source
of emission that is affected by number of products being shipped and the distance between the facility
and the customer. Service rdltgibs affected by the time needed to deliver goods. Therefore as the
number of facilities increases, transportation emission decreases while the total cost and service

reliability increases.

The benefits of the tactical level decisions can be obsievedrelatively long period of time with

the needs of significant initial investmiéat.recouping benefits within a short time period, it may

be more effective to discudsanging operational decisions, such as determining lot stamelead
producton planninglt has been shown that reducing carbon emission is also achievable through

operational decisions as (Bénjaafaet al2013)



2.2.2. Operational Level in GSCM

A number of authors have incorporated enwmental regulation in simmgperationamodels and
derive some important conclusions showing the effeohsidering such regulatigBenney and
Jaler 2011, Boucheey al2012, Huat al2011, Wahaét al2011)

Using the EOQ modeHKua et al(2011)develop a model based on a-amagitrade system that
determines the optimal ordering size. Regardingutites of emission, they consider those emission
caused by transportation and warehousing activities. They derive the optimal order quantity and
compare it with the order quantity of the classical EOQ model. They conclude that total emission
under a caprd-trade system does not change as the cap changes and is only affected by the carbon
price.Bouchenet al(2012)also solve multrobjective EOQ model called sustainable order quantity
model where they shovattenvironmental improvement are postibdeighrelatively small changes

in the total cost through operational adjustniBstijaafaet al(2013)model carbon emission in a

supply chain in forms of strict caprbon tax, and camdtrade schemes. They model strict cap in

form of a constraint and carbon price by adding a carbon cost term to the objective function. One
insight from these models suggests that with a strict carbon cap, the amount of emigsion can
reduced significantly at a reasonable cost. In another observation, it is noticed that emission reduction
by changingperational decisionsuld be reached at lower cbstrtthose achieved by investing in

more sustainable technologies. They also oothpdenefits of collaboration in a supply chain under
different regulation€henet al(2013)mplement environmental aspects by adding carbon cap as a
constraint to a basic EOQ model. In order to calculatettlesmbon emissions, they consider the
emissions associated with ordering, holding, and production. A newsvendor model is discussed in
Arikan and Jammerne@914)where there is a strict cap on carbon footpiritiegoroduct.

A number of studies model different types of regulations in the same model and compare their effect
(Zakeriet al2014, Zhang and Xu 2013hang and X@2013)ncorporate cap and trade system into

a multiitem production planning problem and derived an optimal policy for production planning.
Comparing cap and trade policy with taxation policy, they conclude that if the carbon price and the
cabon tax are equal, both policies have the same effect in terms of emission reduction. While one of
the major components of operational decisions is transportation, it is not included in the
aforementioned studi@gansportation is one of the importamtéas that needs to be incorporated

along with production and warehousasg a factor that significantly affects carbon emission

measurement of supply chain.



According to Inventory of U.S. GHG emissions and sinks:2D920 transportation is the second

largest source of GHG emissions after elect(ERA 2014)Colman and Pasté007)study the

different sources of emission in winery industry in five regions of the world aticsti@highest

emission amount was due to shipping actidogsaét al(2014)develop a mulbbjective model

that minimizes total costs of a food supply chain and its associated transportation emissi@ei. The m

use thee-constraint method to solve the model by keeping total cost as the objective function and the
transportation emission objective is reformulated as a constraint. Based on the real data gathered from
a beef supply chain where beef is beingrietbmto European Union from Brazil, they show that

carbon taxes can even lead to improvement in both economic and environmentBloaseicis.
(2010)%tudy an intermodal freight transport problem whegertiinimize carbon emissi@achon
(2014)model the layout of a supply chain and examine its effect on total emission caused by the supply
chain and customer travel. He show that putting a carbon tax omeshossioot result in significant

emi ssion reduction. Il nstead, i ncreasing the f
amount of emissioidoen et al(2013)model a setting where a producereisding to reduce its
transportation emission by putting a cap on total emission of outbound transportation. The objective
function is to reduce total emission through using different transportation modes. They argue that
significant emission abatementlwamchieved with relatively small increases in the total costs. For
instance, they show for a bulk liquid producer 10% reduction in emission can be obtained by only

0.7% increase in total cost.

Measuring the emission associated with logistic actiayietralways be accur@itonniet al.

2004) For example, in measuring the emission of production, the average time it takes to produce a
unit and the energy consumption rate of the production mactagdse consated in estimating

the production emissiomn reality, the production time may change based on different factors.
Unexpected down time, failure of the machine, and parts failure are examples of events that may
increase the production time and, thereéorergy consumptioBomeof the transportation means
produce more emission than others depending on the quality of the fuel, maintenance of the
transportation meandloreover, natural factors such as weather temperature may also play a role in
the resultig emission level of the supply chain activities, for instance, heating emission will increase
when the environment temperature is lower (Pulles and 208eHence, we need to consider
uncertainty in measuring the emission of each sédlgaamploy theobust optimization theory to

deal with uncertainty in our problem. Robust optimization theory, presented byiMu(¥695)
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has been widely used in recent years to cope with problems under ur{Gatmeiet al2014)

Uncertainty may appear in different coefficients, such as dgieemdind Morabito 201 2)ost
coefficient{Weiet al2011) availability of raw material supfMgraset al2014) etc. Uncertainty

may affect the problem in two manneysincertainty on the feasibility of the solution (infeasibility),

(i) uncerainty on the optimality of the solution (sgitimality). In the first case, we are looking for
solutions which are feasible for any realization of the input data. In the latter case, the solution will be
optimal for the worstasescenario. It is obviotisat the solution obtained from robust optimization

(robust solution) will be worse than the one obtained from a problem without uncertainty (nominal
solution); however, the difference between the robust solution and the nominal solution depends on
the rik aversion level of the manager. The more risk averse the decision maker is, the worse the robust

solution will be with respect to the nominal solution.

Bertsimas and Si(@003)propose a robust approachdeal with uncertainty when the distribution

of uncertain coefficients is not known. In such problems, it is assumed that they change only within a
certain range. The middle point of the range is called the nominal value. For an overview of other
approachs in robust optimization the reader is referr8e&nd al and NemirovskR000) BenTal

et al(2009) and Fischetti and Mond@009) This approach has been used in many production
planning and network design problédem and Morabito 2012, Bertsimas and Thiele. 2086)

and Morabitq2012)implement this approach in a furniture setting where there is uncertainty on
objective function parameters (cost parameters) and demand parameters separately. They first show
that the uncertainty on cosirameters have no significant effect on the optimal solution while the
demand uncertainty had more significant effects. They also show that choosing the budget of
uncertainty is a very important factor in analyzing the effect of uncertainty. Therefirg itho

correctly will become a matter of importance. They compare the robust optimization -@agdevorst
deterministic approach and suggested using the robust approach with less conservative situations.
Following Bertsimas and Thi€2606)we consider uncertainty on estimated emission of each of the

supply chain activities.

2.3  Conclusion
While previous studies on operational decisions with GHG emissions are considered as a
transportation or productioplanning decision independently, we provide an integrated model to

incorporate the effects of integrated production and transportation deésiomntioned earlier,
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transportation is very important in measuring the carbon footprint of the supplyhattaimeeds

to be considered along with the production activitiesr study, we consider a demand allocations
and production planning problem with environmental concerns that agipefarin of a constraint

on total periodic carbon emissions preduicy the supply chafurthermore, uncertainty on the
estimated emission of the supply chain activities are included in thie stestyour knowledge, no
study in green supply chain management has considered uncertainty on thsterrasisigrof the
supply chain to date.

In the following sectiofiyst,the problem is defined atigknthe solution methodology proposed to
solve our problens explained.
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Chapter 3
ProblemStatement and

Methodology

In this study, we model a mygériod demash allocation and production planning problem for a
multi-facility network. There are several demand regions and several facilities which are available to
satisfy the demand of each region. There is no restriction on the number of facilities that can supply
a region as well as number of regions that a facility can supply. The objective is to minimize the sum
of costs associated with production, holding, transportation, and selecting a facility in all periods.
Demand is assumed to be deterministic and nfighgge from period to period. Backorder is not
allowed and aflemand should be satisfied in each péliaete is also a limit on the total emission
originated fronproduction, holding inventoryansportatiorof goods and selecting a facilitya

perial.

Facility (j)

e

Figure2. Overview of the problem
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We use the following notation in formulating the problem:

Sets
i Index for demand regionss 1, 2, ...
] Index for facilitiesj =1,2,...,j
t Index for time periods,=1,2,...1
Parameters
Cy Unit production ost of producing one product at facijlity periodt (unit)
h, Cost of holding one raw material in fagilityperiodt ($/unit)
ly Cost of holding one product at facility periodt ($/unit)
" Cost of raw material at facifity periodt ($/unit)
Kk Cost of fue($/litre)
S; Setup cost of usirgcilityj in periodt ($/facility)
C'].t Emission of producing one product at fagilityperiodt (kg CQ/unit)
h}t Emission of holding one raw material at fagihtperiodt (kg CQ/unit)
t}t Emission of holding one product at facjlityperiodt (kg CQ/unit)
rj't Emission of raw maial at facility in periodt (kg CQ/unit)
C'f Emission of per liter of fuel consumpt{&g CQ/unit)
S'J.t Fixed emission of selecting faglityperiodt (kg CQ/facility)

I Fuel consumption for each unit of product (litre/km.unit)

The decision variables are as follows:

X Number of items produced at facifity periodt
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W, Number of raw materials at facili&g the end operiodt

|, Number of finished goods at facijiait the end of period

R, Number of raw material released to fag#ityhe beginning of period

Z, Binary variable that igueal to one ifacilityj at the beginning of periots usedand
zero otherwise

a. Fraction of demand of regioallocatedo facilityj in periodt

The fixed cost odllocating demand #ofacilityin a given periochcludethe cost of setting up the
production line, ordering cost, etc. A fixed emission is also considered for a facility selected for
production. The fixed emission for selecting a facility can be etjumktoission due tthe
maintearce activitieor othersystems that are not used directly in the production process, such as
cooling systems. Hence, we are dealing with two decisions for each facility. First decision would be
whether to choose a facility production in a perioor not, which directly cause$ixed cost and
emission. The second decision ingldé&rmining the fraction of demand from each district that

the facility should satisfy (dematidcatioh Based on the allocated demand in different periods,
each facil it gdicsion Qvanty id determaihdd erderdto farmulate the production
planning and demand distribution (PD1pfmm we use the following model:

[POL:min g . aIJ(Xitqt+Ijt[it Wh Ry (+ & ifl P) /‘?17-115) (1)

Subject to

a a,u( WGt it W Ry (+a. ijﬁn/P|) | k;ﬂé) cc @
W, =W,, R X, forallj1 &)
L=l X A, a {, foralljt @)
X, ¢ (W, R, X,), foralli jt ©®)
a i@ =1, foralli,t (6)
X, ¢Z,M, forall jt @)
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th’\Mt’ ljt ) R( ’&jt 2 0, % |,{ O,}. ) for all i ,j | ®)

In the objective functiorl), the first and the secotetms represent production and finished good

inventory (F® holding costs, respectivelyie termW, h, denotes the cost of holding WIP at

periodt, which may include warehousing costs, opportunity costs of capital, insurance expenses, etc.
This is an important factor sincentreases nonlinearly with the production rate incksse we
only consider the amount of WIP that is carried over to the next period identified as end of period

WIP. The term R, 1, is the raw material release (RMR) cost. RMR egist imclude cost of

t
procurement, shipmeaof raw materidrom supplier to the production facility, and preparation of
stored material to the shop flosic.

Another factor that affects the objective funasaie shipping cost that results from shipgthe

products from each facility to the customers. This factor may play an important role when cost of
transportation increases as a result of either transporting goods to a customettiee#iech fine

facility, e.g. a foreign country, or usinggg@ensive means of transportation. In the first case the cost

of transportation increases because of iectdmsance. In the latter case, an expensive means of
transportation can happen when using fast transportation (air freight) or when thelfiotal pro
requires special care during transportation, e.g. in the case of perishable items. The total fuel

consumption for each facility and in each period is calculated and then multiplied by the fuel cost.

Finally,Z; s, is equal to thfixed cost of selecting facijitywhereZ, is a binary variable and is equal

to one when the facilifys in the production mode at pertod

Total amount of carbon emission produced should not exceed a fixed amount, catledaparb

(CC), and is shown in constrai)t (We consider the emission associated with production, holding of

WIP and FGI, raw material releases, shipping, and fixed emission of a facility. The same sources were
considered iBundarakamit al(2010andLee(2011) where they develop models to measure carbon

footprint across supply chain.

Constraints3) and §) represent WIP and FGI balance equations. We assume thiatduathput
(TH) and WIP are measured the same unit. This means that each unit of WIP will be processed into
one unit of product. The fractiohdemad in region that is assigned to facility period is shown
by a.. , varyingoetween 0 and 1.

it ?
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The fifth constraint define the maximum throughput @&+ function of the WIP carried over from

the previous period and the amoafntaw material released at the beginning of a period represented

by the term f (ij,t-l’ R, Xnax) Note that the decision here is to determine WIP rather than TH.

Once WIP level is decided, the iBldomputed accordingly. In order to ensure thdealand is

fulfilled, constraing] is added. Constrai (vill set the binary variable, , to one if the facility is

in the production mode. Big M is largeugiosuch that it does not limit the production quantity.

Using a number equal to or larger than maximum capacity of the facility would serve this purpose.

In the following, we first explain how we implement the congestion effect in our model. We then
illustrate how we deal with the nonlinearity in the model due to considering congestion using an outer
approximation approach. We then use an exact algorithm to minimize the error of outer
approximation approach. Using this exact algorithm, we also desealopdrtain model for this

problem. Finally, we propose Lagrangian relaxation and a heuristic to build a feasible solution.

3.1.Modeling the congestion effect

The throughput function defined in (5) is a nonlinear function and should be expressedimxplicitly.
order to accomplish this, we incorporate the idea of clearing functions (CF). CF was first proposed
by Graves(1986)where he considers a linear relationship between throughput and WIP. Further
studies onhe real data from industries revealed that there is a nonlinear relationship between
throughput and WIKarmarkar 1989, Srinivasral1988) A significant number of studies have
incaporated the idea of CF in the inventory and production planning litdvassieue(2011)

model an order release planning problem using a new CF to define the clearing function and show
that utilization ioreases nonlinearly as the WIP level incr8asgaafa(1996)andBenjaafar and
Gupta(1999show how batch sizing will affect the clearing fun&edok et al(2008) define four

different CFs and compare them in order to find which one would best represent the capabilities of a
shop. They concluded that CFs based on thetshorprobabilistic behavior of @guction model

can better represent the relationship between WIP and TH of a shop than those CFs based on long
term average shop behavior. A number of authors have also incorporated congestion in production
planning problems with multiple prod{f&&gmundssoat al2006, Asmundssa al2009) They first

develop a mulproduct singkperiod production planning problem and then extend it to a multi
period problem. They show that, if tDEs are estimated accurately, models with CFs reflect the
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production system performance better than those model that do not consider congestion effect.
Another example of such CFs can be foundlley et al.(2014 where they introduce multi

dimensional CF (MDCF) to be used in settings where a single machine is producing multiple products.
In this stugl, we use Equations {@)express the CFs as proposed by Karmarkar (1989).

H=c_ WP _ )
WIP+ K

This approach uses the load to the system at the beginning of thé/TbﬁyioMmch is equal to total

number of items that are ready to be processed at the beginning of the period in the CF.

Wi =W, +R (10
— \/_\/jt
f(Wi)= S a1

Karmarkar (1989) use$l) to show the relationship between beginning WIP and maximum

throughput. Parameté&r is the curvature of the CF and is estimatddfl()l- /70) , WhereL is the

average lead timg, is the critical utilization point, and C is the maxithuoughputAouam and

Brahimi 2013)It is assumed that the CF has no effect before a certain utilization, called critical
utilization. In simple words, before reaching this level of utilization, the facility works in a low
utilizaton mode and the congestion effect does not appear. Critical utilization point and lead time are
assumed to bk, =0.8 and L =1 period, respectively. This implies that for a utilizatiorbkdoel

80%, all the raw aterial released to the facility will be processed without congestion effects. We

replacef (ij,t-l’ R, me) with the right hand side of equatidd) (in our model, which gives a

nonlinear constrainn thefollowing, we explain how to deal with the nonlinear constraint using an
outer linearization approach. This approximation will lead to error in computing WIP and TH level.

We therpropose an algorithm on how to minienitis error.

3.1.1. Linearization of the CF
In orderto linearize the CF constraint, an outer linearization approach is used in the following form
(Asmundssoet al2009, Kaceaet al2012, Vidyarthd al.2009)
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f(Wi)emin{dw, +#: h H 12

Wherea" andb" are the slope and intercept of the line, respectively, and H is the set of lines

AW, "
b" = f(V_VJt) —6{1Wt (14)

A set of points on the CF is chosen for approximating the CF. The closest approximatkithe
is the on¢hat gives the minimum valéme: arg min(h" mir(a“' Wit +k5") . h I-)) ,can be used

to determine th&H (Figure3).

A\

W Wb WIP

Figure3. Piecewise Linearization of CF

Hence, the fourth constraint will be rewrittethéfollowing form.

X, ¢d'W, #,  foralljth (19

Due to the concavity of the CF, the slope parana@tedecreases @jets larger and is set to zero

at maximum TH. Alsdy’ is set to zero in order to represent a zero TH when there is zero WIP.

Formulation [PD1] along with constrait®) (will give thdollowing formulation:

[PD2l:ming . a, (X G +W R+t Ry (+a| ifl it /iPD K1) (19

s.t.
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atiT éjiJ ant*WJﬁ +Ittj; {JR]{ (+a| ifli /Pl) | k;ﬂs) C( a7

W, =W,, R X, forallj1 (18
o=l X &, 8 {, foralljt 19
X, ¢a'W; 4, forall jth 20
émaijt =1, foralli,t 21
X, ¢Z, M, foralljt 22
X W, 1 ,R.a 20, 7Z {0} foralli,jt 23

In orde to have a zero error when using the outer approximatiafinge@ number of linesngent

to the CF is needed. Since, hgunch a large set of lines isassible, oa needs to find a subset of
tangent lineand dynamically update the constraintsake sure that nonlinear constraint is satisfied
with a predetermined accurdaythe following section, weqvide an algorithm to minimigee

error in finding amptimal solution to the problem.

3.1.2. Exact algorithm to minimize the approximation error

Suppose that(X,w) denotes the optimal beginning WIP and TH for a facility using outer
linearization described in previous section as depiEtgdne8. This means that units is planned

to be produced during the period and in order to progugeits,W units are planned to be released

at the beginning of the period. But according to the CFXonlgits will be produced during that
periodand as onean seeinthegraph¢ X. Ther ef or e, we wondt be abl e
we have planned and the solution is infeasible. In fact, if we use the outer approxingatem, the

feasible solution will not be feasible ur{l¥sgv) lies exactly on the clearing function, which happens

only at points where the approximating line is tangent to the CF. Hence, as the number of lines in the

outer linearizatiomcreases, the error decreases

Any line that is tangent tioe CF at any point can be added to the outer linearization. This indicates

that infinite number of lines can be added to the problem since there are infinite number of points on
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the CF. Therefa;, we need an algorithm that determines which points on the CF to be considered in
the model in order to reduce the size of the problem. To this end, we first need to define the error

between the actual TH and the linearization result. This error cathaffaodel in terms of) (

decision variables corresponding to primal solutionX(e@ndWw, ), (i) objective function value

(Kefeli 2011)We choose the error in appmating the beginning WIP that is derived by fixing the
TH and finding thérue keginning Wikheeded

e = f-l(xjt)' Wi
. £(X,) 9

In the following algorithm, we initially start with a set of lines and solve the poodybtimality.

We then calculate the error in approximating each beginnin@WIF €, is greater than a

threshold value ), e.g. 18 a line tangent to CF at po(r}(jt,Vlet) in the optimal solution wibe

added taheset of linegKefeli 2011)We do this by calculating the slope and intercept of the tangent
line and adding these valteethe current set of slope and intercepts. After doing this procedure for
evey j andt, we solve the problem again with the new set of lines. Again we repeat the mentioned
procedure. We repeat the whole procedurethm@@rror for all optimal poson the CF would be

less than the threshold value which measse for everyj andt. To this end, we defige, , which
is equal to one ifg, ¢ e and zero otherwise. This way we would be able to count the number of

converged point in the optimal solution. Thereforealggwithm will stopf the summation of all

these/ , would be equal to the total number of points in the optimal soAggEmingttere aren

potential facilities amperiods

a.. /i =(m(p 29

which indicates alV; are converged. The convergence algorithm can be presented as follows:
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Convergence Algorithm

Start with an initial number of lineb.(
. 1t for allj andt
While {B . ju * v Y,

Solve [PD2] and find error for every:

Q 8 W
A
Q 8
for {everyj andt,
if {Q -,
* Y
else,
Add a new constraint (line) with the following properties:
a" = —uf (XVjt)
HW it
b" = f(Wy) - Wi
Add Q& the current set of linék
/=0
End if }
End for }
End while }

Hence wepresented a production planning and demand distribution problem and explained how we
incorporate the congestion effect in our model. In the following, we first discussdaalvwitn

uncertaintyn our model and then discuss our solution methodology.

3.2.Robust model of PD2

When facing uncertaintyamproblem, there are two general approadhssghastic programming

and {i) robust optimizatianThe stochastic programmingquires stochastinformation of the

uncertain factor in order to generate scenarios whereas the robust optimization needs no distributional
information about it. Furthermorie, the stochastic programmiimgorder to accurately represent
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the uncertainty in the problemgklmumber of scenariosay be needed. On the other hamdhe
robust optimization, the structure of the problem remains the same and is néthéarties

deterministic problemo solvewhich makes this approach more appealing

In thisthesis, we asserthat nanformation regarding tipeobability distribution of the emission of
each activity is available. Hemeedevelopmodelbased on the idea of robust optimization in order
to incorporate uncertainty our modelFollowng Bertsima and Sin{2003) the model remas
computationally tcaable

Before we explain how we adopt this approach, we present a background on robust optimization.
Consider the following problem:

[RG: Min é_j G X (26
s.t.
a,.axceh, i (27

where we are uncertain about the exact vadoie of

For eachw , the nominal value and maximum deviation from the nominal value are represented by

W ,w , respectively. Letbe the ratio ofo to @ . In order to show the deviation of the input from
the nominal value we use ——— which belongs to plp . It is assumed that it is not realistic

that all the parameters would take their worst value. Therefore, the budget of uncertainty was
proposed byBertsimas and Thief2006)which determines the risk aversion level of the decision
maker and is showy 3 (3 for the above problem). Henge,s equal to zero when there is no

uncertainty and is equalitat the worst case. Assumingaall T,

maxg , &y (29
s.t.

b:&,,ule e 1 29
g :0¢ly| @ i" ] (30

here b, and g, are the dual values associated with each constraint in the optimal solution. Thus, we

have a maximitian prodem within minimization problerin order to overcome this problem we
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use the dual of above problem. In fact, since the above formulation is feasible and bounded, based on
the strong duality, it can be replaced it with its dual problem whgh bewided and feasible.

Hence, we will obtain a minimization problem. The above formulation can be replaced by its dual

which gives:
min((ﬁbl a, g) 39
s.t.
b+ g &l (32
b, g*0 33

Therefore, the robust counterpart of problem [RO] can be written as:

Min & ;6% (34
S.t.

alax+( @ &g be @
b+ g || (30
b. g0 37

In this study we follow the same procedure to obtain the counterpart of [PD2]. As mentioned earlier,
we are interested in studythe uncertainty in emission parameter associated with each of the decision

variables. Since the decision variables of our problem are all positive we can ignore the absolute value.

In the following formulation, symbols with a bar @t.gand a hat (e.t_lf-ﬁ) represent the nominal

and maximum deviations values, respectively.

max3 (W, F, ) 39

S.t.

bl:gu ¢ ¢ (39
j

g,:0¢u} @ 't (40

Hence, from the strong duality, we have:
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min%fat' (qﬂ')+ b e (41)
s.t.

aG+ R AW Ejt 42
g, b2 0 43

Doing the same proceduoe all parameters, the robust counterpart of the problem would be

obtained. The notations we use in developing the robust counterpart are summarized below:

Cy Nominal emissionf producing one product at facijity periodt (kg CO2/unit)
ﬁjt Nominal emission of holding one raw material at faailiperiodt (kg CO2/unit)
fjt Nominal emission of holding one product at fagihit periodt (kg CO2/unit)

it Nominal emission of raw material at fagilityperiodt (kg CO2/unit)

% Nominal emission of per liter of fuel consumpti@nCO2/unit)

(2]

i Nominal fixed emission of selecting fadiityperiodt (kg CO2/facility)

Maximum deviation from the nominal emission of producing one product at fac
period t (kg CO2/unit)

ST

Maximum deviatiorrdm the nominal emission of holding one raw material at fa
in period t (kg CO2/unit)

=

=3

Maximum deviation from the nominal emission of holding one product at faci
period t (kg CO2/unit)

Maximum deviation from the nominal emission of raw material at facility j in |
(kg CO2/unit)

Maximum deviation from the nominal emission of per liter of fuel consumpti
CO2/unit)

S e JTe JTk

Maximum @viation from the nominal fixed emission of selecting facility j in peric
CO2/facility)

Budget of uncertainty

w

Ratioof & to ®

The robustounterparis as follows:
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[RPC2]:ming é-m( GEW R HE R G/ IP K a“ZJTs) (49
St
(18)(19,(D),(21)(22).(23)

~

. nLa, -, - -, - & - 0

a ,agixjtcjt"'v\lt M+t R "'&Pln @0 KL 6

jia T - -

IJ( +§ G 4G ibi_k j Gs)“ G +

j

“a:]“?.(qjt # tr q j?'- qul} gcce (49
g+ p X &, forall j,t 46
g+ p AR, forall jt @7
g, + g 2, Ef, foralljt 49
g,+ b 2RE , foralljt 49
g+ P 28 Dl /@, foralljt (50
g+ b 2Z, EJt ,  forall j,t (50

Solving the modébr large instances, we noticed that CPLEX could not find a feasible solution in a
reasonable amount of time. Thus, we developed a Lagrangian relaxation approach to solve large

instances of the problem which we expldinefollowing section

3.3.Lagrangian Relaxation

Considering the difficulty in solviiRPD2], we applied a Lagrangian relaxation approach for large
instances. In Lagrangian relaxation approach, one or a set of coftstnaptitsating constraints)

will be relaxed by taking them into thgeciive function using a penalty term. Complicating
constraints are constraints that relaxing them would result in a problem that is easier to solve. Such
constraints can be those which contain binary variables or those which link differeblesub to

each otherThe reader is referred to Fisli2004)for a comprehensive review of Lagrangian

relaxation theory and its application.
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Lagrangian relaxation has been used extensively in production plabkentgs@ayaraman and

Pirkul 2001, Kim and Kim 200Q@ayaraman and PirK@001)study a locating production and
distribution ceters problem. Relaxing two linking constraints, the problem is decomposed into three
subproblems. They then propose heuristics to solve each of thpsabéerns. Kim and Kim (2000)

study a muHperiod inventory/distribution problem. Similar to Jayarand Pirkul (2001), they

employ Lagrangian relaxation by relaxing some constraints and decompose the problem-into two sub
problem, where the first spboblem is to determine the schedule of vehicles (scheduling problem)
and the second problem is a denwllmtation and production planning problem. In green supply
chain management, Elhedhli and Me(B6k2)use this method to solve a network design problem.
Resulted model is decomposed into twepsablem wiere the second syiooblem was itself
decomposed inta knapsack problems. Each of these knapsacks could easily be solved using a
heuristic for knapsack problem. The Lagrangian relaxation approach has been used successfully in all
these problems in decriegsthe computation time of the solving problems and providing a decent
bound. We apply the same Lagrangian relaxation by relaxing two sets of constraints and, hence,
decompose our multiple facility production planning problem into severdasiliyleroduction

planning problem.

Before we start explaining our solution methoddllogyeader is provided with a brief review of
Lagrangian relaxatibased on Fish€t985)

Considethe following integer pgram:

[Pl Z=mincx (52
subjectto AxX b (complicatingonstraints) 53
Dx2 d (niceconstraints) (54

Let us relax theomplicating constraints usibggrangian multiplierThe resulting suproblem

would be:

[SA  Z,=min o¢ { b- A) (59

subject to DX ¢ (nice constraints) (56
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Whereu? 0. Since, some of the constraint in [P] are relaxed, the solution to [SP] will provide a lower
bound to optimal solution of [P]. However, the quality of the lower bound (LB) depends heavily on
the Lagrangian multipliér We need taolve the problem that finds the best Lagrangian multipliers
by which the SP acquire its maximum vahereforethe best LB is

max {ub + Drxran(cx- uA>)} (57
In order to find the best LB, an iterative procerupeoposed in which the value of the Lagrangian
multipliers are updated at each iterafiesume that

x“ ={x| Dx 2d,k %2,...K (59
In the above formuld, represents the iteration number.

We now present the Master Problem (MP).

[MP]  Z,,= max ub+ min (cX -uAk) 59
Let us define
h:kgl],.'..r,]K (cxk -uA%) (60
Hence,
[MP]  Z,,= max ubt+h 61)
st h<cX -uAX, Kk %£2,..K 62

The Lagrangian relaxation procedure is as follows:

The LB and the UB for the Lagrangian relaxatiomisiedlyset to(LB,UB)=( - = ). In the first
iteration, a initial set of multipliers are put into 8¢ Then, we solve the SP and obtain the variables

which gives th&_ (x*). Then, the LB is updateds = max(LB,Z,)). In the next stefthe following

problem will be solved:

[MP1]  Z,,= max ub+/ 63
st A<cX -uAx (64
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The Lagrangian multipliarwhich is obtained from solving N&put as new Lagrangian multiplier
in the SPn the nekiteration.The new UB will be equal k8 =min(UB, Z,,). In the next iteration,

SP is solvedsing the new Lagrangian multipliers.

In summary, at each iteration, first SP is solved and then, using the gbtdorel from optimal
solution,a new constraint will be added to the Whis procedure igontinued iterativelyntil a
desirable gafuB- LB) is obtained.

In order to able to verify the quality of the LB, an upper bouheé original prolem is required.
To this end, we nedd develop deuristic to build feasible solution which will be aseuh upper
bound.In the following, we first explain how we obtain the lower bound and then propose a heuristic

to build a feasible solution basadhe best lower bound solution.
We use the following notation in explaining the Lagrangian relaxation procedure:

' Lagrangian multiplier associated with constraint (22)

Lagrangian multiplier associated with constraint (27)
z Total emission at iterati&n

c Total cost at iteratidn

3.3.1. Lower bound forRPD2

In this thesis, & employ the Lagrangian relaxation approach proposed by Fisher (1985). We use
Lagrangian multipliers and, to relax constraints (22) and (27). These two constraints are the only
constraints that link different facilities. Therefore, by relaxing them we will be able to decompose the
problem into different facilities. This way, instead of solving dauilitiyy nulti-period demand
allocation problem we will be solving several-$awiiéy production planning and demand allocation

problems.
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Let define%o as the optimal solution to the followsudp problem (SP).
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Hence, the lower bound to [RPD2] would be:

LB.=& f, -4, # -(eC) 67
The quality of the LB provided by the Lagrangian relaxation depends heavily on the Lagrangian

multipliers. In order to imprevhe quality of the Lagrangian multipliers, we solve the master problem
(MP), where the Lagrangian multipliers are the decision variables of the MP and the decision variables

of optimal solution of SP are the used to build constraints in MP aret c* be the total emission

and total cost at iteratién
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Hence, the MP would be

. ! . .
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Which leads us to
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it
We start with an initial set of multipliers and solve the SP. Using the decision variables obtained from

the optimal solution of SP, a new constr%ntt x'z+ Ca}‘ it( éa, i;'f) will be added to MP.

Solving MP, new multiplier will bepided to SP. Using the new multipliers, we solve the SP again
and add another constraint to the MP. SP provides a LB for the [RPD2] and MP gives an UB on the
LB. We continue doing this loop until a desirablg gap feached; however, it is possible the LB
would not improve after a certain point. In order to prevent getting stuck in the same loop, we define
another stopping criterion which stops the procedure if the UB does not improve innthe last
iterationsHere is summary of the Lagrangian procedure:
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Lagrangian Relaxation Procedure

Start with an initial set of multipliers.

YO € N QE QO 1 TR0 Q1 QE €

While {"Y0 € N 7 Q¢ "Q6 i pQO Qi Q¢ ¢
Solve SP and get an lower bouiral
Updateth® 6 | A@ &0 6

add constrairk to the MPZgéﬂt x‘z+*cq . a{u i
it
Solve MP and get and a upper boiiid
Update the multipliers in the SP using solution to the MP
Y6 1 AEY6
if{0®dn1 h
Stopping Criterion = 1
Endif }
if { UB has not improved in the last n iterations,
Stopping Criterion = 1
End if}
End while }

The Lagrangian procedure will provide the LB to [RPD2] which may not be a feasible solution (unless
it is the optimal solution). We need to developastie to find a decent feasible solution using the

decision variables obtained from the LB.

3.3.2. Heuristic to build a feasible solution

We propose a twstep heuristic to build a feasible solution. In the first step, aft® Has been

found, we check farsedfacilities and fix them in the heuristic problem. We do not fix the binary
variables which are netedand let them be free. We then solve the [RPD2] which gives us a feasible
solution. Based on the quality of the LB, the computation time wilsdedte to the decrease in

the number of binary variables. After doing so for a number of instances, we réalred didhe
facilities that ere set to basedn the first step are loaded very low (e.g. 10% or even lower). In the

second step, we dbbse failities that are loaded less than a certain Valdese and solve the
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problem again. Since we are relaxing some of the constraints in the first step, the solution in the second

step be either equal or better than the one obtained fronstlisésfir

Building a Feasible Solution FPocedure

For {everyj andt,
if {if the facility is used in the best LB,

Solve RPD2
Y6 0no QO AaAH YO ©

g° Yé
For {everyj andt,

|f { " ,
relax: p
Solve RPD2

Y6 6NOQYG@aAHYD O
Yo | EQAY

An overview of the whole solutiorethodologys brought here.
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Start with initial . For everyjand t
ltinli d if facility is used then £ =
multipliersz-ands relaxZJ, if
> X o,
\i A Max Cap
o Solve SP Solve RPI2
Y
Solve RP2
4 4
*
1. Update Lower Bound UB = Q
2. Add a new constraint to the new MP A 4
) *
UB = min{UB, Q
Y
Solve MP

Update Upper No
Bound

Figured. The Solution Methodology

In this chapter, we developed the deterministic model and, then, explained how we incorporate
different aspects of the model, such as congestion. heetmlinearity in the model, wepboged

an outer approximation approach. Using an exact algorithm we minimized the error of approximation.
We then developed a robust model to consider uncertainty on emission of different activities. Finally,
we used a Lagrangian relaxation approachvéolaaje instances. In the following chapter, we will
develop numerical examples to analyze the effect uncertainty on operational decisions and the

performance of our proposed methodology.

34



Chapter 4

Numerical Egeriments

In this chapter, we first presamt illustrative example and conduct experiments to show the impact

of uncertainty in estimating the emission associated with each activity of the supply chain on the
optimal solution. We then develop larger instances of the proposed model in ordezetthanal
performance of the proposed solution algorithms. All the experiments have been implemented in
GAMS 22.5 software using CPLEX 12.2 solver and run on a Dell Vostro 3460 station with an Intel
Core i53230M processor at 2.60 GHz and 6 GB of RAM runmdingows 7 operating system.

4.1. Impact of uncertainty on operational decisions

In this section, we present an illustrative example in order to analyze the effects of considering carbon
emissions in production planning and distribution decisions. We €ipstreproblem and solve it
considering certain amount of emissions. We then extend our analysis by defining uncertainty in
estimating each source of emission. Consider the following setting. There are fiverpdtetiosd
facilitieghat we cateusedn order to satisfy the demand distributed in four regions (see Figure 5).

All the facilities are identical in terms of production capacity, cost, and emission parameters. The

planning horizon is 10 periods.

35



Figure5. Overview of the numerical example

The demand and distances between demand regions and production facilities have been generated
based on uniform distribution with a rafgé0,310]and [10,70],respectively. The maximum
production cpacity in each facility is 350; equal tdirh@sthe average demand. Unit production

and holding costs are sebt8kg CQ and0.1kg CQ, respectively. Other cost parameters are set as

t =1, r=1.33¢), ¢, =0.33(), andS=120. We set the emission associated with production, holding

WIP, and holding FGI equal to one, whereasjual t00.1") since procurement has no significant

emissia. The emission of establishing a facility in a period is 30 kg CO2. Finally, the coefficient of
variation in the robust modél) (is 0.2, and the critical utilization level is set to 80 percent of the

maximum capacity of the facility. The latter assumption means that the congestion may be formed in
production facility only if the utilization level of facility is at least 86tperce

Tablel. Input Parameters

cC h ¢t r kK s ¢ h ¢ r Kk s | '
03 01 1 04 01 120 1 1 1 01 01 30 0.1 0.2

To solve the model, we first provide the initial set of lines for piecewise linearization of the clearing
function in Table 2.

Table2. Clearing function approximation

Segment slope intercept
1 5.00 0.00
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2 0.20 224.00
3 014 243.06
4 0.08 269.31
5 0.02 305.70

Figure 6 examines the effect of changing CC on the total cost and average utilization level. Note that

the average utilization level is equal to the average utlkxatiah alusedfacilities in all periods.

16750 0.85
16700 0.84
16650 0.83
16600 082 S

— ®©

B 16550 0.81 &

o 5

5 16500 08 -

o (@]

£ 16450 079 8
16400 0.78 &
16350 0.77
16300 0.76
16250 0.75

18200 18600 19000 19400 19800 20200 20600 21000 21400 21800 22200
Carbon Cap (CC)

Total Cost Average Utilization

Figure6. Effect of CC on Total Cost and Average Utilization

The first observation frofigure Gs that decreasing the CC results imenease in the total cost

and a decrease in the average utilization level. The latter result indicates that when carbon cap
decreases, the firm needsigemore facilities to serve the demand. This behawiwainly due to

the fact that usg one more fality to avoid congestion would help us with reducing emission of
holding WIP that has been produced because of highly loaded fabifitigdaim is also supported

by Table3, where cost percentage of each activity is repast@me can see in the table below, the
percentage of WIP holding cost decreases monotonically as CC decreases. It maticeldbdte

at some of CC valsiee.g. from 20600 to 2020@ average utilization level does not change. Taking

a look at thecost components percentage, one can see that although the average utilization level
remains constant, th&s1 holding cospercentagencreases while fixed cpstrcentagedoes not
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changenoticeably This means theodel chooses toroduce in advance raththan touse more
fadlities The same behavior happens when CC decreases from 19800 to 19000 which can be explained

in the same manner.

Table3. Cost Components under different CCs

Raw
Carbon : . : WIP FGI
Cap Production  Fixed Material Holding Holding

Relase
18200 21.21% 30.90% 28.28% 0.43% 1.28% 17.91%
18600 21.28%  31.00% 28.38% 0.74% 0.75%  17.85%
19000 21.36%  30.39% 28.48%  0.99% 091% 17.88%
19400 21.42%  30.48% 28.56% 1.29% 0.44%  17.82%
19800 21.46%  30.53% 28.61% 1.58% 0.00%  17.82%
20200 21.52% 29.89% 28.69% 1.81% 0.34% 17.76%
20600 21.55% 29.94% 28.74%  2.05% 0.00% 17.72%
21000 21.58% 29.24% 28.93% 2.34% 0.25% 17.67%
21400 21.58% 29.24% 28.93% 2.34% 0.25% 17.67%
21800 21.58% 29.24% 28.93% 2.34% 0.25% 17.67%
22200 21.58%  29.24% 28.93% 2.34% 0.25% 17.67%

Trans

In what follows, we examine the effects of uncertainty in estimating each source of emission by

changing the budget of uncertainty under different CC values.

Uncertainty in Production Emission (7a) Uncertainty in Production Emission (7b)
. 09 3 3
o
= 0.85 O 25
S I
= 0.8 g 2
< 075 £ 15
(o)) ()
g 07 2 1
[ ©
z 0.65 § 05

0.6
0 2 4 6 8 10 0 2 4 6 8 10
Budget of Uncertainty Budget of Uncertainty
22000 21000 20000 22000 21000 20000

Figure?. The effect of Urertainty in Production Emission on
Average Ultilization (7a) and Total Cost (7b)

38



Average Utilization

Average Utilization

Uncertainty in WIP Holding Emission (8a) Uncertainty in WIP Holding Emission (8b)

0.9 % 03
]
0.85 % 0.25
0.8 S 02
|_
0.75 £ 0.15
0.7 °§> 0.1
©
0.65 § 0.05
0.6 0
0 2 4 6 8 10 0 2 4 6 8 10
Budget of Uncertainty Budget of Uncertainty
———22000 ———21000 -~ 20000 22000 21000 20000
Figure8. The effect of Uncertainty in WIP Holding Emission on
Average UtilizatiorF{gure8a) and TotaCost Figure8b)
Uncertainty in Transportation Emission (9a) Uncertainty in Transportation Emission (9b)
0.9 = 0.25
3]
0.85 — © o2
08 o P 0.15
0.75 E=
0.7 % 01
0.05
0.65 5
0.6 0
0 2 4 6 8 10 0 2 4 6 8 10
Budget of Uncertainty Budget of Uncertainty
———22000 =——21000 == 20000 22000 21000 20000

Figure9. The effect of Uncertainty in Transportation Emission on
Average Utilizatior-{gure9a) and Total CosEiguredb)
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Uncertainty in Setup Emission (10a) Uncertainty in Setup Emission (10b)

0.9 % 0.1
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FigurelQ The effect of Uncertainty in Setup Emission on Average
Utilization FigurelQa) and Total CosEigurel()
Uncertainty in Raw Material Emission (11a) Uncertainty in Raw Material Emission (11b)
0.9 % 0.1
5 8
R 0.85 ~ 0.08
E 0.8 F 0.06
- 0.75 <
g 07 %0.04
2 065 g 002
0.6 0
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Budget of Uncertainty Budget of Uncertainty
———22000 = 21000 20000 ———22000 = 21000 20000

Figurell The effect of Uncertainty in Raw Material Procurement
Emission on Average Utilizatidgfigurella) and Total CosEigure
11b)

The main takeaways from Figurdd Are summarized as follows:

A Increasing uncertainty has a similar effect as that of deTheasatgprniaée ®ehind this
observation is as follows. Note that when CC increases the predigtiiounton decisions
would be taken with less sensitivity to the amount of emission, whereas with a tight CC, the

decision maker has more coneertrio exceed the CC, which results in more costly solutions.
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The same rationale can explain the effect of ungedaitite optimal decisions. Specifically,

by increasing the budget of uncertainty we are capturing more uncertainty in the emissions of
activities, and consequently, we have more conservative solutions. This means that we suspect
the emission to be hightan the nominal emission and this situation gets worse as the risk
aversion level of the decision maker (budget of uncertainty) increases. Therefore, the solution
should work under any realization of the emission level based on a specific CC. Although
havung such conservative solutions guarantegesedhaill not exceed the ACgomes at the

cost of robustness; the more robust a solution is, thehmarperationalostwould be

The effect of uncertainty on cost monotonically increasddods Bt decoemsésnd, the
uncertainty is defined on the amount of emission resulted from different activities, and
increasing the budget of uncertainty means that the emission may have higher perturbation
than the nominal emission. On the other hdugljg not surprising that making produetion
distribution decision should be with utmost care in order to meet the limit on a tight CC.
Therefore, having robust solutions, which requires a high level of budget of uncertainty, under
a tight CC may lead tostly solutions. Moreover, the total aosinotonicaigreases in

budget of uncertainty when CC decreases. This can be also observed from the above figures.
Specifically, fra Figures 6b, 7b, 8b, 9b, 10b, arg having more robust solutions is more

costly when the CC decreases either from 22,000 to 20,000 or from 21,000 to 20,000. That
said, one can distinguish aoonotone increase in cost when the CC decreases from 21,000

to 20,000 as appeaiadigures 8b ando9 Observe that the total cost sigatiitly increases

when budget of uncertainty increases for CC equal to 21,000 comparing to a tighter CC,
namely 20,000.

The effect of uncertainty is highly dependent on th&levehgfamifsjoine7-Figurell, it

is straightforward to verify that the uncertainty in the amount of emission of production
activities has higher impact on both average utilization and total cost compared to other
activities, i.e., iihg WIP, transportation, and setup emission. This comes from the

difference in the level of emission resulted from different activities.

Tabled. Emission of different sources of emission (%)

. . WIP Raw FGI
Production Transportation Hold. Setup Material Hold.
56.2 18.3 13.8 5.7 5.6 0.2
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Therefore, this observatican be explaindgsed on the contribon of each kind of activity

toward the total emission. As one can sed&ahle4, prodution, which has the most
significant effect among different activities, has also the biggest share in the total emission. On
the other hand, FGI holding which has the smallest share in the total emission has the least
effect on the total cost. Furthermaies effect of uncertainty in setup emission and raw
material emission, which both have very close emissigral@veery much similar to each

other. This brings us to the conclusion that the effect of uncertainty incitbabesshare

of emission oéachactivity.

4.2. Computational Resllts and Discussion

In this section, we present the results of computational experiments and analyze the performance of
our proposed formulations anaigrangian Relaxation appraasing a wide variety of instances with
different sizes and parameters.

4.2.1. Designing Test Problems
In order to analyze the performance of the solution algorithm, we devetiipei@ntscenariosi)(
base case scenari),dominant setup cosiij([dominant transportation cost, amiverytight CC.

In developing the base case sceriagimodelparameterare assumed to be equal to the parameters
in Tablel. The budget of uncertainty is assumed to be equal to 5 for all parameters to maintain a
certain level ofncertainty. The coefficient of variation in the robust niodielfet to 1%. The gaps
for the lower bound derived from solving the LP model and the LR are equal to:
b dony 2210 WbaBOmE ¢
0 QIMaNWIQWea o 0 Q¢ ¢

6 QIaNGI WoHaRo Mre
6 QAN GO WHa Qo Q¢ &

0 YO 1)

The optimality tolerance for the Lagrangian problem wad6étThe LB improvement procedure

will stop if the UB hasat been improved in the last 50 iteratibmsetting the initial values of
Lagrangian multipliersewse the dual values of the corresponding constraints in LP relaxation of the
problem. If the feasible solution from the heuristic contains facilitesaneloaded less than 50%,
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the algorithm sets those facilities free and solve the problem again. In that case, the feasible solution
that gives the minimum total cost would be the best feasible solution.

In order to have a dominant setup cost, thewdlaetup cost in Scenarie doubled compatdo

its value in Scenatiolhe cost of fuel is tripled to constr@cenariai. We then multiply CC with

0.97 to generate a very tight CC for ScenaMde choose 0.97 to maintain the similar carbon
reduction amount in all problem instances since multiplying CC by a factor less than 0.97 would be
infeasible for some of the instances.

Each problem is denoted b]ylt) wherej ,i, andt arethe number of potential facilitieemand

regionsand periods, respectively. We set the number of facilities to 5, 10, 15, 25, and 50, the number
of demand regions to 0.4, 0.6, and 0.8 times the number of potential fecikeéep enough
additional facilities to avoid congestion), and the number of periods to 5 and 10. Note that for
experimentaumber25-27, the Lagrangian relaxation approach could not find a decent optimal gap

in a reasonable tirfeg the 10 period instaa Therefore, we did not report the information on these

instances in the following tables.

In Tables 8, wepresent the results regardingdt@parisons of LP and LR solutions for theses 27
problem instances. All the numbers reported in the follcatileg tare rounded to the nearest tenth.
Regarding the Carbon Cap, we first rumbéel without a cap and meaghesnominal emission

for each of the instances. Since we did not consider uncertainty in measuring this value, putting CC
equal to this valueill give a relatively tight cap.

43



Table5. Comparison of the bounds and heuristic performanceC8ses&cenario

Cost Component (%) Gap
No JIT Production HWoII'c:i’. :ﬁ’é Procuremen Trans Setup LP LR IrESv CPUTime (sec
1 525 21.3 0.2 0 28.4 17.2 329 9.9 2.7 3.7 15
2 5.2.10 21.2 15 0.7 28.4 17.2 30.8 7.9 2.4 5.0 70
3 5.35 21.5 1.1 0 28.7 14.8 34 12 2.9 6.7 44
4 5.3.10 22.6 1.3 0 30.1 13.6 32.3 7.1 1.3 1.9 135
5 5.4.5 21.6 2.7 0 28.8 17.8 29 7.0 0.7 0.0 80
6 5.4.10 21.6 2.3 0.3 28.9 17.7 29.2 6.8 1.1 0.6 222
7 10.4.5 22.9 0.8 0.2 30.5 12.3 33.2 9.1 1.8 0.1 116
8 10.4.10 22.8 1.4 0.3 30.7 124 33.3 5.9 1.7 2.8 447
9 10.6.5 23.3 1.4 0.2 314 12.6 32.2 9.8 0.9 0.0 367
10 10.6.10 22.4 0.9 0 29.9 15.2 31.6 7.9 1.1 0.9 658
11 10.85 22.6 0.6 0 30.1 14 32.7 7.3 1.3 2.7 302
12 10.8.10 22.5 1 0.3 30 14.7 315 7.1 1.3 0.9 1093
13 15.6.5 23 0.6 0 30.7 124 33.1 8.9 1.9 0.8 524
14 15.6.10 22.9 0.5 0.2 30.5 11.4 34.4 7.5 2.8 2.3 4525
15 15.95 23.1 0.8 0 30.8 12.1 33.2 8.3 1.6 3.4 540
16 15.9.10 22.9 0.7 0.2 30.5 12.4 33.3 9.2 2.3 3.1 2983
17 15.125 23.2 0.6 0.4 30.8 12.4 325 7.5 1.0 1.7 750
18 15.12.10 23.2 0.8 0.2 31 12.2 325 7.4 1.1 1.5 2838
19 2555 23.5 1.3 0.4 31.4 10 33.4 9.0 2.7 3.2 646
20 25.5.10 23.4 1.9 0.2 31.2 10.7 32.6 9.5 34 1.7 2451
21 25.155 23.5 0.2 0 31.4 10.6 34.4 8.8 2.3 0.0 2131
22 25.15.10 22.9 0.6 0.2 30.4 10.3 355 10.1 5.4 4.2 6771
23  25.20.5 23.8 0.9 0 31.7 10.2 334 7.9 1.1 1.8 2355
24  25.2010 23.5 0.8 0 31.4 11.3 33 7.5 3.9 2.0 6846
25 50.10.5 23.6 0.8 0.3 31.3 10.2 33.7 10.6 3.3 3.0 4400
26 50.30.5 23.7 0.6 0 31.6 8.8 35.2 8.9 4.8 7.6 10384
27 50.40.5 24 1.2 0 31.4 8.9 34.7 9.5 3.4 2.2 9039
Min 21.2 0.5 0.0 28.4 8.8 290 5.9 0.3 0.0 15
Max 24.0 2.7 0.7 31.7 17.8 35.2 11.7 4.8 9.8 10384
Average 22.9 1.2 0.1 30.5 12.8 324 8.3 1.9 2.8 2249
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Table6. Comparison of the bounds and heuristic performance: Dominant Setup Cost Scenario

Cost Componér(%) GAP (%)
(;PU
Iz JIT Production mz I-F|c?lli Procurement Trans. Setup LP LR |FE§V 1(;’:;
1 5.2.5 16.7 0.6 0 22.3 14.5 45.9 95 04 8.1 6
2 5.2.10 16.3 0.9 0.4 21.9 13.4 47.2 10.8 3.3 2.2 92
3 5.3.5 17 0.9 0 22.8 11.7 47.5 93 0.8 2.7 52
4 5.3.10 17 0.8 0 22.8 10.4 48 106 1.6 1.5 147
5 5.4.5 16.8 2.1 0 22.3 13.8 45 94 0.2 0.0 61
6 5.4.10 16 1.7 0.2 21.5 13.2 47.2 88 0.8 0.0 284
7 10.4.5 17.3 0.1 0.1 23.4 9.4 48.5 82 0.8 2.1 169
8 10.4.10 17.5 1.2 0.2 23.4 9.5 48.1 7.9 1 1.2 642
9 10.6.5 17.5 1 0.2 23.4 9.4 48.4 93 0.6 0.0 262
10 10.6.10 17.1 0.8 0.1 22.8 11.6 47.4 89 11 0.5 1248
11 10.8.5 17.3 1.1 0.5 22.6 10.6 48 95 0.9 0.9 392
12 10.8.10 17.2 1.4 0.1 23 11.3 47 95 0.9 1.9 1182
13 1565 17 0.9 0.3 22.7 9 50.1 13 42 10.2 368
14 15.6.10 17.6 0.9 0.1 23.5 9 48.9 88 1.9 0.8 1926
15 1595 17.5 1.2 0.4 23.4 9.4 48.1 103 1.3 6.3 645
16 15.9.10 17.5 1 0.2 23.4 9.6 48.3 94 12 3.1 4111
17 15.125 17.5 1 0.2 23.5 9 48.5 9.7 1 2.4 1549
18 15.12.10 169 0.6 0 24.1 10.1 48.3 87 17 0.0 3678
19 2555 17.2 1.4 0 23 7.5 51 13.8 4.1 1.9 801
20 25.5.10 17.7 1.7 0 23.6 8.6 48.3 95 23 37 3486
21 25.155 17.8 0.8 0.2 23.8 7.7 50 11.1 1 2.2 2242
22 25.15.10 16.8 0.1 0 22.4 7.5 53.2 15 4.2 9.9 7183
23 25.20.5 17.9 0.9 0 23.8 7.7 49.6 99 0.9 0.0 5298
24  25.20.10 17.7 1.1 0 23.6 8.5 49.1 10.2 4.1 4.3 6765
25 50.10.5 17.3 0.5 0 23 7 52 14.2 5 14.7 5030
26 50.30.5 17.7 0.3 0 23.6 6.5 51.8 119 37 81 8948
27 50.40.5 16.6 0.8 0.2 23.2 8.7 50.5 9.7 31 2.1 10263
Min 16.0 0.1 0.0 21.5 6.5 48.0 79 0.2 0.0 6
Max 17.9 2.1 0.5 24.1 14.5 52.2 15.0 5.0 147 10263
Average 17.2 1.0 0.1 23.0 9.8 48.7 103 1.9 3.4 2475
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Table7. Comparison of the bounds and iar performance: Dominant Trans. Cost Scenario

Cost Component (%) Gap
No JIT Productiol HWoII'c:i’. I'-:k(jli Procurement Trans. Setup LP LR IrESv %I;lé
(sec)
1 525 15.9 0.3 0 21.1 38.3 24.4 8.6 2 0 26
2 5.2.10 15.7 1.1 0.4 21.1 37.7 24 8.4 3.3 0 73
3 5.3.5 17.1 0.9 0.1 229 35.3 23.8 6.7 0.4 0 28
4 5.3.10 17.9 1.2 0 23.9 32.1 24.8 59 0.2 0 210
5 545 15.8 1.9 0 21.1 38.8 22.3 6.5 1.2 0 61
6 5.4.10 16 1.9 0.2 21.4 38.8 21.7 5.7 0.5 0 455
7 1045 18.4 0.6 0.2 245 29.7 26.6 82 15 0 160
8 10.4.10 18.5 1.2 0.2 24.9 29.8 25.4 5.4 0.7 0 623
9 10.6.5 17.4 1 0 22.8 34.1 24.7 7.6 0.6 0.2 581
10 10.6.10 17.2 0.8 0 229 34.9 24.3 6.1 0.9 1.7 878
11 1085 17.6 0.4 0.2 23.5 32.9 25.5 7.1 1.3 0.4 494
12 108.10 17.4 0.8 0.2 23.2 34 24.3 6.9 1.2 0.3 1513
13 15.6.5 18.8 0.9 0 25 28.6 26.7 8.4 1.4 3.1 478
14 15.6.10 19 0.4 0.4 25.3 26.8 28.1 7.7 29 1.4 1224
15 1595 18.6 0.6 0 24.8 29.3 26.7 84 16 0.7 1070
16 15.9.10 18.3 0.9 0.2 25.2 29.8 25.6 9.3 07 0 623
17 15.125 18.7 0.3 0.6 24.8 29.3 26.2 7.4 0.9 1.2 1358
18 15.12.10 18.7 0.7 0 249 29.3 26.4 6.7 1 0.6 3954
19 2555 20 14 0.1 26.6 235 28.3 96 24 4 622
20 25.5.10 20.1 1.7 0.1 26.9 23.8 27.4 11.0 16 4.5 2749
21 25.155 19.7 0.3 0 26.3 25.3 28.4 9.5 14 2.3 5173
22 25.15.10 19.3 0.2 0 25.7 25.2 29.6 10.0 1.3 4.8 7098
23  25.205 19.8 0.8 0 26.3 25.5 27.7 78 14 14 3586
24 25.20.10 18.9 0.5 0.1 24.9 28.1 27.5 6.2 2.1 15 10294
25 50.10.5 19.1 0.2 0 25.8 26.3 28.6 7.5 2.0 0.9 7412
26 50.30.5 19.3 0.3 0.1 26.1 26.2 27.8 112 19 1.8 7108
27 50.40.5 20.4 0.1 0 27.3 22.8 29.4 83 27 19 8702
Min 15.7 0.1 0.0 3.9 22.8 2.3 5.4 0.2 0.0 26
Max 20.4 1.9 0.6 27.3 38.8 29.6 11.2 33 4.8 10294
Average 18.3 0.8 0.1 23.7 30.2 24.7 7.9 14 1.4 2464
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Table8. Comparison of the bounds and heuristic performance: Tight Carbon Cap Scenario

Cost Component (%) Gap
No JIT Productiol HWoII'c:i’. I'-:k(jli Procurement Trars. Setup LP LR IrESv 'CI':iE”llé
(sec)
1 5.2.5 20.7 0 0 27.6 16.7 34.9 12.7 4.8 0.0 16
2 5.2.10 17.7 0 1.7 29.5 15.8 35.1 88 59 1.6 55
3 5.3.5 21.6 0 0 28.9 15.2 34.2 96 41 1.9 27
4 5310 22.2 0.4 0.5 29.6 13.6 33.7 89 13 2 122
5 5.4.5 21.2 1 0.4 28.3 17.8 31.2 8 2.7 15 52
6 5.4.10 21.3 0.7 0.9 28.4 17.7 31 79 24 0.0 162
7 10.4.5 22.9 0.7 0.3 30.5 12.3 33.2 99 18 0.0 122
8 104.10 225 0.2 1.6 30 12.2 33.3 72 14 0.6 338
9 10.6.5 22 0.2 0.5 29.4 15.3 32.4 8 2.3 0.2 176
10 10.6.10 22.3 0.6 0.2 29.7 15.2 31.9 73 15 0.9 813
11 10.85 22.2 0 0.2 29.7 14 33.8 9 2.6 0.6 240
12 10.8.10 225 0.9 0.4 30 14.7 315 8 14 1.0 1201
13 1565 22.7 0.1 0.7 30.3 11.7 34.5 96 34 2.7 289
14 15.6.10 23.1 0.1 0.8 30.8 10.9 34.2 6.7 31 2.8 997
15 1595 23 0.3 0 30.7 12.1 33.7 91 2 3.1 646
16 15.9.10 225 0.6 0.4 30 14.9 31.6 9.8 1.3 0.9 2422
17 15.125 23.2 1 0 30.8 12.3 32.6 7.7 1 0.0 2100
18 15.12.10 23.2 0.5 0.3 31 12.2 32.7 7 1.3 13 2482
19 2555 23.3 0.6 0.9 31 10 34.2 113 41 9.6 495
20 25.5.10 23.4 12 0.2 21.2 10.8 33.1 9 24 4.3 7344
21 25.155 23.6 0.2 0.1 31.5 10.4 34.1 84 16 1.1 1778
22 25.15.10 23.4 0.5 0 30.7 121 33.3 10.1 15 0.4 4306
23 25.20.5 23.7 0.6 0 31.7 10.2 33.6 72 13 1.8 2677
24 25.20.10 23.8 0.9 0 27.2 11.9 36.2 111 31 25 5461
25 50.10.5 23.7 0.7 0.2 31.8 9.2 34.2 88 18 6.4 3855
26 50.30.5 23.4 0.3 0 31.9 10.2 34.2 9.2 23 6.1 8098
27 50.40.5 24 0 0.1 32.1 8.9 34.9 8 49 1.3 8851
Min 17.7 0.0 0.0 21.2 8.9 31.0 7.2 1.0 0.0 16
Max 24.0 1.2 1.7 321 17.8 36.2 12.7 5.9 9.6 8851
Average 22.4 0.4 0.3 29.6 13.3 33.3 9.2 2.7 1.9 2042
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Based on the results from solvidiferent instances in Tables3,5we make the following

observations:

A The results indicate that the heuristic algorithm finds good feasible solution in a reasonable
amount of time for all instances. Specifically, it can solve any instance in less than 10384
seconds (2308 seconds on avemgall 108 instances). The largest problem contains 40
demand regions, 50 facilities, and 5 periods, which was solved in 9039 seconds with a 3.4%
gap. When solving the problem for larger instances, we observed larger gap for the Lagrangian
relaxation mébd and the heuristic. For example, for a problem with 40 demand regions, 50
facilities, and 10 periods, the LR gap is equal to 22% which is obtained in 14292 seconds. We
would like to note that a 22% gap on the feasible solution does not necessaaity mean
inappropriate feasible solution, since such a large gap may be because of a worse lower bound
obtained from the LR method. This implies that the real gap between the feasible and the
optimal solution is less than 22%.

A The gap between the lower bourtitamed from the LR method, and the feasible solution
obtained from the heuristic algorithm, varies between 0.2% and 5.1% with an average of 2.1%
for all instances. In terms of the effectiveness of our proposed approach, the gap between the
lower bound olatined from LP and the feasible solution obtained from our proposed heuristic
can be up to 14.2% with an average of 10%. This confirms the efficiency of the Lagrangian
relaxation method applied in our solution methodology.

A The time needed to obtain the fiel@ssolution through heuristic is negligible; i.e., almost
zero for any s&zof instancet took nearly 1 to 2 seconds to solvehdristic to build the
feasible solution most of the problem instances. The maximum computation time to obtain
the feaible solution for a big problem is 6.2 seconds while the total CPU time is 10384
seconds (less than 0.06%). Such a low computation time along with the really small gap shows
that proposed heuristic has been successful in finding a good feasible soletsomable
amount of time.

A The improvement achieviadhe value of the objective functios r eport ed i n th
column of the tables. It is obtained by dividing the difference between the first and second
feasible solutions over the secondisigei Note that the second solution usually dominates
the first feasible solution since we may have relaxed some of the constraints in the second

run.Asone can verify from the results, the secandsolution tends to be a better than the

48



first-run soltion in 88.9% of the instances with an average of 2.5% and the maximum of

14.7% improvement in the objective value.

In the tables above, we noticed that when the number of facilities are relatively large and the number
of periods is 10, the gap increaggsificantly. For example, in experiment 27, when the number of
periods was increased to 10, the LR gap and the heuristic bound are 19.6% and 22%. We would also
beinterested in exploring the performance of solution methodology on some problem iristances o
larger size. We develop these problem instances of interest by increasing the number of facilities in
experiments 26 and 27 @ &nd 70 facilities. In Table&® we provide the results of same analysis

on this new set of problem instances.

We also due the original problem without applying our salutethodology using CPLEX which

helps us to verify how efficient our proposed approach is compared to that if CPLEX solves the
problem. The gap between the lower and upper bounds obtained from CRLEXMOISCRLEX 0

gap . Il n order to have a fair c¢compa 406 seconds we al
(4 hours) and then compare the gap obtained from our methodology with the one obtained from

CPLEX.

Table9. Comparisonf the bounds and heuristic performance:-Base Scenario for large instances

Gap (%)

E JIT LP LR CPLEX Inf[?v %I;Lé

(sec)
1 25155 8.8 23 0.7 15 2131
2 25.15.10 10.1 5.4 NA 4.2 6771
3 25.205 7.9 11 0.3 1.8 2355
4 25.20.10 75 3.9 NA 2.0 6846
5 50.10.5 10.6 3.3 1.5 3.0 4400
6 50.30.5 8.9 4.8 1.9 7.6 10384
7 50.40.5 9.5 34 NA 22 9039
8 60.30.5 11.9 7 NA 5.6 9143
9 60.40.5 9.8 5.8 NA 5.4 10278
10 70.30.5 13.3 8.5 NA 5.2 13541
11 70.40.5 14.7 111 NA 5.7 12648
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Min 7.5 11 0.3 15 2131

Max 147 111 NA 7.6 13541

Average 10.3 51 NA 4.0 7958

Table1l0 Comparison of the bounds and heuristic performance: Dominant Setup Cost Scenario for large instances

Gap
No J.I.T LP LR  CPLEX IrEp?v Tin?tl:tjsec)
1 15.25.5 111 1 0.9 2.2 2242
2 15.25.10 15 4.2 1.7 9.9 7183
3 20.25.5 99 0.9 0.4 1.3 5298
4 20.25.10 10.2 41 NA 4.3 6765
5 10.50.5 142 5 0.8 14.7 5030
6 30.50.5 119 3.7 NA 8.1 8948
7 40.50.5 9.7 31 NA 2.1 1263
8 30.60.5 144 59 NA 10.4 11344
9 40.60.5 153 56 NA 3.7 10738
10 30.70.5 122 7.4 NA 29 12872
11 40.70.5 159 119 NA 4.1 13064
Min 97 09 04 13 2242
Max 159 119 NA 14.7 13064
Average 12.7 4.8 NA 5.8 8522

Tablell Comparison of the bounds and heuristic performance: Dominant Trans. Cost Scenario for large instances

Gap
FS CPU
No J.IT LP LR  CPLEX Impv  Time (sec)
1 15255 9.5 14 0.6 2.3 5173
2 15.25.10 100 1.3 0.3 4.8 7098
3 20255 7.8 14 0.3 14 3586
4  20.25.10 6.2 21 0.7 15 10294
5 10.50.5 75 20 0.7 0.9 7412
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6  30.50.5 136 1.9 NA 1.8 7108

7 40.50.5 8.1 2.7 NA 1.9 8702

8 30.60.5 158 6.9 NA 4.8 9433
9 40.60.5 17.2 102 NA 2.9 12169
10 30.70.5 106 57 NA 2.1 16054
11 40.70.5 13.2 156 NA 5.0 16581
Min 6.2 1.3 0.3 0.9 3586
Max 17.2 156 0.7 5.0 16581
Average 109 47 0.5 2.7 9419

Tablel2 Comparison of the bounds and heuristic performance: Tight Cagb8eeDario for large instances

Gap

No J.I.T LP LR CPLEX Ir:;?v Tirﬁ:?sec)
1 15.25.5 8.4 1.6 0.3 1.1 1778
2 15.25.10 101 15 NA 0.4 4306
3 20.25.5 7.2 13 0.2 1.8 2677
4 20.25.10 111 3.1 NA 25 5461
5 10.50.5 8.8 1.8 0.9 6.4 3855
6 30.50.5 9.2 2.3 NA 6.1 8098
7 40.50.5 8 4.9 NA 1.3 8851
8 30.60.5 129 438 NA 2.9 8694
9 40.60.5 139 53 NA 4.8 9281
10 30.70.5 146 6.3 NA 3.2 14052
11 40.70.5 159 103 NA 1.9 12932
Min 72 13 02 0.4 1778
Max 159 103 NA 6.4 14052
Average 109 3.9 NA 29 7271

Based on the results from solving larger @molihstances in tabled? we make the following

observations:

A The results provided in the tal®ek2 indicate that the heuristic succeeds in fingaod
feasible solution in a reasonable amount of time for all instances. Specifically, it can solve any
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instances provided in less than 16581 seddrdaverage LR gap and CPU time for all large
instances was equal 4.6% and 8293 seconds, respHEu#ivalgest gap is equal to 15.6 for
experiment with 40 demand region, 70 facilities, and 5 periods in Scevdren the

number of facilities was increased to 80, it was noticed that the LR gap increased significantly
and was equal to 18.3%. We alsothe model for larger instances and the gaps were
deteriorating as we increased the size of the problem.

A Simila to the experiments in table$,%he second solution dominates the first feasible
solution for large instances as well. In particulaneasan verify from the results, the
seconerun solution tends to be a better one than thetinssolution in all of the instances
with an average of 3.9% and the maximum of 14.7% improvement in the objective value.
This observation confirms the effeetiess of our proposed heuristic.

A Finally, we used CPLEX to solve the original problem without applying our solution
methodology. Note that in some cases CPLEX could not find a feasible solution, which are
i ndi c aNAedtiot Avgilabde)n the tableabove. In most cases where CPLEX could

not find even a feasible solution, our solution methodology could successfully find reasonable
gaps.

In summary, our solution methodology performs very well as it is able to obtain good solutions for
all the instanseof our numerical experiments. In order to explore the parfoenof our
methodology, weompare the gap obtained from our approach to those obtained from the LP and
CPLEX. The results suggest that our heuristic finds significantly better gaps thas beesefound

by the LP in a reasonable amount of time. We also show that our heuristic gives acceptable gaps for
the large size instances of problem while the CPLEX could not obtain a feasible solution. The

following chapter includes a summary of aatysand provide some avenues for future work.
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Chapter 5

Conclusion anButure

ResearchAvenues

The objective of this thesidasstudya multiperiod production distribatn planning problem for a

multiple facility network with GHG consideration. We etted the GHG emissions generated by
production, holding inventory, transportation, and establishing a facility by adding a constraint that
puts an upper limit on the total emission produced. We also considered the impact of congestion on
resource efficiey using nadlinear CFs. To overcome the nonlinearity issue of CFs, we used a
piecewise linearization approach, which, may generate some approximation errors. We then developed
an algorithm to minimize the possible approximation error. To deal withetti@irntycthat exists in
estimating the real emission of supply chain activities, a robust optimization approach has been utilized
that finds the best solution wgn all possible scenarios. Wéweloped a Lagrangian relaxation
approach to solve the largeegiroblem instances. To illustrate the impact of including environmental
concerns and uncertainty associated with the supply chain activities into our model, we conducted a
numerical study. We further provided some examples to examine the performarmemised

solution methodology.

The results indicathat decreasing the CC would result in making decisioosritaanproducing

less emission. Particularly, in our experiments, theabptlutions suggest to usere facilities

when the CC is demased. Hence, there will be less congested facilities, and consequently, less WIP
levels in the facilities. We then assessed the impact of uncertainty on the operational decisions by
changing the budget of uncertainty. The main insights from these exparerimmarized below:
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) Increasing uncertainty has a similar effect as decreasing the CC does.
(i) The effect of uncertainty on cost monotonically increases as CC decreases.

(i)  The effect of uncertainty is highly dependent on the level of emission.

Comparinghe effect of changing CC and the budget of uncertainty on the operational decisions, we
concluded that increasing the uncertainty in estimating the emission associated with each activity of
the supply chain has a similar effect on the operational dedilsicgover, our findings suggest that

the effect of uncertainty increases when CC decMateathat his observation is completely in line

with the first observation. In the final observation, we noticed that the effect of uncertainty increases
as theemission level of an &sion source increases. Wé¢iced that the effect of uncertainty

diminishes when the emission level of that source is relatively small compared to other sources.

Wecompared the performance of our proposed solution methodolegys of optimality gap and
computation time with the one obtained from LP model and running CPLEX without using our
solution algorithmWe found that our solution methodology performs very well as it is able to obtain
good solutions for all the instanegsorted in the numerical experiment. Comparing the gap obtained
from our approach to those obtained from the LP and CPLEX, we showed that the optimality gaps
of our solutions are better than the gaps of those created by the L&amabie amount ofrte.
Weshowed that our heuristic yields good fyaghe big size instances while the CPLEX could not

even obtain a feasible solution.

This research can be extended in a number of directions. One direction for the futtane berk
related to the carbargulations. @sideing other types of environmental regulations, such as cap
andtrade and carbon tax, and examgihow these regulations will affect the optimal soligion

subject to further investigatiddonsidering cagndtradesystem, the uncanhty in price of carbon

54



allowances, which has been studieeiEtlbnomics literature, daman interesting extension of this

study.

Future studies migbonsidedifferent features in the model suchlewag backorder uncertainty

in demandConsderingdifferentsetting in which different means of transportagj@egndnot green

or different raw materials with different impacts on the environment and different prices can be
selected. In our model, we consider only one transportation nsderthwhile to explore the role

of transportation in cost structure and emissions abatement. For example, considering different type
of transportation modes with different capacities and even different emission parameters could be
another extension difis work. A wide variety of choices for the transportation means can complicate
the problem even fumér. The decision maker nfeywe multiple choices for raw material. The raw
materials could differ in terms of price and their environmental impatis, gieener the raw

material, the more expensive it will get.

Studying different heuristic methods to solve the problem would also be an extension of this thesis.
The performance of other solutioethodlogysuch as, Subgradient optimization algorithichw

is another approact find the best LB, deserves further investigation.

In closing, we provided some insights on considering congestion and uncertainty in emission of supply
chain activities in a production planning and demand distribnati@npsubject to environmental
regulations. We examined the impact of considering congeséariaomanentatonstraints, which

has not beesimultaneouslgtudied in thditerature before, on thelstion of this problem. We
proposed a solution methodologgdihon Lagrangian relaxation approach that provided feasible

solution in a reasonable amount of time.
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Appendix

GAMS Code

OPTION MIP = Cplex;
OPTION LP = Cplex;
OPTION optcr=0;
OPTION ResLim = 120;
option limrow=1,;

Set iter/1*3000/;

sets

i regions / 1*1 /
] Facilities /1*J/
t periods /1*T/

p Possible points /1*20000/;

set
DP(p) Dynamic subset

FP(p) Future points ;

Parameters
a(p) slope of lines

b(p) intersection ;
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Set y/1*2000/;
Set Dh(y);

Set Fh(y);

PARAMETER Sigma(i,j,t);

PARAMETER Nu(j,t);

**********S U B P RO B L E M kkkkkkkkkkkkkkkkkk

kkkkkkkkkkkkkkkkkkkhkkkkkkkkkhkkhkkhkkkkkkkk

a(p) = /Set of Initial Slopes/

b(p)= /Set of initial Intercepts/

set DP(p) /1*19/;

Table d(i,j)  Distance
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Table lambda(t,i) Demand at period t in region i
*** Scalars declaration ***

scalar ¢ cost of production // ;

scalar h  holding cost of WIP // ;

scalar tau holding cost of FGI //;

scalarr raw material cost //;

scalar cf cost of fuel //;

scalar co cost of Selecting //;

scalar cp emission of production "c prime" // ;
scalar hp holding emissiorVoiP //;

scalar taup holding emission of FGI //;

scalar rp raw material emission //;

scalar cfp Emission of fuel //;

scalar cop Emission of Selecting //;

scalar fcr fuel consumption rate per product/;
scalar GammaC BO G/

scalar GammaH BO/C,
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scalar GammaTAU BO G/
scalar GammaR BOLC/
scalar GammaCF BO C;/

scalar GamaFixed BO C/f

scalar SmallGamma BQ /

scalar CC Carbon Cap /

Paameter EpsilonMP/
Table vMPNeg(i,t)

/initial multipliers/;

TablevMPPIu(i,t)

/initial multipliers/;

Parameter Dist(i);
scalaMaxiPro Max Production raté /

scalar DistancePa /

Variables

zobj @jectivefunction



W(t) WIP at the end of period t

BegWIP(t) BeginningVIP in period t

F(t) FGI athe end of period t
M(t) Raw material release
X(t) TH during period t

alpha(i,t) fraction of demand of i allocated to facility j at period t

BinServ(t) lusedor not

thetaC(t)  Dual for RO
BetaC Dual for RO
thetaH(t)  Dual for RO
BetaH Dual for RO
thetaTAU(t) Dual for RO
BetaTAU Dual for RO
thetaR(t)  Dual for RO
BetaR Dual for RO
thetaCF(t) Dual for RO
BetaCF Dual for RO
thetaFixed(t) Dual for RO

BetaFixed Du&br RO;

Binary variable BinServ(t) ;
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positive variables BegWIP(t),n(i,t), W(t),F(t),M(t),X(t),alpha
(i,t), TotalEmission(t),thetaC(t),BetaC,thetaH(t),BetaH,thetaTAU(t),BetaTAU,thetaR(t),BetaR,thetaC
F(t),BetaCF,thetaFixed(t),BetaFixed;

alpha.up(i,t)=1;

x.up(t) = 350 ;
Equations
cost cost

BWIP(t) Balance Equation for WIP
BFGI(t) Balance Equation for FGI
CPC(p,t) Clearing Function

BinCons(t) For Binary Variable

BegWIPCons(t) Begining WIP

CRO(t)  Dual Constraint
HRO(t) DualConstraint
TAURO(t) Dual Constraint
RRO(t)  Dual Constraint
CFRO(t) Dual Constraint

FixedRO(t) Dual Constraint
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cost .. zobj =e= sum[(t), ( c*(x(t)) + W(t)*h + F(t)*tau + M(t)*r +
sum(i,[fcr*alpha(i,t)*lambda(tfipistancePar*Dist(i)*cf)+ co*BinServ(t) )]+
EpsilonMP*( sum[ (t), [ cp*x(t) + W(t)*hp + F(t)*taup + M(t)*rp +

sum(i, [ fcr*alpha(i,t)*lambdaltipistancePar *Dist(i)*cfp)+ cop*BinServ(t) ] ] +
sum[(t),thetaC(t)+thetaH(t)+thetaTau(hetaR (t)+thetaCF(t)+thetaFixed(t)]+

[BetaC*GammaC+BetaH*GammaH+ BetaTAU*GammaTAU+BetaR*GammaR+
BetaCF*GammaCF+BetaFixed*GammaFixed ])

+ sum((i,t), YMPNeg(i,0)*((alpha(i, 5¥m((i, ), vMPPIu(i,t)*(alpha(i,t)))

BWIP(t) . WEW(EL) - M(t) + x(t) =e=0 ;

BFGI(t) .. FAF(t-1) - x(t) + sum(i,alpha(i,t)*lambda(t,i)) =e= 0 ;
BegWIPCons(t) .. BegWIP(t) =e= \NJ@EM(t);

CPC(DP,t) .. X@(DP)*(BegWIP(t)) =I= b(DP);

BinCons(t) .. X(t) =IMaxiPro*BinServ(t) ;
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CRO(t)
HRO(t)
TAURO(t)
RRO(t)

CFRO(t)

.. BetaC+ thetaC(t) =g= cp*x(t)*SmallGamma;

.. BetaH+ thetaH(t) =g= W(t)*hp*SmallGamma,;

.. BetaTAU+  thetaTAU(t) =g= F(t)*taup*SmallGgmm

.. BetaR+ thetaR(t) =g= M(t)*rp*SmallGamma;

.. BetaCF+ thetaCF(t) =g=sum(i, [ fcrralpha(i,t)*lambdzgtgncePar

*Dist(i)*cfp)*SmallGamma,;

FixedRO(t)

Model

.. Béixed+ thetaFixed(t) =g= cop*BinServ(t)*SmallGamma,;

DemandAllocation /cost,

BWIP,BFG1,BegWIPcons,CPCBLonsCRO,HRo, TAURO,RRO,CFRO,FixedRO/;

DemandAllocation.OptFile=1;

****Ejle opt Cpelx option file /cplex.opt/;

**put opt;

**put 'rhsrng Carboncap(t)/;

**putclose opt;

kkkkkkkkkkkkkkkkkkkhkkkkkkkkk E N D O F S U B P R O B L E M kkkkkkkkkkkkhkkkkkkkkkkkkkkik

kkkkkkkkkhkkhkhkhkhkkhkkkkkkkkkx Beg | nn | n g O F M aste r P R O B L E M k*kkkkkkkkkkkkhkhkhkhkhkkkkkkx

70



Parameter WMP(y,t,j) WIP at the end of period t;

ParameteBegWIPMP(y,t,j))  Begining WIP in period t

Parameter FMP(y,t,j) FGI at the end of period t
Parameter MMP(y,t,)) Raw material release
Parameter XMP(y,t,j) TH during period t

Parameter alphaMP(y,i,j,t)  fraction of ddro&nallocated to facility j at period t

Parameter BinServMP(y,j,t)  If Servicing or not

Parameter thetaCMP(y,j,t)  Dual for RO;
Parameter BetaCMP(y,]j) Dual for RO ;
Parameter thetaHMP(y,j,t)  Dual for RO ;
Parameter BetaHMP(y,j)) Dual for RO ;
Parameter thetaTAUMP(y,j,t) Dual for RO
Parameter BetaTAUMP(y,j) Dual for RO
Parameter thetaRMP(y,j,t)  Dual for RO ;
Parameter BetaRMP(y,)) Dual for RO
Parameter thetaCFMP(y,j,t) OoaRO ;
Parameter BetaCFMP(y,)) Dual for RO ;
Parameter thetaFixedMP(y,j,t) Dual for RO

Parameter BetaFixedMP(y,j)) Dual for RO

parameter thetaFactor(y);
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Set Dh(y) /1*1/;

Variables
ObjMP
Epsilon
Vneg(jt)
Vplu(i,t)

thetaa;

thetaa.up = 10000000;

positive variables

Epsilon,vplu(i,t),vneg(i,t);

Vneg.up(i,t)= 10000000;

Vplu.up(i,t)= 10000000;

equation
CostMP

Constraint(y);

CostMP .. ObjMP =e=CC*Epsilon- sum((i,t), vneg(i,t)) +sum((i,t), vptli+ thetaa;

72



Constraint(Dh).. thetaa*thetaFactor(Dh) =I= thetaFactor(Dh)*( sum[(t,)), ( c*(XMP(Dh,t,j))
+ WMP(Dh,t,j)*h + FMP(Dh,t,j)*tau + MMP(Dh,t,j)*r + sum(i,[fcr*alphaMP(Dh,i,j,t)*lambda(t,i)
] *DistancePar*D(i,j)*cf)+co*BinServMRj,t) )]

+Epsilon*( sum[ (t,j), [ cp*xMP(Dh,t,j) + WMP(Dh,t,j)*hp + FMP(Dh,t,j)*taup + MMP(Dh,t,j)*rp
+sum(i, [fcrralphaMP(Dh,i,j,t)*lambda{t‘pistancePar *D(i,j)*cfp)+ cop*BinServMP(Dh,j,t) ] ]+
sum|(j,t),thetaCMP(Dh,j,t)+thet&?(Dh,j,t)+thetaTauMP(Dh,j,t)+thetaRMP(Dh,j,t)+thetaCFMP(
Dh,j,t)+thetaFixedMP(Dh,j,t)]+ sum[j,BetaCMP(Dh,j)*GammaC+BetaHMP(Dh,j)*GammaH+
BetaTAUMP(Dh,j)*GammaTAU+BetaRMP(Dh,j)*GammaR+ BetaCFMP(Dh,j)*GammaCF+
BetaFixedMP(Dh,j)*GammaFixed ])

+ sum((i,t),meg(i,t)*(sum(j,alphaMP(Dh,i,j,te0m((i,t),vplu(i,t)*(sum(j,alphaMP(Dh,i,j,1)))) );

Model MP /CostMP,Constraint/;

k*kkkkkkkkkkkkhkk E n d of M P**************************

*eekkk Parameter For COnvergence of LB **xxkkiex

Set Iteration /1*200/;

scalar @Gnverged;

Converged = 0;

parameter Convrg;

Convrg(t,)) = 0;
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Parameter XLevel;
Parameter BegWIPLevel;
Parameter RealBegWIP;
Parameter IterObjValue;
Parameter error;
Parameter best;
Parameter NoOpenFacilty;

Parameter UtilLevel;

Parameter PeriodicAveUtil;

Parameter TOtalWorkIinProcess;
Parameter Transportation;
Parameter TOtalEmissionBudget;
Parameter Rawtotal,

Parameter Prototal;

Parameter Fixtotal;

xrrpkkrroosParameter for CONVErgence of LB kkrxtiik
Scalar ConvergedLB,;

ConvergedLB = 0;

Scalar LB/10/;

Parameter TempLB(iter);
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Parameter iterationLB(iter);

Parameter TempUB(iter);
Scalar UB/inf/;

Parameter IterationUB(iter);
Parameter IterEpsilonMP(iter);
Parameter iterVMPPIu(iter,i,t);
Parameter iterVMPNeg(iter,i,t);
Parameter thetapar;
Parametethetalter;

Parameter KSUB;

Parameter Epsilonlter(iter);

Parameter CX;

Parameter TempW(t,j) ;
Parameter TempBegWIPMP(t,)) ;
Parameter TempFMP(t,)) ;
Parameter TempMMP(t,)) ;
Parameter TempXMP(t,))
Parameter TempalphaMP(i,j,t);

Parameter TempnMP(i,j,t) ;



Parameter

Parameter

Parameter

Parameter

Parameter

Parameter

Parameter

Parameter

Parameter

Parameter

Parameter

Parameter

Parameter

Parameter

TempBinServMP(j,t) ;

TempthetaCMP(j,t)
TempBetaCMP())
TempthetaHMP(j,t);
TempBetaHMP())
TempthetaTAUMP(j,t)
TempBetaTAUMP())
TempthetaRMP(j,t)
TempBetaRMP(j)
TempthetaCFMP(j,t)
TempBetaCFMP(j)
TempthetaFixedMP(j,t)

TempBetaFixedMP(j)

GAP(iter);

Parameter Zobject());

Paramtr CheckLoop(iter);

CheckLoop(iter)=0;

Parameter Nolmprovement(iter);

Parameter FinalGap;

Parameter CPUTime;
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CPUTime=0;

Parameter CPUTIimeMP;
CPUTimeMP=0;

Parameter TotalCPUtime;
Parameter TotalCPUtimeforFUB;
Parameter TotalCPUtimeforSUB,;

Parameter CPUTér,));

Loop (iter$(not convergedLB),

**************Solve SP *kkkkkkkkkkkkhkhkhkhkik

loop ( iteration$(not converged),

Loop(j,

Dist(i)=D(,j);

solve DemandAllocation using mip minimizing zobj;

abort$(DemandAllocation.modelstat=4) "SP Problem is infeasible";

abort$(DemandAllocation.modelstat=10) "SP Problem is integer infeasible";

abort$(emandAllocation.modelstat=3) "SP Problem is unbounded";
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CPUTime=CPUTime+ DemandAllocation.resusd ;

CPUT(iter,j)=DemandAllocation.resusd;

XLevel(iteration,t,j) = X.I(t);

BegWIPLevelgration,t,j) = BegWIP.I(t);

RealBegWIP(iteration,t,j) = (70*XLevel(iteration,t,j)/gd=€vel(iteration,t,)));
IterObjValue(iteration) = zobj.l;

error(iteration,t,j) = (RealBegWIP(iteration,t;j) BegWIPLevel(iteration,t,j))/
(RealBegWIP(iteration,t,j)) ;

loop(t,

if( (error(iteration,t,j) >= 108) ,

FP(p) = DP(p1)}DP(p);

a(FP) = (MaxiPra®@0) / [(70 + RealBegWIP(iteration,t,)* (70 +
RealBegWIP(iteration,t,)))];

b(FP) = XLevel(iteration,t;jp(FP) * RealBegWIP(iteration,t,j);
DP(p) = DP(p)+FP(p);
Convrg(t,)) = 0;
else
Convrg(t,))=1;

);
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TempW(t,j)=W.I(t) ;
TempBegWIPMP(t,j)= BegWIP.I(t) ;
TempFMRt,j)=F.I(t) ;
TempMMP(t,))=M.I(t) ;
TempXMP(t,j)= X.I(t) ;
TempalphaMP(i,j,t)=alpha.l(i,t);

TempBinServMP(j,t) = BinServ.I(t);

TempthetaCMP(j,t) = thetaC.I(t) ;
TempBetaCMP(j) = BetaC.l;
TempthetaHMP(j,t) = thetaH.I(t)
TempBetaHMP(j)) = BetaH.l ;
TempthetaTAUMP(j,t) = thetaTAU.I(t) ;
TempBetaTAUMP(j)) = BetaTAU.I
TempthetaRMP(j,t) = thetaR.I(t)
TempBetaRMP()) = BetaR.| ;
TempthetaCFMP(j,t)  =thetaCF.I(t) ;
TempBetaCFMP()) = BetaCF.|

TempthetaFixedMP(j,t) = thetaFixed.(t)
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TempBetaFixedMP(j) = Beiteddl. |

Zobject(j) =zobj.I;

);

***End Of J****

converged$(sum[(t,j),Convrg(t,j)]>=10)=1;

)i
****End of Small Loop & SP solved***

converged=0;

*eexxAssiging Xh for the master problem
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o CX(iter) = sum|(t,)), ( c*(x.I(t,)) + W.It))*h + F.{tj)*au + M.IL))*r +
sum(i,[fcr*alpha.l(i,j,t)*lambda]tDistancePar*D(i,j)*cf)+ co*BinServ.I(j,t) )];

Fh(y)=Dh(y1)-Dh(y);
WMP(Fh,t,j)=TempW(t,)
BegWIPMP(Fh,t,j)= TempBegWIPMP(t,)) ;
FMP(Fh,t,j))= TempFMP(t,)) ;
MMP(Fh,t,j)=TempMMP(t,j) ;

XMP(Fh,t,j)= TempXMP(t,)) ;
alphaMP(Fh,i,j,t)=TempalphaMP(i,j,t);

BinServMP(Fh,j,t) = TempBinServMP(j,t);

thetaCMP(Fh,j,t) = TempthetaCMP(j,t)
BetaCMP(Fh,)) = TempBetaCMP(j)
thetaHMP(Fh,j,t) = TempthetaHMP(j,t) ;
BetaHMP(Fh,)) = TempBetaHN)P(
thetaTAUMP(Fh,j,t) = TempthetaTAUMP(j,t)
BetaTAUMP(Fh,)) = TempBetaTAUMP(j)) ;

thetaRMP(Fh,j,t) = TempthetaRMP(j,t) ;
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BetaRMP(Fh,j) = TempBetaRMP())

thetaCFMP(Fh,),t = TempthetaCFMP(j,t) ;
BetaCFMP(Fh,j) = TempBetaCFMP(j) ;
thetaFixedMP(Fh,j,t) = TempthetaFixedMP(j,t) ;

BetaFixedMP(Fh,)) = TempBetaFixedMP(j) ;

Dh(y)=Dh(y)+Fh(y);

*********End of ASSIgnIng Xh********

TempLB(iter)=
CC*EpsilonMP;

sum(j,zobject{j)) sum((i,t),vMPNeg(i,t))

if ( TempLB(iter)>= LB,
Sigma(i,j,t)=TempalphaMP(i,j,t);
Nu(j,t)=TempBinServMP(j,t);

);

LB=max(LB,TempLB(iter));

iterationLB(iter)=LB;

*********Solvi ng M aste r*******
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Solve MP using mip maximizing ObjMP;

abort$(MP.modelstat=4) "MP Problem is infeasible";
abort$(MPmodelstat=10) "MP Problem is integer infeasible";
abort$(MP.modelstat=3) "MP Problem is unbounded";

wrrk Agsigning Ukt
EpsilonMP=Epsilon.l;
VMPPIu(i,t)=vPlu.I(i,t);

VMPNeg(i,t)=vneg.I(i,t);

IterEpsilonMRiter)=Epsilon.l;
iterVMPPIu(iter,i,t)=vPIu.l(i,t);

iterVMPNeqg(iter,i,t)=vneg.I(i,t);

* thetaPar = sum(Dh, [sum][(t,}), ( c*(XMP(Dh,t,j)) + WMP(Dh,t,j)*h +FMP(Dh,t,j)*tau +
MMP(Dh,t,j)*r+ sum(i,[fcralphaMP(Dh,i,j,t)*lambdg(t *DistancePar*D(i,j)*cf)+
co*BinServMP(Dh,j,t) )] + Epsilon.*( sum[ (t,j), [ cp*xMP(Dh,t,j)) + WMP(Dh,t,j)*hp +
FMP(Dh,t,j)*taup + MMP(Dh,t,j)*rp +sum(i, [ fcr*alphaMP{ph)*lambdaf() ] *DistancePar
*D(i,))*cfpr cop*BinServMP(Dh,j,t) ] 1+
sum[(j,t),thetaCMP(Dh,j,t)+thetaHMP(Dh,,t)+thetaTauMP(Dh,j,t)+thetaRMP(Dh,j,t)+thetaCFMP(
Dh,j,t)+thetaFixedMP(Dh,j,t)]+ sum[j,BetaCMP(Dh,j)*GammaC+BetaHMP(Dh,j)*GammaH+
BetaTAUMP(Dh,j)*GammaTAU+BetaRMP(Dh,j)*GammaR+ BetaCBNM{GammaCF+
BetaFixedMP(Dh,j)*GammaFixed ] )+ sum((i,t),vneg.I(t,i))*((sum(j,alphaMP(Dh,i,j,1)))))
sum((i,t),vplu.I(t,i)*(sum(j,alphaMP(Dh,i,j,t)))]);
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thetalter(iter) = thetaa.l,

Epsiloniter(iter) = Epsilon.|;

*kkkkkkkkkk E n d of ASQ n | n g***********

TempUB(iter) = ObjMP.I;
UB=min(UB,TempUB(iter));

iterationUB(iter)=UB;

CPUTimeMP=CPUTimeMP+MP.resusd ;

* KSUB= Sum(Dh, [  sum|(t,), (c*(xMP(Dh,t,j)) + WMP(Dh,t,j)*h + FMP(Baut,})

+ MMP(Dh,tj*r + sum(i,[fcralphaMP(Dh,i,j,t)*lambdd(t,ifDistancePar*D(i,j)*cf)+
co*BinServMP(Dh,j,t) )]+Epsilon.I*( sum[ (t,j), [ cp**xMP(Dh,tj) + WMP(Dh,t,j)*hp +
FMP(Dh,t,j)*taup + MMP(Dh,t,j)*rp + sum(i, [ fcr*alphaMP(pt)ilambda(t,i) *DistancePar
*D(i,j)*cfp)+ cop*BinServMP(Dh,j,t) ] ] +
sum[(j,t),thetaCMP(Dh,j,t)+thetaHMP(Dh,j,t)+thetaTauMP(Dh,j,t)+thetaRMP(Dh,,t)+thetaCFMP(
Dh,j,t)+thetaFixedMP(Dh,j,t)]+ sumlj,BetaCMP(Dh,j)*GammaC+BetaHMP GdmjrnaH+
BetaTAUMP(Dh,j)*GammaTAU+BetaRMP(Dh,j)*GammaR+ BetaCFMP(Dh,j)*GammaCF+
BetaFixedMP(Dh,j)*GammaFixed ] ) + sum((i,t),vneg.l(t,i)*(sum(j,alphaMP(Dh,i,j,1))))
sum((i,t),vplu.I(t,i)*(sum(j,alphaMP(Dh,i,j,1)))) 1 );

reekkeerEnd of SOlving MasteProblem* xkkikkix

kkkkkkkkkkkhkhkhkkkkkkkkkhhhkhkhkhkkkkkkkhhhkhkhkhkhkkkkkkkk

GAP(iter) = (UBLB)/UB;
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if (( (UBLB)/UB )< 0.001,

convergedLB=1;

else

ConvergedLB=0;

);

*kkkkkx end If

if ( iteationUB(iterl)iterationUB(iter) <1,

Nolmprovement(iter)=1,

else

Nolmprovement(iter)=0;

);

CheckLoop(iter) =CheckLoop(#&y+Nolmprovement(iter);

if (Checkloop(iter)=Checkloop(He),
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Checkloop(iter)=0;

else

if ( Checkloop(iter)>50,

ConvergedLB=1,

);

*and of BIG LOQQP****x+*

***Assigning Fixed Varialbes**

execute_unload "TempHeuristic2_5 8r¢.g
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Parameter ConsforAlpha(i,t);

Parameter ConsforBin(j,t);

Loop((i,t),

if (sum(j,Sigma(i,j,t))=1,

ConsforAlpha(i,t)=1 ;

else

ConsforAlpha(i,t)=0;

Loop((t.),

if ( TempXMP(t,j)>250 ,

ConsforBin(j,t)=1 ;
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else

ConsforBin(j,t)=0;

*kkk ********M O D E L FO R H E U R I STI C*******************

set
DPH(p) Dynamisubset

FPH(p) Future points ;

Parameters

aH(p) slope of lines

bH(p) intersection ;
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**********S U B P RO B L E M kkkkkkkkkkkkkkhkkkk

kkkkkkkkkkkkkkkkkkkhkkkkkkkkkkkkkkkkkkkkk

aH(p) =

/initial slopefs

bH(p)=

/ initial intercepfts

set DPH(p) /1*19/;

Variables
zobjHeuristic OBJ
WH(t,) WIP at the end périod t

BegWIPH(t,j))  Begining WIP in period t

FHH(t,) FGI at the end of period t
MH(t,)) Raw material release
XH(t,) TH during period t

alphaH(i,j,t) fraction of demand of i allocated to facility j at period t
nH(,j,t) Number of truck fromitoj
BinServH(j,t)  If Servicing or not

NoServH(t) Total Number of Selected Fac.
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thetaCH(j,t)  Dual for RO
BetaCH(j) Dual for RO
thetaHH(j,t)  Dual for RO
BetaHH()) Dual for RO
thetaTAUH(j,t) Dual for RO
BetaTAUH()) Dual for RO
thetaRH(j,t)  Dual for RO
BetaRH(j) Dual for RO
thetaCFH(j,t) Dual for RO
BetaCFHY()) Dual for RO
thetaFixedH(j,t) Dual for RO
BetaFixedH(j) Dual for RO

CEmission

Binary wariable BinServH(j,t) ;

positive variables BegWIPH(t,j),NoServH(t), WH(t,j),FHH(t,j), MH(t,j),XH(t,)),alphaH
(i,,t),thetaCH(j,t),BetaCH(j),thetaHH(j,t),BetaHH(j),thetaTAUHY(j,t),BetaTAUHY(j) ,thetaRH(j,t),Beta
RH(j),thetaCFH(j,t),BetaCFHy(j),thetaFixedHgtaFixedH());

alphaH.up(i,j,t)=1,;
xH.up(t,)) = 350 ;
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Equations

costH cost

BWIPH(t,j)) Balance Equation for WIP
BFGIH(t,j)) Balance Equation for FGI
CPCH(p,t,j) Clearing Function
CarbonCapH Carbon Cap Calc
DemSatH(i,t) Dmand satisfaction of i at period t
BinConsH(t,j)) For Binary Variable
BegWIPConsH(j,t) Begining WIP
CROH(,t)  Dual Constraint
HROH(,t)  Dual Constraint
TAUROH(j,t) Dual Constraint
RROH(,t)  Dual Constint

CFROH(j,t) Dual Constraint
FixedROH(j,t) Dual Constraint
CarbonEmission

*FixVarAlpha(i,j,t)

FixVarBin(j,t)
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costH .. ZobjHeuristic =e= sum|(t,j), ( c*(xH(t,j)) + WH(t,j))*h + FHH(t,j)*tau + MH(t,j)*r
+ sum(i,[fcrxalphaH(itf)*lambda(t,])*DistancePar*D(i,j)*cf)+ co*BinServH(j,t) )];

*FixVarAlpha(i,j,t)$(ConsforAlpha(i,t)=1) .. alphaH(i,j,t)=e=Sigma(i,j,t) ;

FixVarBin(j,t)$(ConsforBin(j,t)=1) .. BinServH(j,t) =e=1 ;

BWIPH(t,)) .. WH(t,j)- WH(t-1,j)- MH(t,)) + xH(t,})) =e=0 ;

BFGIH(t,)) .. FHH(t;j)FHH(t-1,))- xH(t,j) + sum(i,alphaH(i,j,t)*lambda(t,i)) =e= 0 ;
BegWIPConsH(j,t) .. BegWIPH(t,)) =e= WH[I+MH(t,));

CPCH(DPH,t,)) xH(t,jya(DPH)*(BegWIPH(t,j)) =I= b(DPH);

DemSatH(i,t) .. sum(j,alphaH(i,j,t))=e= 1;

CarbonCapH .osumf (L)), [ cp*xH(t,j) + WH(t,))*hp + FHH(t,j)*taup + MH(t,j)*rp + sum(i,

[ fcerralphaH(i,j,t)*lambda(l,i) *DistancePar *D(i,j)*cfp)+ cop*BinServH(j,t) ] ] +
sum[(j,t),thetaCH(j,t)+thetaHH(j,t)+thetaTauH(j,t)+thetaRH(j,t)+thetaCFH(j,t)+thetaFixedH(j,t)]+
sum[j,BetaCH(j)*GammaC+BetaHH(j)*GammaH+
BetaTAUH(j)*GammaTAU+BetaRH(j)*GammaR+
BetaCFH(j)*GammaCF+BetaFixegHgammaFixed ] =I= CC;

CarbonEmission .. CEmission=e= sum[ (t,j), [ cp*xH(t,j) + WH(t,j))*hp + FHH(t,j)*taup +
MH(t,j)*rp + sum(i, [ fcrralphaH(i,j,t)*lambdaltDistancePar *D(i,j)*cfp)+ cop*BinServH(j,t) | ]
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BinConsH(t,)) .. XH(t,)) =I= MaxiPro*BinServH(j,t) ;

CROH(j,1) .. BetaCH(j)+ thetaCH(j,t)  =g= cp*xH(t,j)*SmallGamma,;

HROH(j,t) .. BetaHH(j)+ thetaHH(j,t) =g= WHJ(t,j))*hp*SmallGamma;
TAUROH(j,t) .. BetaTAUH(j)+ thetaTAUH(j,t) =g= FHH(t,j)*taup*SmallGamma;
RROH(j,t) .. BetaRH(j)+ thetaRH(j,t) =g= MH(t,j)*rp*SmallGamma,;
CFROH(j,t) .. BetaCFH(j)+ thetaCFH(j,t) =g=sum(i, [ fcr*alphaH(i,j,t)*lambpaf(t,i)

*DistancePar *D(i,j)*cfp)*SmallGamma;

FixedROH(j,t) .. BetaFixedH(j)+ thetaFixedH(j,t) =g= cop*BinServH(j,t)*SmallGamma,;

Model HEURBTICFS
/CostH,BWIPH,BFGIH,BegWIPConsH,CPCH,Deatl3,Carbon@pH,BinConsH;ROH,HROH
,TAUROH,RROH,CFROH,FIXEDROH,FixVarBin/;

Set IterationH /1*200/;
scalar ConvergedH,;
ConvergedH = 0;
parameter ConvrgH;

ConvrgH(t,j) = 0;

Parameter XLevelH;

ParameteBegWIPLevelH;
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Parameter RealBegWIPH,;
Parameter IterObjValueH,;
Parameter errorH;
Parameter bestH;
Parameter NoOpenFaciltyH;

Parameter UtilLevelH;

loop ( iterationH$(not convergedH),

solve HEURISTICFS using mip nmizing zobjHeuristic ;
abort$(HEURISTICFS.modelstat=4) "HEURISTIC is infeasible";
abort$(HEURISTICFS.modelstat=10) "HEURISTIC is integer infeasible";

abort$(HEURISTICFS.modelstat=3) "HEURISTIC is undedt;

TotalCPUtimeforFUB= HEURISTICFS.resusd;
XLevelH(iterationH,t,j) = XH.I(t,));
BegWIPLevelH(iterationH,t,j) = BegWIPH.I(t,j);

RealBegWIPH(iterationH,t,j) = (70*XLevelH(iteratigj}¥ (350
XLevelH(iterationH,t,)));

IterObjValueH(iterationH) = zobjHeuristic.l;
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errorH(iterationH,t,j) = (RealBegWIPH(iterationH,E¢gWIPLevelH(iterationH,t,j))/
(RealBegWIPH(iterationH,,j)

loop( j,
loop(t,

if( (errorH(iterationH,t,j) >= 10B8) ,

FPH(p) = DPH(p1)}DPH(p);

aH(FP) = (MaxiPro*70) / [(70 + RealBegWIPH(iteratibpht, (70 +
RealBegWIPH(iterationH,t,j))];

bH(FP) = XLevelH(iterationH,t,j)a(FP) * RealBegWIPH(iterationH,t,));
DPH(p) = DPH(p)+FPH(p);
ConvrgH(t,j) = 0;
else
ConvrgH(t,j)= 1;

);

convergedH$(sum|(t,j),Convrgh(t,j)]>=10)=1;
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);
convergedH=0;
Parameter BinForFeasSol(j,t);
BinForFeasSol(j,t)=BinServH.I(j,t);
Parameter FUB,;

FUB= zobjHeuristic.l;

execute_unload "TempHeuristic2_5 _third.gdx";

kkkkkkkkkkkkkkkkkkkhkkhkkkkkkkkhkkhkkhkkhkkkkkkkkkkkikk

Parameter XHH(t,));
XHH(t,))=Xh.I(t,j);
Parameter LowLoad(t,j);
Parameter SecondFUB;

Parameter BestFeasidkzU

Parameter ProdCost;
Parameter WIPCost;
Parameter FGICost;
Parameter RawMCost;
Parameter TransportationCost;

Parameter SetupCost;
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ProdCost=sum((j,t),XH.I(t,j))*c;
WIPCost=sum((j,t), WH.I(t,j))*h;
FGICost=sum((j,t),FHH.I(t,j)))*tau;

RawMCost=sum((j,t),MHt,j))*r;

SetupCost=sum((j,t),BinServH.I(j,t))*co;

TransportationCost = zobjHeuristi@®rodCost+WIPCost+FGICost+RawMCost+SetupCost);

****Check for Low Loaded***

Loop((t.)),

if ( XHH(t,j)>0,
if ( (XHH(t,j)/MaxiP0)<023,
LowLoad(t,j)=1;

ConsforBin(j,t)=0;

);

****End of Checking*****
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If (sum( (t,)),LvLoad(t,j)) )>0

loop ( iterationH$(not convergedH),

solve HEURISTICFS using mip minimizing zobjHeuristic ;
abort$(HEURISTICFS.modelstat=4) "HEURISTIC is infeasible";
abort$(HEURISTICFS.mod¢ht=10) "HEURISTIC is integer infeasible";

abort$(HEURISTICFS.modelstat=3) "HEURISTIC is unbounded";

TotalCPUtimeforSUB= HEURISTICFS.resusd;
XLevelH(iterationH,t,j) = XH.I(t,));
BegVIPLevelH(iterationH,t,j) = BegWIPH.I(t,));

RealBegWIPH(iterationH,t,j) = (70*XLevelH(iterationH,,j)){350
XLevelH(iterationH,t,)));

IterObjValueH(iterationH) = zobjHeuristic.l;

errorH(iterationH,t,j* (RealBegWIPH(iterationH,tjBegWIPLevelH(iterationH,t,)))/
(RealBegWIPH(iterationH },j)

loop( ),

loop(t,

if( (errorH(iterationH,t,j) >= 10#) ,
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FPH(p) = DPH(p1)}DPH(p):

aH(FP) = (MaxiPro*70) / [(70 + RealBegWIPH(iterationH,t,)))* (70 +
RealBegWIPH(iterationH,t,)))];

bH(FP) = XLevelH(iterationH,tj)a(FP) * RealBegWIPH(iteratithj);
DPH(p) = DPH(p)+FPH(p);
ConvrgH(t,j) = 0;
else
ConvrgH(t,j)= 1;

);

convergedH$(sum|(t,j),Convrgh(t,j)]>=10)=1;

);

convergedH=0;

99



SecondFUB= zobjHeuristic.l;

);

*****end of if***

Parameter EMision;

Emision = sum[ (t,)), [ cp*xH.I(t,)) + WH.IAp + FHH.I(t,))*taup + MH.I(t,j)*rp + sum(i, [
fcrxalphaH.I(i,j,t)*lambda(},FDistancePar *D(i,j)*cfp)+ cop*BinServH.I(j,t) ] ];

BestFeasibleUB= min(FUB,SecondFUB);

*FinalGap= (BestFeasibletllB)/BestFeasibleUB;

Parameter ProdiSt2;

Parameter WIPCost2;
Parameter FGICost2,;
Parameter RawMCost2;
Parameter TransportationCost2;

Parameter SetupCost2;
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ProdCost2=sum((j,t),XH.I(t,j))*c/zobjHeuristic.l;
WIPCost2=sum((j,t), WH.I(t,j))*h/zobjHeuristic.l;
FGICost2=sum((j,t),FHH.I(t,j))*tambbjHeuristic.l;

RawMCost2=sum((j,t),MH.I(t,j))*r/zobjHeuristic.l;
SetupCost2=sum((j,t),BinServH.I(j,t))*co/zobjHeuristic.l;
TransportationCost2 =-(ProdCost2+WIPCost2+FGICost2+RawMCost2+SetupCost2);

TotalCPUtime=CPUTime+CPUtimeMP+TotalCPUtimefdd$WUotal CPUtimeforFUB;

execute_unload "TempHeuristic2_5 5.gdx";
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