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Abstract

Investigation and Design of Di�erent Antennas in Solar Cells'

Environments with Their Needed Tools

Mohamed A. Moharram Hassan, Ph.D.

Concordia University, 2015

With the spread use of solar cells as a renewable energy source and the wide use

of wireless communications, it is interesting to use the solar cell panels as an energy

source for rural wireless communications for security and safety. For compactness, it

is proposed to embed antennas in the solar cell panels. Therefore, it is proposed to

investigate the antenna characteristics within this environment. As such, the charac-

teristics of the solar cells in the radio frequency region should be studied for proper

design of the antennas in such an environment. Therefore, a rigorous design approach

for antennas in the solar cells' environment is proposed through this work. A prac-

tical model of the solar cells in the microwave frequency range is presented using

anisotropic surface impedance boundaries. Two di�erent surface impedance measure-

ment setups are exploited to accurately model solar cells. Moreover, measurements of

antennas' radiation e�ciency are invoked in this work using the Wheeler cap concept

in a contactless fashion to perform measurements within solar cells' environments. A

novel measurement technique has been proposed extending conventional Wheeler cap

capabilities to measure wide band antennas. The technique promotes a straightfor-

ward processing procedure and convenient measurement setup.

In addition, a simple, fast, and e�cient numerical solution for the electromagnetic

scattering arbitrary problems is proposed. Based on the uniqueness theorem and
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the use of novel equivalent problems with Random Auxiliary Sources (RAS ), more

degrees of freedom are added resulting in signi�cantly faster solutions. The proposed

technique is expected to provide a signi�cant reduction in the execution time and

memory requirements compared to the surface equivalent based Method of Moments

(MoM) as the inherent properties of this procedure are used. Various veri�cation and

result cases are presented to assess the introduced technique, which is incorporated

into di�erent analysis and design problems in this work. Moreover, the RAS method

is extended to model antennas in their radiating and scattering modes, which, in

turns, is adopted in the re�ectarray antenna analysis and design procedures.

The introduced solar cells models along with the developed computations and

measurement tools are used to develop a design procedure for antennas suited for

the solar cells environment. An optically transparent re�ectarray antenna integrated

with solar cells is proposed as an application of interest that suits satellite commu-

nication purposes. Material choice, feed antenna tailored design and rigorous design

procedures are presented to enhance the achievable performance of the antenna/solar

cells integrated device.
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Chapter 1

Introduction

Dual function devices are always a desired solution for di�erent applications with

limited resources. This concept has been employed in the area of electromagnetics for

di�erent applications. These applications include reducing the occupied area by the

antenna and the other device(s) [1,2], adding more desired properties for the existing

application [3, 4], or even making antennas more ergonomic and better accepted by

the public [5,6]. The integration between antennas and solar cells has been a preferred

choice for many research groups for mainly reducing the occupied area for di�erent

space and civilian applications [7�12]. Yet, careful and rigorous analysis is always

desirable for designing antennas within the energy harvesting environment to maintain

the desired overall system performance of the dual functional device.

Such an integration between devices with completely distinct operating principles

and frequencies leads to the possibility of having both devices designed separately.

On one hand, the antenna design procedure should involve the e�ect of the solar cell

environment on adjacent electromagnetic (EM ) waves. So, accurate modeling of the

solar cell in the microwave wave frequency range (300 MHz - 300 GHz) is essential

for better prediction for the antenna performance. On the other hand, solar cells

require the largest possible exposure to sunlight for better performance. So, the used
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antennas should maintain a minimal e�ect on the sun exposure of solar cells for better

energy harvesting capability.

1.1 Solar Cells Structure and Potential Integration

Possibilities

The solar cells are simply transducers that transform light energy into electric energy.

The development of such a device has gone through di�erent stages from 1838 till now

[13]. Recently, research has been carried out to improve the e�ciency and durability

of products for future renewable energy generating devices [13]. Di�erent generations

of solar cells have been developed through history featuring di�erent e�ciency ranges

and mechanical properties that suit di�erent applications. Figs. 1.1 and 1.2 show two

di�erent solar cells types that are available commercially. The reported performance

values of the solar cells are tabulated in Table 1.1 as presented in [14]. The e�ciency

term here represents the useful electrical energy generated by a solar cell (electrons)

in comparison with the optical energy that excites it (photons) [13]. In general, solar

cells mainly consist of p-n junction covered with conducting electrodes from both

sides to collect the generated electrons as shown in Fig. 1.3 and illustrated in [13].

Trapped incident light in the solar cell structure recombines electron/hole pairs that

move each to a di�erent electrode terminal producing electric energy [13]. At least

one side of the solar cell has a meshed electrode to allow light to penetrate to the

junction. Also, an anti-re�ective material is there to help trap light in the cell through

their small refractive index and pyramidal shapes as shown in Fig. 1.3.

The integration of the solar cells technology with di�erent applications is a trend-

ing interdisciplinary research that involves electrical, mechanical, chemical, and build-

ing engineering together for future application [15]. The smart net-zero energy build-

ing is currently a potential research topic in building engineering that integrates solar
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Figure 1.1: A single junction crystalline
solar cell.

Figure 1.2: A single junction thin-�lm
solar cell.

Table 1.1: The best reported e�ciency of di�erent solar cell types through literature
[13].

Solar Cells Type E�ciency (%) Mechanical Consideration
Crystalline: Single Junction 21.8 - 24.7 Fragile
Crystalline: Multijunction 31 Fragile
Thin-Film: Single Junction 16.5 - 18.9 Flexible or Rigid
Thin-Film: Multijunction 13.5 Flexible or Rigid

Photoelectrochemical 11
Flexible or Rigid -
Semi-Transparent

cells on the outside surface of buildings in cold areas [15]. Thus, that potential spread

of solar cell environments orients research in antennas and microwave applications to-

wards integration with the solar cells' environment.

1.2 Motivation

The expanding use of the solar cell technology in many applications ranging from

space satellites to autonomous systems is growing every day. Typically, the high

demand for electricity is a direct re�ection of prosperity of a society. Thus, solar

cells developers have the vision to incorporate their technology in di�erent aspects in

people's lives, including houses, vehicles, roads, or even smart phones for further cheap

and environmentally safe electricity generation. Alternatively, the current trend for

antenna designing is miniaturization for commercial and high performance products to

save area for other important components regardless of all limitations in the antenna

performance [16]. This trend limits the capabilities of an antenna engineer to use
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Figure 1.3: The micro-structure of a single junction crystalline solar cells as presented
in [13].

design techniques that require large footprints. Therefore, attaching the antenna

part, in any device that uses solar cells, with the large solar cells part adequately

shifts the current design trend to another level with other design capabilities.

In addition, rigorous designs of antennas within the solar cell environment always

involve challenging procedures; especially where high performance is expected from

both the antenna and solar cells. The lack of accurate and realistic modeling of

arbitrary solar cells in the microwave region is yet a missing key point for designing

antennas in the solar cells' vicinity. The challenge in developing such a model is the

process dependent materials and the use of di�erent rough anti-re�ective substances

on top of the solar cell. These manufacturing recipes are not usually provided from

manufacturers, so having an adaptive model or an accurate modeling scheme is of

great use in the speci�ed application. Alternatively, the performance consideration of

the solar cells through the antenna design procedure is of major concern regarding the

overall e�ciency of the system. This re�ects on the choice of materials and structures

of the antennas not to block the solar cells from the sun.
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Finally, the idea of using optically transparent material in designing the an-

tenna/solar cells dual functional device is of great research potential. The reported

di�erence in the dielectric properties of some of these materials, such as the Borosili-

cate Ceramic Glass (or Pyrex material) [5], with low dielectric constant in the optical

range (∼ 2.25) and high value in the microwave range (up to 8), is an interesting

feature to exploit for such integration between solar cells and antennas. Therefore,

various potential antenna designs with solar cells can be exploited using these mate-

rials.

1.3 Objectives

The focus in this thesis is based on three main aspects that help to adequately char-

acterize and design antennas within the solar cell environment. These aspects are:

1. Having an accurate modeling scheme to the solar cell environment and studying

its e�ect on the antenna performance.

2. Due to the unavailability of some needed tools, we have to design these necessary

tools to reach our �nal goal. These tools help in the characterization and

analysis of antennas in such environments, such as measurement devices and

numerical tools.

3. Prototyping antennas to operate in the vicinity of solar cells for communication

purposes incorporated the developed model.

Providing an accurate model for the solar cell environment is, of course, dependent

on the solar cell type and the way materials are organized inside it. This work aims

to provide a homogenized anisotropic surface impedance model to accommodate the

complexity of all the di�erent material layers, rough surfaces, and electrodes into

consideration. Di�erent uni-directional surface impedance measurement setups are
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to be used for di�erent frequency bands. Accordingly, the inverse problem will be

performed to estimate the e�ective material properties of the employed solar cells.

In addition, characterizing the antenna radiation e�ciency in the solar cells en-

vironment is a key factor that will be addressed through this work. This approach

relies on the simple Wheeler cap concept. A non-invasive measurement setup will

be presented to provide the required measurements by the Wheeler cap within the

solar cells' environment via a means of contactless EM shielding structures. Further-

more, a fast, simple and e�cient numerical tool will be necessary to analyze problems

investigated in this work to speed up computations. This method will be able to

accommodate problems with arbitrary anisotropic surface impedance boundaries as

proposed through this work. Moreover, extending the proposed method to aid in

the design of complicated antennas will be a signi�cant advantage of the proposed

method over the current commercial software packages.

The developed solar cells model in RF will be incorporated into the design process

of antennas, leading to more prediction of antenna performance through the full-wave

analysis. Consequently, an optically transparent re�ectarray antenna will be designed

with the required feed antenna as a potential integration mechanism between antennas

and solar cells. A minimal e�ect over the solar cells energy harvesting capabilities

will be highly considered through the design procedure to enhance the overall system

performance. The design is projected to be a preferred solution for rural satellite

ground stations. It is also possible to use this concept for satellites assuming the

weight problem can be resolved. Such concept can also be applied to buildings and

base stations.
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1.4 Outline of the Thesis

This thesis is organized in seven chapters and additional four appendices. Chapter 2

discusses the published work about integrating antennas with solar cells focusing on

the employed modeling techniques and antenna/solar cells integration trends. Then,

the proposed experimental models for the solar cells e�ect over the RF is presented

in Chapter 3. In addition, the antenna radiation e�ciency measurement procedure

and setups are presented in Chapter 4 targeting antennas mounted over large ground

planes or solar cells. Details and veri�cation results about the proposed Wheeler cap

processing procedure is presented in Appendix A. Moreover, the proposed fast and

e�cient 3D EM scattering computation procedure is introduced in Chapter 5 based on

the Random Auxiliary Sources (RAS ) method. The presented RAS method is further

extended to model antennas in their radiating and scattering modes with application

to re�ectarray antenna analysis in the same chapter. Other 3D EM scattering results

and studies are presented in Appendix B. Nevertheless, the design and results of an

optically transparent re�ectarray antenna are presented in Chapter 6 incorporating

the developed solar cells model with some detailed analysis presented in Appendix

D. Chapter 6 also includes the developed synthesis and design feed antenna for

the presented re�ectarray with other feed antenna designs using the same concept

presented in Appendix C. Finally, Chapter 7 presents the thesis conclusions, list of

major contributions and expected future work.
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Chapter 2

Literature Review

In this chapter, a review of di�erent antenna designs integrated with solar cells for dual

functional systems as antennas and energy harvesting in the same time is presented.

Di�erent con�gurations have been proposed through literature for arranging solar

cells and antennas in a way not to disrupt the performance of either one. Some

attempts were presented to have the solar cells as part of the radiating elements

[12, 17]. Alternatively, solar cells have been used as a ground plane for antennas as

in [5,10]. This chapter discusses the published work in these two categories following

the employed modeling schemes.

2.1 Solar Cells Modeling

An important phase of designing antennas in the vicinity of solar cells is to accurately

consider the solar cells e�ect within the antenna operating frequency band in the

design process. Di�erent modeling techniques have been used to include the e�ect of

solar cells into the design procedure of integrated solar cells/antenna devices. These

methods are:

1. Far-�eld scattering measurements [18].
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Figure 2.1: Measuring the input impedance of a shortened patch antenna to model
the solar e�ect in the microwave range as in [9] c©2004 IEEE.

2. Comparison between the input impedance of a solar cell shortened patch and a

similar sized metallic patch [9].

3. Exact structure modeling of the solar cell with the exact material parameters

[10,19,20].

4. Rectangle waveguide setup [21].

A series of scattering measurements from large solar cells panels are compared to

the same sized conductive mock-ups to evaluate the di�erences have been presented

in [18]. The presented results showed that solar cells can be treated as PEC sheets as a

`�rst order approximation' for the S and Ku bands. However, the presented conclusive

result of this method did not hold for applications with near-�eld interaction with

solar cells as presented in [17, 22, 23], which are reported at lower frequency bands.

Extrapolating these results yields to more interaction with antennas at high frequency

bands resulting in much discrepancy between simulations and measurements.

Measuring the input impedance of a solar cell shortened patch antenna provides a

similar result to a conducting patch with a similar size only at the low frequency band

(below 2.5 GHz) [9]. The reported measurements show discrepancies between the two

measurements at higher frequency bands. This is quite expected at low frequencies

because in a patch antenna, radiation happens from edges [24], which are part of the

solid metal electrodes of the solar cell as seen in Fig. 2.1.
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Figure 2.2: Exact structure modeling of the solar cell with the exact material param-
eters with a top mounted patch antenna as in [10] c©2009 IEEE.

The exact structure modeling of the solar cells uses a similar structure to Fig.

1.3 to model the di�erent layers of a crystalline solar cell as shown in Fig. 2.2.

The silicon material that forms the p-n junction has bulk permittivity εr = 15.3,

dark conductivity σ = 310 S/m, and light exposed conductivity σ = 254, 383 S/m

measured at DC as presented in [25]. These model parameters have been used for

various applications for the frequency band below 4 GHz [10]. It is important to

illustrate that this model neglected the e�ect of anti-re�ective material used in the

solar cell structure, which may have a signi�cant e�ect at high frequency bands as well

as the silicon parameters. The reported measurement results using this model at the

speci�ed frequency band show very good agreement with the simulated results [26,27].

Recently, solar cells speci�c material modeling has been presented in [19, 20]. It

is important to notice that these works have been developed in collaboration with

members from the physics department. The provided models are only valid for the

employed in-house manufactured solar cells, which may di�er if commercial solar cells

are required to be used. Typically, this detailed solar cell structure information is

not necessary provided by the solar cells provider as it is, to some extent, con�dential

regarding the recipe of the product. Therefore, a more generic approach to model

solar cells in the microwave range is indeed required to accurately design antennas in

the vicinity of solar cells.
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Furthermore, an x-band waveguide setup has been used to characterize the solar

cells' behavior as an impedance surface [21]. The reported value of the used solar cell

surface impedance is Zs = 0.1 + j1 Ω/square, which is very close to PEC. However,

the reported values of the solar cells e�ect has not been yet veri�ed within an antenna

prototype to fully trust the results. Also, it contradicts the reported �ndings of the

previous method [26], where solar cells have been claimed to behave di�erently with

the wave polarization (anisotropically).

2.2 Solar Cells as Part of the Radiating Element

The trend of using solar cells as the radiating elements besides energy harvesting is

promoted by the work in [7, 28]. Di�erent patch antennas con�gurations have been

proposed for numerous applications, such as conventional patches [7,9,17,22,27�29],

wide band stacked patches [30], and tri-band antenna [31]. An array con�guration of

patch antennas has been proposed in [32] for GPS applications with omni-directional

right hand circularly polarized radiation. Also, planner Inverted F-Antenna (PIFA)

are integrated with solar cells as introduced in [12, 33]. In most cases, the measured

results match dummy PEC models for the low frequency bands as illustrated in Sec.

2.1. Upper band measured results do not match simulations as expected from the

model limitations mentioned in Sec. 2.1. Moreover, the decoupling between the

antenna RF signal and the solar cell DC signal is an issue that has to be treated

similarly to [22]. Furthermore, the main challenge with this design trend is the need

for a laser cutting tool or some delegate `diamond tipped' tools to shape the solar cells

into the desired patch antenna structures. Also, one may expect that this technique

is not e�cient for high frequency applications, where it requires smaller radiating

elements. The mechanical and electrical e�ort required to shape and make use of

small radiating elements shall not produce large amounts of electric energy that is
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required to power up devices.

Recently, a conformal UHF antenna design was integrated with solar cells for

�apping-wing robots in [20]. The design used the entire solar cells interconnects as

part of the antenna, where the solar cells' conducting lattice carry both DC and RF

signals. Therefore, the RF and DC were decoupled using RF choke. The performance

of the antenna/solar cells showed minimal deterioration due to the integration as the

solar cell model was accurately incorporated into the design process of the antenna.

It is important to mention that the presented work was conducted in collaboration

with members from the physics department, who indeed helped to characterize the

employed solar cells and fabricate the prototype.

2.3 Solar Cells as a Ground Plane for Antennas

Another use of solar cells with antennas places the antenna over the solar cell. This

integration concept detaches the required antenna performance from the required

harvested energy from solar cells. The challenges in this integration trend are the

excitation method as well as the low shadowing antenna designs that do not disrupt

much of the solar cells function. The following presents some proposed solutions for

this integration trend.

2.3.1 Single Element Solar Cells Antennas

The concept of using the solar cells as a ground plane for antennas allowed for di�erent

con�gurations of antennas with solar cells. Slot antennas made use of this technique

by placing the feeding microstrip circuit underneath the solar cells and using slots

within the solar cells as [34�38] for di�erent applications. The measured results

show very good agreement with their corresponding simulations because the radiating

elements are mainly the slots with minimal interaction with the solar cell. However,
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the slot cutting procedure still requires delicate machining, which adds a mechanical

overhead for fabrication. Also, these cutaway parts of the solar cell reduce the amount

of harvested energy of solar cells.

Another integration mechanism uses patch antennas with solar cells as their

ground plane [10,27,39�43]. Using exact structure modeling for the solar cell, the sim-

ulated and measured performance of patch antennas over solar cells show anisotropic

behavior with the orientation of the patch with respect to the solar cells metallic

lattice [26]. In addition, the measured antenna gain and radiation e�ciency of the

patch antennas are slightly less than their corresponding metallic mock-ups because

of the high interaction between the antenna RF and the lossy solar cell. Using the

same concept, a PIFA antenna has been introduced in [44] with a top fed microstip

line. The main concern with this design approach is the blockage resulting from both

antenna elements and feeding lines, which signi�cantly deteriorates the energy har-

vesting capability of the solar cell besides wasting some amount of the RF energy in

the lossy solar cell structure. A solution to the latter problem was proposed in [45] by

using transparent conductors over a glass substrate. The presented design exploited a

taper slot line antenna design that was meant for ultra wide band applications with a

quasi-omnidirectional radiation pattern, which may be required in some applications.

An interesting approach for integrating antennas with solar cells is the use of a

high dielectric constant transparent material, such as Borosilicate glass (Pyrex), to

have a dielectric resonator antenna (DRA) [5]. The used material is the high heat

resistant glass ceramic material with a reported dielectric constant around 7 in [5]

with a very low loss tangent. The main bene�t of this material is the di�erence of

its dielectric constant from the microwave frequency range (up to 8) to the optical

frequency range (∼ 2.25), which is more suitable for the application. In the work

presented in [5], the proposed simple DRAs are used as light lenses for solar cells to

harvest more energy, which adds to the use of the material with solar cells. However,
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the presented work used a probe station to measure the performance of the antenna,

so incorporating the proposed idea in an array environment is yet a challenge to

investigate. Also, a major advantage of the idea of using DRA with solar cells is

the concentration of the energy within the DRA body, which results in less in�uence

by the lossy ground planes of the solar cells [46]. This is the reason that made the

measured performance of the transparent DRAs is similar to the simulated results

in [5].

2.3.2 Solar Cells Antenna Arrays

The �exibility of the presented integration technique of using solar cells as ground

planes for antennas allowed for creating antenna arrays. An intuitive solution was

to have the feeding network on the back side of the solar cells. Circularly polarized

linear slot antenna array was presented in [8] making use of this technique. Again,

the main challenge in this design is the mechanical overhead to create the required

slots.

Recently, a low shadowing antenna array design was presented in [47] exploiting

the solar cells' conducting lattice as spots to mount antennas as shown in Fig. 2.3.

The presented experimental results show minor shadowing e�ects on the solar cells.

The shadowing percentage increased as the angle of incidence of the light source

θ, as shown in Fig. 2.3, is increased. This design approach provided an adequate

integration method between antennas and solar cells avoiding signi�cant shadowing

over the solar cells performance. However, the antenna spacing is limited by the

presence of the solar cells conducting lattice, which may not be favorable for high

frequency application as grating lobes may be visible [48].
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Figure 2.3: A low shadowing dual PIFA antenna array design in [47] c©2015 IEEE.

2.3.3 Re�ectarray Solar Cell

One solution to the excitation problem mentioned before and faced with antenna

arrays in general is the use of the re�ectarray concept. Re�ectarrays are the �at

version of the parabolic re�ector antennas proposed in [49,50]. The use of re�ectarray

with solar cells was �rst proposed in [23, 51] using thin metallic dipoles and crossed

dipoles over glass for the unit cells. Since the properties of the ground plane solar cells

were not exactly known for sure by that time, designs at adjacent frequencies were

fabricated to account for the neglected solar cells e�ect in the design process [51]. The

main concern with this design is the blockage resulting from the dense metallic dipoles

that may cause reduction in the solar cell e�ciency. Recently, another resemblance

for the crossed dipoles re�ectarray has been introduced in [19, 52]. Modeling the

solar cells as conductive sheets, adequate analysis of re�ectarray unit cells has been

performed. However, the design deteriorated the performance of solar cells by 17.5%,

which opens the door to other designs that provide less blockage of solar energy.

A fully transparent design approach is presented in [21, 53] using a transparent
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conductive thin-�lm [54] patches deposited on a glass substrate as a unit cell. The

presented work introduced only the unit cell design without implementing the full

re�ectarray. So, the overall e�ciency of the solar cell and the re�ectarray are still

questionable.
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Chapter 3

Solar Cells Material Modeling

3.1 Introduction

The di�erent types of solar cells are traditionally expected to behave similarly to

PEC in the microwave range due to the presence of the metallic electrodes on both

sides of the electric DC power connection as seen through literature. However, the

exposed side to the sun has a lattice of metal to allow light to reach the p-n junction.

This is mainly the reason behind the slight deviation from the PEC behavior. So,

a reasonable model for these substances is anisotropic surface impedance due to the

asymmetric distribution of the electrode lattice on top of solar cells. Another reason

to use a surface impedance model is the possibility to have a thin glass or a plastic

protection cover over solar cells for reinforcement or even protection, which an antenna

engineer may not be aware of as a given information from the manufacturer. So, a

surface impedance model can best suit the objective in this case. Here, two methods

are suggested to measure the solar cells surface impedance. The �rst technique is

to use a scattering type measurement similar to [18], but in the Ku-band. Second,

a novel method is proposed to measure the anisotropic surface impedance of solar

cells in the C and X bands using contactless waveguide �anges. These measurements
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Figure 3.1: The used scattering measurement setup.

are further exploited in an inverse problem to estimate the material properties of a

crystalline solar cell, which is more suitable to be used in commercial EM simulators.

3.2 Scattering Measurement Setup

The scattering setup uses the approach presented in [55]. Fig. 3.1 shows the used

setup with a solar cell sample. In order to trust the results coming from the setup,

con�dence checks are made to assess the accuracy of the measurement as presented

in the following.

3.2.1 Con�dence Checks

A con�dence check for the used setup is made using two known parameters dielectric

slabs backed by a conductor. The inverse nonlinear problem has been carried out

directly to obtain the dielectric constants of the materials. The �rst slab has a thick-

ness of 1.45 mm and εr = 2.94. Also, the second slab has a thickness of 3.1 mm and

εr = 10.8. Dielectric constant plots are shown in Fig. 3.2 for both cases. The mea-

sured results are quite close to the known values. It is important to observe the high
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(a) (b)

(c) (d)

Figure 3.2: Con�dence checks for the scattering setup with two di�erent materials.
(a) and (b) are for the εr = 2.94 material. (c) and (d) are for the εr = 10.8 material.

susceptibility of the measured results to noise. This noise is one of the reasons the

results are not accurate. Also, the position and orientation adjustment of the sam-

ples in the setup is prone to human error due to lack of orientations precision scales

(tolerance is ±1 mm). It is also noticed that both cases have problems with measure-

ments below 20 GHz, measurements should be considered for frequencies above 20

GHz. Furthermore, the measurements using this technique fail where ambiguity in

the results happens. In these cases, ambiguity happens where the dielectric thickness

is around multiples of λ/2 inside the dielectric.
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(a) (b)

(c) (d)

Figure 3.3: Measured anisotropic surface impedance of crystalline solar cells using
the scattering measurement setup. (a) and (b) are with electric �eld perpendicular
to the conducting lattice. (c) and (d) are with electric �eld parallel to the conducting
lattice.

3.2.2 Solar Cells Anisotropic Surface Impedance Measurements

The measured normalized surface impedance, which is de�ned in [56] as

ηvv = Zs/η0 (3.1)

where η0 is the intrinsic impedance of free-space, Zs is the un-normalized surface

impedance value, and ηvv is the normalized surface impedance value in the direction

of v. The measured results for the crystalline solar cells in both directions are shown

in Fig. 3.3. Also, the measured results for the thin �lm solar cells in both directions
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(a) (b)

(c) (d)

Figure 3.4: Measured anisotropic surface impedance of thin-�lm solar cells using the
scattering measurement setup. (a) and (b) are with electric �eld perpendicular to
the conducting lattice. (c) and (d) are with electric �eld parallel to the conducting
lattice.

are shown in Fig. 3.4. The results illustrate that having the electric �eld parallel

to the conducting lattice results in slightly smaller imaginary part of the surface

impedance, which means it is closer to the PEC case. As explained in the con�dence

check subsections, the results are prone to human error and noise, which can make

it quite inaccurate. Therefore, another measurement method should be used to be

prove more accurate results.
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Figure 3.5: An illustration to the proposed surface impedance measurement setup.

3.3 Contactless Waveguide Measurements

A contactless waveguide measurement setup is proposed to measure the e�ect of solar

cells as a homogenized surface impedance as illustrated in Fig. 3.5. Conceptually,

leakage between the waveguide �ange and the impedance surface load, which should

be close to PEC is prevented through using an evanescent wave structure. Ideally,

electromagnetic waves are not allowed to propagate between PEC and Perfect Mag-

netic Conductor (PMC ) surfaces when the separation gap between them is less than

λ0/4. Thus, realizing this PMC surface is possible through the arti�cial magnetic con-

ductor (AMC ) concept, where the Electromagnetic Band Gap (EBG) structures can

be used for such purpose. Moreover, further details and results about the contactless

EM shielding are discussed in Chapter 4.

Consequently, three calibration measurements are required to have the reference

plane exactly over the measured sample, namely: short circuit, o�set short circuit

and matched load as used in [55]. The fabricated prototype of the contactless setup

and the employed equipments are shown in Fig. 3.6. Moreover, the designed EBG

�ange is chosen to be of mushroom-shaped type [57] with band gap exactly �tting

the X-band range. The structure details of the employed mushroom-like EBG unit

cell is presented in Fig. 3.7 (a) with a band stop that covers the entire X band as

shown in the dispersion diagram in Fig. 3.7 (b) following the guidelines in [58].
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Figure 3.6: The employed X-band contactless surface impedance measurement setup.

3.3.1 Measurement Results and Inverse Problem

Full-wave simulation results of the contactless setup over a conducting copper plate

with an air gap of 0.1mm shows that electric �eld exists over the waveguide perimeter

that is surrounded by EBG unit cells as shown in Fig. 3.8. However, this electric

�eld is terminated over the EBG surface, which can be approximated as a termination

in the computational domain in a truncated inverse problem approach to determine

the solar cells material parameters. This simpli�ed inverse problem full-wave model

is shown in Fig. 3.9 (a) terminating the air gap between the sample under test and

the waveguide wall perimeter right at the outside dimensions of the standard waveg-

uide. This homogenized anisotropic surface impedance model is used to identify the

unknown parameters of the solar cells illustrated in Fig. 3.9 (b). By measuring the

thickness of the solar cell (0.24mm), individual thickness parameters (t1, t2, t3 and

t4) can be determined within the overall constraint. Also, the material types can

be determined by the permutations provided for the commercial solar cells in [13].

Several manual iterations are performed to obtain similar surface impedance to the

measured cases as shown in Fig. 3.10. The process started with the case of perpendic-

ular electric �eld to the conducting lattice and then a con�dence check is conducted
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(a) (b)

Figure 3.7: The employed EBG unit cell structure and dispersion diagram. (a) EBG
unit cell layout and dimensions in millimeter. (b) The associated dispersion diagram
of the in�nitely periodic unit cell in (a).

Figure 3.8: The electric �eld distribution of the contactless setup terminated by a
copper shorting plate separated by a 0.1mm air gap from the EBG surface.

with the other polarization following the guideline of commonly used materials in the

crystalline solar cells industry [13]. The employed semiconductor p-n junction [13] is

found to be doped silicon material with relative permittivity (εr) of 12.9 and bulk

conductivity (σ) of 850 S/m. Also, the antire�ective material is found to be silicon

dioxide with εr of 3.9 and loss tangent (tan δ) of 0.015 with details shown in Fig.

3.11. This material model can be used in the full-wave analysis to predict the overall

re�ectarray performance including the e�ect of solar cells.

It is important to know that the e�ect of changing the air gap in the simpli�ed

setup a�ects the slope of the curves shown in Fig. 3.10. Thus, the air gap (ranged from
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(a) (b)

Figure 3.9: The truncated inverse problem full-wave model and unknown parameters.
(a) The simpli�ed full-wave analysis model. (b) The unknown solar cells parameters.

(a) (b)

Figure 3.10: The measured and modeled anisotropic surface impedance at the X
band of the employed solar cell using the contactless setup shown in Fig. 3.6: (a) is
with electric �eld perpendicular to the conducting lattice and (b) is with electric �eld
parallel to the conducting lattice.

0.05mm to 0.3mm) is also a parameter to be considered through the inverse problem

that may vary between di�erent measurements. Moreover, another con�dence check

is performed using a similar measurement setup in the C-band. The results are shown

in Fig. 3.12 con�rms the validity of the obtained solar cells model beyond the X-band.

However, the measurement results near 4 GHz exhibits unexpected behavior due to

leakage from the setup (i.e. �elds are not terminated correctly at the outer waveguide

perimeter). Furthermore, the provided model asymptotically lines up with models

that has been developed for designs at lower frequency bands [9], where a PEC model

for solar cells is incorporated (i.e. Zs = 0 Ω/square) as seen through the surface
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Figure 3.11: The structure cross section with material information (all dimensions
are in millimeter).

(a) (b)

Figure 3.12: A veri�cation measurements for the modeled anisotropic surface
impedance at the C band compared to measurements: (a) is with electric �eld perpen-
dicular to the conducting lattice and (b) is with electric �eld parallel to the conducting
lattice.

impedance trend with frequency.

3.4 Summary

According to the observed geometry of the solar cells, an anisotropic behavior of

solar cells over RF was expected due to the anisotropic distribution of the conduct-

ing lattice on the top side. Hence, a homogenized anisotropic surface impedance

boundary was proposed to include the e�ect of solar cells in the RF. Consequently,

two methods were proposed to characterize the e�ect of solar cells in RF based on

26



measuring re�ections. The �rst method exploited a plane wave re�ection setup that

was able to distinguish the anisotropy in the surface impedance boundary according

to the solar cell orientation. However, the accuracy of this setup was questionable

at this frequency range. Thus, the second measurement setup used a contactless

waveguide �ange setup that was calibrated to have the reference plane at the sample

boundary. The anisotropic surface impedance in the X and C bands were measured.

Furthermore, an inverse problem was conducted to predict the structure and mate-

rial parameters of a crystalline solar cell following the permutations available in the

solar cell industry. This developed model for solar cells can be easily incorporated in

full-wave analysis with arbitrary antennas.
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Chapter 4

Antenna Radiation E�ciency

Prediction

4.1 Introduction

The prediction of the radiation e�ciency of arbitrary antennas through measurements

is considered a di�cult task [59, 60]. Yet, it is an important performance �gure of

merit for antennas that designers care about for various applications. Depending

on the available measurement facilities, di�erent prediction procedures have been

proposed through literature with di�erent limitations and accuracy levels [59,60]. In

general, the antenna radiation e�ciency (ηr) represents the Ohmic losses inside the

antenna structure in comparison to the radiated power [48] as

ηr =
Pr
Pa

=
G

D
(4.1)

where Pr and Pa are the radiated and accepted power by the antenna ports, respec-

tively, D and G are the antenna directivity and gain, respectively. Many measurement

techniques have been presented to measure this quantity, which vary in terms of the

required equipment and anticipated accuracy as presented in [59,60].
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4.1.1 Previously Introduced Measurement Techniques

According to the availability of various antenna/microwave measurement equipment,

di�erent procedures have been proposed to predict the antenna e�ciency, namely:

the pattern integration method [59], the radiometric method [61], the directivity/gain

method [60], the reverberation chamber method [62], and the Wheeler cap method [63].

Each method requires a distinct setup and instrumentation that varies in frequency

range of operation, the required space, and cost.

The pattern integration method is considered a direct implementation of Eq. (4.1)

by simply integrating the radiation pattern of the antenna over a complete sphere in

the far �eld to evaluate the radiated power. The accuracy of calculating the above

equation depends directly on the number of points taken on a sphere to evaluate the

integration. Also, the resolution to distinguish between antennas with close e�ciency

values is highly a�ected by the accuracy of the measuring devices. The only concern

about this method is the need for a large anechoic chamber to evaluate the e�ciency

of antennas operating at low frequency [59]. The di�culty to obtain far �eld radia-

tion patterns makes this method only suitable for antennas which measurements of

radiation patterns in two planes are su�cient to represent the 3D antenna radiation

pattern. Moreover, near to far �eld type measurements can be of use for this fre-

quency range, but this requires a di�erent setup though. Other similar approaches to

this method have been introduced in [64, 65] that also require measurements inside

the anechoic chamber with sorts of integration of the measured data.

The radiometric method is based on measuring the noise temperature produced

by an antenna as a means to measure the antenna e�ciency. The method is based

on the idea that the losses inside an antenna contributes much to the produced noise

temperature in the ambient temperature [61, 66]. This procedure setup requires a

noise �gure meter to measure the noise temperature of the antenna. The main in-

convenience about this method is that it requires the antenna to be pointed towards
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the sky or at least have an electrically transparent view of the sky for the cold mea-

surement [66]. This requires an antenna measurement to be done outdoors or at least

through a transparent roof with a re�ector. Therefore, this method is suitable for

directive antennas.

The directivity/gain method is also a direct evaluation of Eq. (4.1) by obtaining

both values of the gain and directivity of an antenna [60]. The gain value can be

obtained from a standard horn antenna setup experimentally. The directivity value

can be obtained by either numerical analysis or by using the approximated formulas

that relate the beam width to directivity [48]. Since measuring both quantities are

completely not related, a lot of error sources are present (human error and fabrication

tolerance). However, this method can be used to quickly obtain the e�ciency value.

Moreover, this method is also very reliable to get the radiation e�ciency of directive

antenna.

The reverberation chamber method is used to measure the antenna e�ciency in

multipath environment [62,67]. It is used to measure the antenna e�ciency in a closer

to reality approach. This is achieved by involving moving objects and changing the

AUT position inside the metallic reverberation chamber. The results of this technique

are pretty much comparable to the Wheeler cap method [68], which is the core of the

proposed work without the need for a reverberation chamber setup.

4.1.2 The Wheeler Cap Method

Wheeler cap method, proposed in [63], is considered among the simple and cost ef-

fective methods to measure the radiation e�ciency of small size antennas compared

to the other procedures [60]. Originally as proposed by Wheeler in [63], the method

was developed for electrically small antennas. It assumed simple resonator circuit(s)

to model the antenna operation, where the power dissipation is due to radiation and

Ohmic losses. The main advantage of this technique is the need for only re�ection
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coe�cient measurements at the antenna port rather than three dimensional far-�eld

measurements. Furthermore, the Wheeler cap method is advantageous for low fre-

quency antennas as anechoic chambers that can operate in that frequency band are

not easily available [59]. In addition, several enhancements to the Wheeler cap mea-

surement procedure have been presented to enable the method to be used beyond

small antenna. Higher order circuit models for higher order modes have been ex-

ploited for antennas that cannot be modeled by simple resonator circuits or for wide

band responses as presented in [69, 70] and further improved in [71]. The presented

results of these equivalent circuit based Wheeler cap methods show signi�cant ac-

curacy and �exibility to accommodate di�erent antennas. However, the employed

higher order circuit models add numerical overhead to the development process.

In addition, circuit model independent procedures have been introduced in [72�76],

which alleviated the e�ort required to develop antennas' circuit models. These meth-

ods also provide reasonable approximations for radiation e�ciency even in the pres-

ence of several cavity modes besides the antenna mode(s) inside the Wheeler cap. The

Improved Wheeler Cap method (IWC ), proposed in [72] provided results for single

mode and narrow band antennas even in the presence of `few' cavity modes by using

di�erent sized Wheeler caps. The procedure was modi�ed in [73, 74] to incorporate

the antenna frequency response instead of using di�erent Wheeler caps. Moreover,

further re�nements to the IWC method have been proposed in [75,77]. Furthermore,

another Modi�ed Wheeler Cap method (MWC ) was proposed in [76] and further

corrected in [78] to predict the radiation e�ciency of ultrawide band antennas using

spherical Wheeler caps and multiport network analysis. Results comparison between

the available circuit model independent procedures and the proposed procedure in

this work are presented at the end of work for completeness of the study.

The concept of using quality factors with Wheeler caps to approximately pre-

dict radiation e�ciency is used in [59, 79, 80]. These references predicted radiation
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e�ciency for small or narrow band antennas based on approximate expressions, as

presented in [81]. Recently, a circuit model independent Wheeler cap method was

proposed based on computing quality factors for various types of antennas and re-

sponses [82, 83]. The method provides better approximations for radiation e�ciency

for di�erent antenna types ranging from small antennas, dual band antennas and wide

band antennas. However, the provided expressions have not yet been proven suitable

for the di�erent responses related to Wheeler cap measurements. In addition, re-

production of results and the stability of the procedure have not been discussed in

details. Thus, several studies are required to be presented to evaluate the potential

of using the Quality factor (Q-factor) method, which is the focus of this work.

In this work, the design procedure is introduced for the contactless Wheeler cap.

Di�erent wide band electromagnetic shielding techniques are accommodated through

the proposed designs. The shielding concept is simple, it is based on surrounding

the cap with a �ange of Perfect Magnetic Conductor (PMC ) surface that is when

parallel with a metallic conductor prevents leakage in between where the separation

is less than a quarter wavelength. As such, it acts as a high pass �lter between the

cap edge and the outer edge of the �ange. The magnetic conductor surface is arti-

�cially realized using periodic electromagnetic band gap (EBG) that is acting as an

arti�cial magnetic conducting (AMC) surface. Once it is arti�cially realized it acts

as a band stop �lter. To use the Wheeler cap for wideband application, the band-

width of such �lter is increased to cover an extremely wide band. Furthermore, two

di�erent designs are presented to cover the frequency bands from 1.5 GHz to nearly

40 GHz accommodating the usual antenna design environment into the design of the

shielding �anges, such as large ground planes, dielectric substrates and solar cells.

The designed Wheeler caps shielding quality are tested through measuring quality

factors of cavity modes, which indicate the quality of measurements at frequencies

close to these cavity modes. The results of the proposed designs are veri�ed with
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measurements for di�erent antenna types and frequency bands in di�erent antennas'

environments.

4.2 E�ciency Prediction Procedure

The process begins with �tting the antenna response in free-space and inside the

shielded Wheeler cap into a rational function Γ (s) as a function of the complex

frequency s = σ + jω, similar to [84] viz

Γ (s) =
ans

n + an−1s
n−1 + · · ·+ a1s+ a0

bnsn + bn−1sn−1 + · · ·+ b1s+ 1
(4.2)

where an and bn are constants evaluated by the complex least square �tting method

[85]. The maximum order of the polynomials is determined adaptively through the

process to insure the satisfaction of a pre-speci�ed error tolerance between the mea-

sured and �tted curves. A maximum allowed polynomial order value can be set to 15

∼ 20 to avoid numerical errors through the process related to the machine saturation

or round up. Also, the frequency range of the measured re�ection coe�cient can

be divided into separate frequency segments if the error is not satisfactory using the

maximum allowed order. An adaptive approach can be programmed for this process

to ensure continuity of the response(s) and their derivative. Once the re�ection coef-

�cient is e�ectively represented by the rational function(s), the quality factor can be

easily evaluated using the invariant formula in [86] without assuming a circuit model

for the antenna as

Q =
ω0 |dΓ(s)/dω|

1− |Γ|2
(4.3)

where ω0 is, by de�nition, the resonance angular frequency of the unloaded resonator

and Q is the loaded quality factor including the e�ects of the coupling network.

Typically, the slight di�erence between the loaded and unloaded resonance frequencies
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should not a�ect the results of the proposed procedure as shown in [86,87].

Respecting the radiansphere of the Antenna Under Test (AUT ) by the Wheeler

cap, the cap is assumed not to add losses to the measurement setup. Thus, the eval-

uated quality factor of the antenna inside the Wheeler cap is considered to represent

the losses of the antenna only. Consequently, the antenna e�ciency can be computed

knowing the quality factor values for the antenna in free-space Qa and inside the

Wheeler cap Qw using a simple expression that can be easily derived [59,79] as

ηr ' 1− Qa

Qw

. (4.4)

Also, the total e�ciency of the antenna can be calculated by introducing the return

loss into the total losses in the system as ηt =
(
1− |Γa|2

)
ηr, where Γa is the re�ection

coe�cient of the antenna in free-space.

It is essential to elaborate that the main bene�t of going through the described

procedure is the accuracy in accommodating the measured responses. The proposed

method is a good candidate to deal with under-sampled measurements, where it can

reliably predict the response and its derivative in between the measured samples.

This feature is directly inherited in the quality factor evaluation when it is evaluated

analytically from the re�ection coe�cient in Eq. (4.4).

Another important property of the �tted expression, which is already implemented

in most of nowadays full-wave solvers, is the ability to accurately determine the

resonances of the measured structure. In case of measuring the antenna response in

free-space, the resultant poles and zeros are for the antenna resonance frequency(ies)

within measurement frequency band along with other numerical artifact resonances

outside the measurement band. The distance between the pole/zero and the jω axis

in the s complex plane is inversely proportional to the radiating mode bandwidth

(i.e. the distance is proportional with the losses in the system). Alternatively, the
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(a) (b)

Figure 4.1: An illustration to the proposed contactless Wheeler cap concept. (a) The
ideal model using a PMC �ange that acts as high pass �lter. (b) The realization of
the shielding �ange using an AMC �ange that acts as a band stop �lter.

response of the antenna inside the Wheeler cap has pairs of poles and zeros related

to the antenna resonance(s) (slightly shifted) and cavity modes condensed near the

jω axis. The antenna modes can be identi�ed within the pool of the cavity modes in

a large Wheeler cap measurement setups by observing the distance between the pole

and zero in the s plane. Cavity modes correspondent poles and zeros are always very

close to each other compared to antenna modes correspondent poles and zeros. This

can be used to even develop circuit models for antennas based on the type of resonator

depicted from the zeros and poles interpretation to be used even with the original

Wheeler cap concept. This can be used to automatically identify cavity modes that

interact with the antenna, as approximations, that could give us an indication of how

good the e�ciency prediction is at these frequencies as elaborated in Appendix A.2.2.

4.3 The Contactless Wheeler Cap

Many possible scenarios cannot be properly shielded based on the conventional Wheeler

cap. The proposed contactless Wheeler cap provides the electromagnetic shielding for

such scenarios by using an evanescent wave structure. Such structure consists of two

parallel plates of Perfect Electric Conductor (PEC ) and Perfect Magnetic Conductor

(PMC ) separated by a distance of less than λ/4 [88] (PMC top and PEC bottom,
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PMC/PEC) as shown in Fig. 4.1 (a). This insures no propagation between these two

plates to provide the required shielding. This is acting also as a high pass �lter. Some

of these scenarios involve having antennas above inductive surfaces, such as dielectric

substrates. Here, we design a square cross section Wheeler cap with an EBG �ange to

provide Arti�cial Magnetic Conductor (AMC ) as shown in Fig. 4.1 (b). An arbitrary

wide band performance of the shielding �ange can be obtained by invoking band-

width enhancement techniques such as stacking [89] and cascading [90] for unit cells.

Consequently, the metallic shield is designed also to accommodate a moderate-sized

antenna that occupies (λ0/2×λ0/2×λ0/4) at the lowest frequency in the desired band.

In addition, the metallic shield is required to achieve the radiansphere distance to the

antenna as presented in [63]. This makes the minimum required Wheeler cap size of

(0.66λ0 × 0.66λ0 × 0.41λ0) at the lowest design frequency. The following subsections

discuss in detail the proposed design and its advantages. Also, two di�erent Wheeler

cap designs are proposed to cover the frequency bands from 1.5 GHz to nearly 40

GHz using the proposed concept.

4.3.1 The Employed EBG Unit Cell

The use of conventional mushroom-shaped structures, proposed in [57], for low fre-

quency applications requires using large structure dimensions. This usually leads

to a large size for the Wheeler cap shielding �ange; especially if a multi-cell cas-

caded approach is implemented to obtain large bandwidths. It is well known that

the bandwidth of the mushroom EBG type is proportional to the substrate thickness

and inversely proportional to the dielectric constant [58]. However, using too thick

materials is non-preferred from a mechanical point of view because this limits the

ability to use �ne drills to create the necessary vias. This is because each fabrica-

tion process is limited to certain minimum aspect ratio between the via diameter and

substrate thickness, which varies from one process to another. Also, increasing the
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dielectric constant to decrease the overall structure size has a negative impact on the

bandwidth [58]. In order to reduce the cell size and enhance the bandwidth, a new

cell is proposed to increase the overall thickness by cascading separate non-touching

layers. The new cell takes into consideration some electrical and mechanical scenarios

that might exist in the �nal product such as poor electrical contacts and fabrication

minimum drilling aspect ratio in making vias. The structure consists of two stacked

mushrooms shaped with an extended capacitive gap between the layers to accommo-

date any air gap or poor contact between layers as shown in the cross section view

in Fig. 4.2 (a) with the equivalent circuit model shown in Fig. 4.2 (b). In the circuit

model, it is clear that the inductance L and capacitance C1 are the same as the circuit

model of the conventional mushroom-shaped structure [89], but the capacitance C2

is mainly the e�ect of the extended capacitive gap introduced between layers sepa-

rated by the distance (G = 0.1 mm) in Fig. 4.2 (a). The resonance frequency of such

structure can be manipulated to be

ω0 =
1√

L
(

1
C1

+ 1
C2

)−1 (4.5)

which means that the larger the value of C2 compared to C1, the more the performance

becomes closer to a conventional thick mushroom-shaped structure. Fig. 4.3 shows

the electrical advantage using this structure in terms of achievable band gap compared

to the single layer design with the same unit cell outline with thick and thin substrates.

The used stacked unit cell dimensions are D1 = D2 = Dt = 1.575 mm, H = 0.1 mm,

P = 14.5 mm, W2 = 14.3 mm, and via diameter of 0.5 mm. Also, the single layer

mushroom-shaped structures has the width of the patch W = 14.3 mm and period

size P = 14.5 mm to be compliant with the stacked version with substrate thickness of

1.575 mm for the thin unit cell and 3.15 mm for the thick unit cell. It is important to

mention that all the unit cells are designed using Rogers material 5880 with εr = 2.2.
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(a) (b)

Figure 4.2: The proposed EBG unit cell. (a) A cross section of the square unit cell.
(b) Equivalent circuit model.

The main bene�t of the employed unit cell is its compactness when compared to the

original mushroom-shaped structure, which reaches around 15% of the side dimension

to have the same starting frequency of the band gap. Also, the exploited unit cell

features a larger bandwidth ratio, that reaches around 2.15 compared to 1.66 for the

thin substrate design. Moreover, the design accounts for the possibility of having an

unavoidable air gap between layers (G = 0.1 mm). Of course, the smaller the air gap,

the better the performance of the unit cell. However, the design considers the aging

e�ect, which may result in having an oxide layer on top of the copper that reduced

the contact quality.

Another important advantage of the proposed unit cell is the tolerance to slight

misalignment that could happen through the assembling process. Fig. 4.4 (a) shows

the misalignment representation in one plane cut by the value δ, where in practice this

misalignment can happen in both planes (δx and δy). The original dispersion diagram

for the �rst 3 modes of the optimum unit cell with the same outline dimensions as

introduced above with W1 = 12 mm is shown in Fig. 4.4 (b). Figs. 4.4 (c) and

4.4 (d) show the dispersion diagrams for the misaligned structure, which shows a slight

variation in the unit cell performance. This advantage can be of great use if this unit
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Figure 4.3: The intermediate square patches width W1 e�ect on the proposed unit
cell band gap performance in comparison with its compliant thin and thick single
layer unit cells' band gaps.

cell is used for mass production. It is also worth stating that this arrangement does

not require using an adhesive material to join the two substances. Nevertheless, the

indicated values on the horizontal axes in the dispersion diagrams are speci�c points

with transverse wavelength (kx and ky) as

Γ : kx = 0, ky = 0, (4.6)

X : kx =
2π

P
, ky = 0, (4.7)

M : kx =
2π

P
, ky =

2π

P
, (4.8)

following the same procedure indicated in [58].

4.3.2 Design 1: 1.5 - 4 GHz

The �rst Wheeler cap design is made to cover the frequency range from 1.5 to 4 GHz.

As the employed procedure exploits the cascading concept to enlarge the Wheeler

cap bandwidth, the bandwidth ratio is arbitrarily chosen here to be 2.67 to have a

reasonable size structure. The Wheeler cap metallic shield size is chosen to be (165

mm × 165 mm × 82 mm). This design considers the worst case AUT environment

39



(a) (b)

(c) (d)

Figure 4.4: Misalignment e�ect on the proposed EBG unit cell. (a) Plane cut illus-
tration. (b) Dispersion diagram of the aligned unit cell ( δx = δy = 0). (c) Dispersion
diagram of the misaligned unit cell (δx = δy = 1 mm). (d) Dispersion diagram of the
misaligned unit cell (δx = δy = 2 mm).

scenario to be an antenna printed above or in the presence of large dielectric sub-

strate of Rogers material 5880 with εr = 2.2 and thickness 1.575 mm. That means

the Wheeler cap edge cannot be electrically connected to the ground plane of this

substrate and the contaclless Wheeler cap �ange will be separated from the substrate

ground plane by such a thickness. The EBG �ange consists of two di�erent cascaded

unit cells to achieve the required bandwidth as shown in the layout in Fig. 4.5, where

the dimensions are presented in Table 4.1. Generally, the unit cell periods' dimen-

sions are chosen to have a small least common multiplier value. For fabrication cost

and design rigidity, the substrate material has been chosen to be FR4 (εr = 4.3) with

thickness 1.575 mm, which is more rigid than the Te�on based material with εr = 2.2
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Figure 4.5: The layout of Design 1 shielding �ange.

Table 4.1: Design 1 cells' dimensions, band gaps, and chosen number of rows as
presented in the layout shown in Fig. 4.5.

Cell P W2 W1 rvia Band Gap
NrowsSet # mm mm mm mm GHz

1 8 7.85 6.1 0.15 2.34 - 4.53 3
2 12 11.85 10 0.15 1.5 - 2.78 4

with the same thickness. Of course, this choice reduces the achievable band gap from

a unit cell, but it has many manufacturing and mechanical properties that make it a

better choice for the application.

Using a simpli�ed parallel plate setup to measure the isolation of a limited number

of rows of each cell as shown in Fig. 4.6, the overall isolation of the cascaded structure

can be depicted from the overall envelope of individual cells' isolation as shown in

Fig. 4.7 (a). This simulation model is expected to be more accurate than the one

presented in [90] due to the more precise placement for the symmetry planes that

matches the expected �eld distribution. The design is expected to perform better in

terms of band gap performance for thinner antenna environment substrates or even

an air gap. Having only a small air gap between the EBG �ange and the ground plane

(∼ 0.1 mm), the isolation performance of the proposed shielding �ange is enhanced

in terms of level and bandwidth as shown in Fig. 4.7 (b). Results show that having

the design operating in the stated dielectric environment with a speci�c electric gap

height includes the operation of the same design with smaller electric gap heights.

Fig. 4.8 shows views of the fabricated model of the designed contactless Wheeler
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Figure 4.6: Simpli�ed simulation model to measure the isolation of a limited number
of rows of unit cells. The top �gure is the side view of the setup and the bottom
�gure is the top view.

cap. The metallic shield is made with brass sheets with thickness 0.254 mm soldered

to the ground plane of the EBG isolation �ange. The double layer EBG structure is

�xed with 8 brass screws aligned with vias not to disrupt the periodicity of unit cells.

The overall side dimension of this square Wheeler cap design is 309 mm.

It is interesting to investigate the implication of using the proposed unit cell on the

overall size of the shielding �ange. As elaborated before about the compactness factor

enhancement introduced by the proposed unit cell, which is around 15% of the side

dimensions to have the same band gap starting frequency. The achievable bandwidth

ratio is another factor to consider. This means that to cover the desired bandwidth

of the presented contactless Wheeler design, 3 di�erent cell sets have to be used. The

largest cell should have a side dimension of at least 13.8 mm. The second and third

cell sets should have side dimensions of 9.2 mm and 6.9 mm, respectively, to perfectly

�t in the overall layout. Considering a minimum number of rows for each cell set

to be 3, this results in having the overall side dimension of the square Wheeler cap

to be 344.4 mm (24% increase of area compared to the presented design). However,

the required shielding through the whole operating frequency band has to be studied

extensively to determine the optimum number of rows for each cell set, which should

be equal or larger than 3. Therefore, the overall increase of the design surface area
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(a) (b)

Figure 4.7: The overall isolation performance of the proposed cascaded structure
depicted from the performance of individual cells [90]. (a) with AUT environment of
1.575 mm and εr = 2.2. (b) with 0.1 mm air gap as the AUT environment.

(a) (b)

Figure 4.8: The fabricated model for Design 1.

can be even larger.

4.3.3 Design 2: 3.5 - 40 GHz

Extending the same design concept presented in the previous design, another Wheeler

cap can be designed for an upper band. The bandwidth ratio is chosen to be large

in this case to the maximum achievable reasonable ratio as the resultant structure

is small. This is mainly to cover a wide range of antenna applications and bands.

First, the Wheeler cap dimensions are chosen to satisfy the necessary conditions to
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Figure 4.9: The layout of Design 2 shielding �ange.

be (63.8 mm × 63.8 mm × 31 mm). Then, the isolation EBG �ange is designed

to cover the required frequency band. Following the same design considerations and

procedure as shown before, the layout of the shielding �ange is shown in Fig. 4.9.

The dimensions of the di�erent cascaded cell sets are presented in Table 4.2. It is

noticed that the band gap ratio of the proposed unit cell deteriorates as the unit

cell size decreases. Therefore, single thin layer designs are incorporated through this

design to allow the device to operate at high frequencies as illustrated in Table 4.2

for cell sets #3 and #4. These unit cells are characterized only by the period P ,

the square patch width W2, and via radius rvia dimensions. The transition between

di�erent unit cell con�gurations is designed and studied extensively to insure there is

no leakage when the waves travel from one type to the other. The proposed solution

for this transition is shown in Fig. 4.10 featuring duplication of single layer design

in the stacked environment. This prevents leakage between the layers using the fact

that the band gaps of the bottom cells with the small air gap includes the band

gap of the top cells with larger gap. The overall performance of the isolation with a

dielectric material with εr = 2.2 and thickness 1.575 mm using cascaded sections of

two adjacent cell types is shown in Fig. 4.11 (a), which is below −25 dB from 3.5 to

18 GHz.

Alternatively, it is usually expected to use much relieved conditions for the AUT

environment at frequency bands around the 20 GHz. Therefore, the isolation per-

formance of the designed shielding EBG �ange improves in such conditions. Fig.

4.11 (b) shows the overall isolation performance of the proposed cascaded structure
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Table 4.2: Design 2 cells' dimensions, band gaps, and chosen number of rows as
presented in the layout shown in Fig. 4.9.

Cell P W2 W1 rvia Band Gap
NrowsSet # mm mm mm mm GHz

1 5.8 5.6 4 0.15 3.44 - 5.99 4
2 2.9 2.8 2.25 0.15 6.59 - 8.44 4
3 2.9 2.7 NA 0.15 6.87 - 12.98 4
4 1.45 1.25 NA 0.15 12.02 - 18.55 6

Figure 4.10: The transition between stacked cells to single thin layer EBG cells (be-
tween cells' sets #2 and #3 in `Design 2' structure).

in pairs for the AUT environment of εr = 2.2 and thickness 0.508 mm . The results

show that the isolation bandwidth covers the frequency range from 3.2 to 25 GHz.

Also, the isolation performance of the proposed Wheeler cap covers up to 40 GHz if

used directly on top of a ground plane with a typically predicted air gap of 0.1 mm.

The fabricated model is shown in Figs. 4.12 (a) and 4.12 (b). The layout order

of the di�erent cell sets that is intentionally started with the higher frequency band

from the inside to the lower frequency band on the outside for di�erent electrical

and mechanical advantages. From an electromagnetic prospective, waves travel small

electric distances before they are blocked by the correspondent EBG structure, which

reduces the amount of losses in the FR4 substrate. The opposite layout leads the high

frequency components to travel a longer electrical distance before getting blocked by

their corresponding EBG cells. The mechanical advantage in the current layout is the

need for less number of patches and in turn less number of vias, which is considered

a challenge for fabrication.

Another important issue concerning holding the two layers together is to use
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(a) (b)

(c)

Figure 4.11: The overall isolation performance of the proposed cascaded structure
depicted from the performance of individual cells [90]. (a) (a) with AUT environment
of 1.575 mm and εr = 2.2. (b) with AUT environment of 0.508 mm and εr = 2.2. (c)
with 0.1 mm air gap as the AUT environment.

`metallic' (2-56) screws and nuts as shown in the Figs. 4.12 (a) and 4.12 (b). The

original idea was to use just plastic screws of the same size to minimize perturbation

of the structure, but leakage was observed in the frequency band of the altered EBG

cells. So, the solution was to use metallic screws and nuts instead. The heads of

the screws are counter-bored in the PCB surface to prevent any unwanted presence

of air gap. Of course, gluing the two substrates together would give better results

only when the used glue has a very small thickness. However, this process requires

pressure and heating, which need special setups that are avoided in this work.
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(a) (b)

Figure 4.12: The fabricated model for Design 2. The arrows point to the screws and
nuts positions.

4.4 Measured Quality Factors

Measuring the quality factors of the employed Wheeler cap helps to predict the quality

of the measured radiation e�ciencies upon interacting with arbitrary cavity modes as

explained in Appendix A.2. Using a short probe inserted inside the shielded Wheeler

cap cavity, the cavity modes' quality factors can be predicted through the procedure

presented in Eqs. (4.2) and (4.3). Typically, analytical analysis of rectangular cavities

made of brass results in quality factor values in the order of 20000 [91]. However,

these values may be reduced due to using lead solder and also lossy substrates for

the EBG shielding �anges. Therefore, for the `Design 1' contactless Wheeler cap, the

predicted quality factors using a copper ground plane with a typical air gap distance

to the EBG surface or around 0.1 ∼ 0.2mm are presented in Fig. 4.13. The presented

quality factor values are mostly around few thousands. However, by the end of the

designed frequency band (∼ 4 GHz), the quality factors drop due to leakage from the

Wheeler cap. Thus, this Wheeler cap is suitable for our measurements within the

design frequency band.

Furthermore, the same procedure has been conducted for `Design 2' contactless

Wheeler cap for di�erent scenarios. Initially, the stacked EBG structure is �xed

together using four screws as shown in Fig. 4.12. Thus, the measured quality factors
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Figure 4.13: The predicted cavity modes' quality factors of `Design 1' contactless
Wheeler cap obtained through measurements.

over an aluminum ground plane are shown in Fig. 4.14 for the frequency range from

3 GHz to 26 GHz, which is the end of the employed high quality SMA connector.

The measured quality factors show and increasing behavior as frequency increases

till 10 GHz is reached. Then, the quality factors within the frequency band of the

mushroom shaped EBG set #4 are almost around 10000, which is favorable for the

proposed purpose. However, low quality factor values are observed at lower frequency

bands, which can be either due to undesired leakage as a result of using screws or

due to losses due to propagation though lossy parallel plate structure as noticed

in Figs. 4.7 and 4.11 below the bandgap frequency range. To clarify the reason

for these low quality factors, another contactless Wheeler cap measurement setup is

built without using screws as shown in Fig. 4.15. The measured quality factors using

this setup are shown in Fig. 4.16 indicating similar losses trend as presented in the

previous case in Fig. 4.14, which indicate that the reason behind the low quality

factor values is propagation through a lossy parallel plate guide. The consequence of

this observation is to expect errors around the coupled cavity mode to the antenna

mode with the impact governed by Eq. (A.5). Nevertheless, the same procedure is

applied to measure the quality factors of the contactless Wheeler cap cavity having a
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(a) (b) (c)

Figure 4.14: The predicted cavity modes' quality factos of `Design 2' contactless
Wheeler cap obtained through measurements.

(a) (b)

Figure 4.15: The fabricated model for Design 2 without using screws.

solar cell as a ground plane, which should behave closely to ground planes as depicted

from Chapter 3. The measured quality factors are shown in Fig. 4.17 indicated lower

values due to power consumption in the solar cells lossy structure. This consequently

adds uncertainty to the measurement as explained in Appendix A.2.2 around the

coupled cavity modes. However, the envelope of the predicted radiation e�ciency

curve still contains the necessary information about the performance of an antenna

within this lossy environment as employed for other Wheeler cap post-processing

procedures [78,92].

4.5 Measurement Results

In this section, veri�cation measurements using the proposed setup are conducted

to test its potential. Then, measurements of the radiation e�ciency of integrated

49



Figure 4.16: The predicted cavity modes' quality factors of `Design 2' contactless
Wheeler setup shown in Fig. 4.15.

Figure 4.17: The predicted cavity modes' quality factors of `Design 2' contactless
Wheeler setup using solar cells as a ground plane.

antennas with solar cells are presented.

4.5.1 Veri�cation Cases

The �rst case is the A-Shaped DRA antenna [93]. The antenna geometry is shown

in Fig. 4.18 (a) with dimensions W = 14 mm, Ww = 6 mm, WL1 = WL2 = 6.7

mm, LD1 = LD2 = 9.15 mm, FL1 = 5.4 mm, and FL2 = 13 mm. Using Design 2

of the proposed contactless Wheeler cap setup, the measured antenna e�ciency is

presented in Fig. 4.18 (b). As expected, the employed DRA has a high radiation

e�ciency (97% ∼ 99%)as reported in the literature [93] and shown in Fig. 4.18 (c).
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(a) (b) (c)

Figure 4.18: The employed model for the A-Shaped DRA [93] with the measurement
results. (a) Fabricated model with geometry parameters. (b) Measured antenna
e�ciency and re�ection coe�cient. (c) The reported antenna e�ciency in [93] c©2010
IEEE.

The reported results are for the total radiation e�ciency, which includes the return

loss into consideration for the antenna e�ciency. It is important to notice that since

the original antenna has a vertical ground plane, the antenna has to be contained

inside the Wheeler cap and a horizontal large ground plane.

The second veri�cation case is for a circular patch antenna operating at 10 GHz

fabricated on a Rogers 5880 material (εr = 2.2) with a height of 1.575 mm. The radius

of the patch is rpatch = 5.05 mm. Also, the dielectric substrate is intentionally made

oversize to test the shielding capability of the fabricated model of the contactless

Wheeler cap using the same design environment as in Sec. 4.3.3. The fabricated

patch antenna and results are shown in Fig. 4.19 presenting very close prediction for

the radiation e�ciency of the patch antenna (within 2% percentage points). Also, the

e�ects of the coupled cavity modes are shown to minimally a�ect the measured values

due to the low losses inside the dielectric substrate material of the patch antenna. It is

important to illustrate that this method answers the missing part in [94] by proposing

a technique to measure the antenna e�ciency of conventional patch antennas.

Another measurement case exploits the linearly polarized wide band antenna that

is based on Huygene's principle presented in [95]. The antenna structure is presented

in Fig. 4.20 with dimensions W = 60.1 mm, L = 30.2 mm, H = 30.5 mm, b = 22.9
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(a) (b)

Figure 4.21: The measured and processed results for linearly polarized wide band
antenna. (a) Measured re�ection coe�cients. (b) Predicted radiation e�ciency com-
pared with other post-processing techniques.

Fig. 4.22 (a). The computed and measured re�ection coe�cients in free-space are

shown Fig. 4.22 (b) indicating insigni�cant changes due to the presence of solar cells

compared to the case with the aluminum ground plane. However, the predicted radi-

ation e�ciency shows less than 3% deterioration of the radiation e�ciency compared

to the case with the aluminum ground plane as presented in Fig. 4.22 (c). This lines

up with the �ndings in Chapter 3, which indicates low loss level in terms of surface

impedance inside the solar cells structure.

The second test case exploits the U-shaped DRA as shown in Fig. 4.23 (a) with

the same details and dimensions employed in Appendix A.3. The measured re�ection

coe�cient indicates a slight di�erence according to the ground plane type as presented

in Fig. 4.23 (b). Moreover, the measured radiation e�ciency in Fig. 4.23 (c) shows

minor changes that can be considered within the proposed procedure tolerance level

(∼ 2%). However, it is important to notice that the measurement results do not show

any polarization dependent performance according to the orientation of the antenna

E-plane with the solar cells conducting lattice (parallel ‖ and perpendicular ⊥) as

shown in Figs. 4.23 (b) and 4.23 (c).

Furthermore, the wideband circular stacked DRA is used as a test case for the
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(a)

(b) (c)

Figure 4.22: The structure and measured results for a monopole antenna mounted
over solar cells. (a) Antenna structure. (b) The computed and measured re�ection
coe�cients in free-space. (c) Computed and predicted radiation e�ciency for di�erent
scenarios.

proposed study as shown in Fig. 4.24 (a). The dimensions of the employed antenna

are the same as the presented antenna in Appendix A.4. The measured re�ection

coe�cients indicate di�erences according to the ground plane type as shown in Fig.

4.24 (b) in a similar way as the previous case. Also, the predicted radiation e�ciency

shows minor deterioration (∼ 2%) within the dielectric resonator broadside radiation

frequency band as introduced in Fig. 4.24 (c). However, at the end of the measured

frequency band (∼ 15 GHz), a monopole-like radiation type mode is present, which

su�ers from around 4% percentage points deterioration in the measured radiation

e�ciency.

The presented test cases indicate that DRAs integrated with solar cells are less
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(a)

(b) (c)

Figure 4.23: The structure and measured results for a U-shaped DRA mounted over
solar cells. (a) Antenna structure. (b) The computed and measured re�ection coef-
�cients in free-space. (c) Computed and predicted radiation e�ciency for di�erent
scenarios.

a�ected by the solar cells in their broadside radiation modes. This results line up

with the �ndings in [96], which indicate that dielectric resonator antennas are not

a�ected much by the triple junctions of the solar cells. Also, monopole type radiation

antennas are subjected to more interaction with the solar cells structure, which results

in consumption of the radiated power in the solar cell body. Therefore, one may

think of DRAs as one of the best alternatives for integration with solar cells as their

associated broadside radiation modes do not interact with the solar cells ground plane.

One can also predict that using DRA with smaller footprint on the solar cell shall

not cause too much blockage of light.
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(a)

(b) (c)

Figure 4.24: The structure and measured results for the wideband circular stacked
DRA mounted over solar cells. (a) Antenna structure. (b) The computed and mea-
sured re�ection coe�cients in free-space. (c) Computed and predicted radiation e�-
ciency for di�erent scenarios.

4.6 Summary

A new design implementing the Wheeler cap concept was proposed to measure ar-

bitrary moderate sized antenna radiation e�ciency in a contactless fashion. This

design concept has been proposed for the purpose of predicting the antenna radia-

tion e�ciency incorporating the antenna's large ground plane environment into the

Wheeler cap's shielding structure, such as antennas over large substrates, oxidized

metals and solar cells. The introduced design made use of evanescent wave guiding

structures to provide the required EM shielding without requiring electric contacts

between ground planes and the Wheeler cap. This was implemented using cascaded
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and stacked mushroom-shaped EBG structures for wide band performance. A novel

EBG unit cell has been presented through this work for compact design for the re-

quired shielding �anges. Two di�erent contactless Wheeler caps were designed to

cover the frequency band from 1.5 GHz to 40 GHz. Anticipation for the quality

of measurements was conducted through measuring the quality factors of the cavity

modes inside the presented contactless Wheeler cap designs. These measured quality

factors exhibited relatively high values in most of the designed bandwidths indicating

acceptable performance according to an error estimation criterion. The same principle

was tested for solar cells ground planes showing a signi�cant reduction in the quality

factor values, which reduced the quality of measurements in this environment. Veri-

�cation and measurement cases have been presented to validate the proposed designs

and characterize di�erent antennas mounted over solar cells.
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Chapter 5

The Random Auxiliary Sources

Method

5.1 Introduction

Upon developing a numerical solver for serving as a design tool for the presented work,

a novel approach, inspired by the Method of Multiple Multipole (MMP)or the Gen-

eralized Mulipole Method (GMP) [97], is introduced to allow for easier adaptation to

the studied problems. This technique, through its projected fast, simple, and �exi-

ble formulation and implementation, can be used for solving antennas and scattering

problems with anisotropic surface impedance boundaries. This type of problems has

very limited coverage by the commercially available software. Also, it can be used to

model radiating antennas in both the near and far �eld regions, which can be used

for the re�ectarray design procedure.

The GMP method was introduced in the eighties by Hafner [97] with promises to

be a faster technique than MoM. It has been proved that equivalent problems with

sources away from the surface of the objects can be used to accurately solve EM

scattering problems [98]. Several independent groups contributed to this method [99]
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providing suggested positions for point matching and source placement for optimal

accuracy of the solution. The suggested optimal placement of the sources is uniform

and away from the surface of the object. Moreover, the method features simple solu-

tions to problems avoiding singularity extraction. In addition, the solution stability of

the problem of using the GMP has been studied in [100]. Inaccuracy in the provided

solutions using the MMP method for complicated problems has been treated using the

singular value decomposition. This eliminates the unnecessary testing points along

with redundant sources. However, this adds more overhead to solve the problem.

In the various implementations of the GMP procedure, the 2D problem has been

studied extensively starting with [101]. An optimization for the sources' positions in

the solution domain has been performed in [102] with adaptation to structures with

wedges. This is done by placing sources very close to edges to simulate the singular

behavior of the �elds at the edges. The performance of this technique has been

studied in [103] for the required number of unknowns and contour choice. The study

concluded that this method is e�cient for small objects and not reliable for large

objects. Also, in [104], it has been concluded that the optimum choice of the sources'

contour for best accuracy in boundary conditions satisfaction is not necessarily the

most economical choice for the number of unknowns and consequently execution time

in comparison to MoM.

Inspired by the latter approach, modeling antennas using a small numbers of

dipoles through matching near �elds has succeeded with a very good accuracy via a

means of binary genetic algorithm optimization [105]. This is because the dipoles' po-

sition, orientation, and moment amplitude are treated as degrees of freedom, which

in turn allows the dipoles to represent the antenna's characteristic modes. Other

optimization procedures were used for the same purpose namely: particle swarm

optimization [106] and quantum particle swarm optimization [107]. However, all of

these methods are very time consuming due to the need for numerical optimization,
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which requires many iterations. Nevertheless, these optimizations proved that solu-

tions for EM open problems can accurately exist without following the "optimum"

source placement procedure proposed in the GMP procedure.

In this chapter, the concept of random equivalent problems is presented using a

small number of randomly distributed in�nitesimal dipoles to solve arbitrary 3D EM

scattering problems. The unknowns involve the complex amplitude and polarization

of the dipoles, while the positions are presumed to be randomly distributed in a con-

trolled pre-speci�ed domain for the equivalent problem(s). The use of a wider range

of degrees of freedom has an implication on the required number of unknowns (i.e. A

smaller number of unknowns are required to solve problems when compared to other

surface equivalent based codes). Since the proposed RAS method features randomly

positioned dipoles, the solution parameters are selected based on statistical analysis

to guarantee acceptable solutions in terms of accuracy and speed. Also, the solution

stability due to the possibility of having redundant dipoles is addressed to keep a

qualitative measure of possible sources of numerical noise due to linear dependency

of equations. Then, a novel and general purpose edge correction technique based on

the same approach is investigated to enable the proposed technique to cover a wide

range of applications involving edges. It should be stated that the proposed method

is inspired by the GMP method, thus a performance comparison between the two

methods is performed to indicate the merit of the proposed technique over its prede-

cessor. In addition, the complexity of the proposed method is qualitatively discussed

to classify it within the spectrum of numerical solvers. The proposed technique is

veri�ed and compared to analytical solutions for canonical problems along with the

commercially available integral equation solver of CST [108] for di�erent shapes and

combinations as presented in Appendix B.

In addition to scattering problems, the proposed RAS method is extended to

model arbitrary antennas by matching their near �elds resulting from any full-wave
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analysis package. Although this problem has been studied in [105�107], the proposed

procedure is expected to develop models faster. Furthermore, the proposed method is

applied to re�ectarray design procedure by modeling feed antennas. The capabilities

of the proposed method is enhanced by introducing the multiple re�ections concept to

accurately predict re�ectarrays' radiation patterns including the forward scattering

of the feed antenna [109,110].

5.2 Problem Formulation

The electromagnetic scattering problem from an arbitrarily shaped object is demon-

strated in Fig. 5.1 (a). A homogeneous scatterer is illuminated by a uniform plane

wave that exhibits oblique incidence with respect to the coordinate system with an-

gles αi, θi, and φi. The angle αi is the polarization angle of the incident electric

�eld with the plane of incident (to incorporate all the possible wave polarization),

θi and ϕi are the spherical coordinates of the elevation and the azimuthal angle of

the incident plane wave, respectively [56]. Alternatively, point sources can be simply

involved in the formulation using the expressions in [111].

The proposed external equivalent problem exploits a set of randomly distributed

in�nitesimal dipoles of arbitrary orientation, where the unknowns are their complex

amplitudes, as shown in Fig. 5.1 (b). These dipoles are generated, in a three dimen-

sional pre-controlled space, with a uniform distribution within the scatterer's bound.

Moreover, each dipole type (electric or magnetic) is selected randomly for further

liberation of all possible degrees of freedom making the solution procedure indepen-

dent of problem geometry and/or excitation types. However, problems with unknown

internal �elds require an internal equivalent problem that is used along with the ex-

ternal problem to obtain the solution. There, random sources with the same features

of the external problem are used, but they are placed randomly outside the scatterer
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and within a controlled large boundary as shown in Fig. 5.1 (c) with A arbitrarily

chosen to be larger than triple of the maximum dimension of the scatterer.

Based on the uniqueness theorem [111], the unique solution of the EM problem

is obtained by satisfying the original problem's boundary conditions. In a general

sense, the boundary conditions between any two media can be written in the form

 E(r)

H(r)


i

t

+

 E(r)

H(r)


s

t

=

 E(r)

H(r)


d

t

; onS (5.1)

where E(r) and H(r) denote electric and magnetic �eld, respectively, r is any point

in space in the equivalent problem's validity region [111], the subscript t denotes

the tangential components to the surfaces S, and the superscripts i, s, and d are

abbreviations for incident, scattered, and di�racted, respectively. Consequently, an

iterative approach is invoked to evaluate the unknowns of the problems with the

contributions expressed as

 E(r)

H(r)


s(d)

=

NI∑
j=1

N
e(i)
g,j∑
n=1


a
e(i),x
j,n

(
E(r′n,r)
H(r′n,r)

)Ix(Mx)

+

a
e(i),y
j,n

(
E(r′n,r)
H(r′n,r)

)Iy(My)

+

a
e(i),z
j,n

(
E(r′n,r)
H(r′n,r)

)Iz(Mz)

 (5.2)

where NI is the number of iterations, N
e(i)
g,j is the number of sources (N e(i)

g ) at itera-

tion j for the external (internal) equivalent problem, ae(i),vj,n is the unknown complex

amplitude of the in�nitesimal dipole n in the v polarization for the external (internal)

problem, EIv(Mv) and HIv(Mv) are the electric and magnetic �elds of a unit moment

electric (magnetic) dipole in the v polarization, respectively, and r′n is the nth source

position vector. An over-determined system of equations is then formulated for the

problem as N e(i)
g,j � M , where M is the number of testing points that are chosen

uniformly or non-uniformly over S to test boundary condition(s) satisfaction. The
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(a) (b) (c)

Figure 5.1: The electromagnetic scattering problem illustration [112] c©2015 IEEE.
(a) Original problem. (b) External equivalent problem proposing random sources
within the scatterers' region. (c) Internal equivalent problem featuring random
sources in a controlled domain outside the scatterers' region.

following describes the employed solution procedures for single and multiple scattering

objects and the exploited acceleration techniques.

5.2.1 RAS Solution Procedure

The solution procedure of the proposed techniques follows the previously introduced

approach for 2D problems for the di�erent boundary conditions [113�115] with a pre-

speci�ed error tolerance criterion. The main di�erence between the 2D version and

the current 3D version is the positioning scheme for in�nitesimal dipole sources in

a volume compared to an area in the 2D version. The sources may be of electric

type, or magnetic type, or their combinations, even if the scatterer is conducting type

or dielectric type. The main procedure for the proposed RAS method used for all

boundary conditions can be used exactly as the 2D solution procedure presented in

the �ow chart shown in Fig. 5.2.

For each iteration, the unknowns in Eq.(5.2) are obtained through enforcing the

boundary condition in Eq.(5.1) on the surface S. An over-determined matrix equation

is formulated using a number of sources signi�cantly less than the observation points
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Figure 5.2: The proposed RAS method solution procedure for a 3D EM scattering
problem [115] c©2015 IEEE.

M on the surface as

 Es
t(rm)− Ed

t (rm)

η
(
Hs
t(rm)−Hd

t (rm)
)
 = Zj

[
. . . a

e(i),x
j,n . . . a

e(i),y
j,n . . . a

e(i),z
j,n . . .

]T
=

−

 Ej
t(rm)

ηHj
t(rm)

 ;
m = 1, 2, · · · ,M

n = 1, 2, · · · , (N e
g,j +N i

g,j)
(5.3)

where Ej and Hj are the parts of the excitation vector to the problem at iteration j

(they are the incident �elds in the �rst iteration only), η is the intrinsic impedance

of the external equivalent problem medium, The superscript T denotes vector trans-

position, Zj is the problem matrix at the jth iteration, and rm is the mth testing

point position vector. The unknowns of this equation are computed via the use of

the CLSM for a minimum square error in the boundary conditions as

Error(%) = 100×

∥∥∥(E,H)it + (E,H)st − (E,H)dt

∥∥∥2
2∥∥∥(E,H)it

∥∥∥2
2

(5.4)

according to the problem type with ‖‖2 denotes the norm-2 value of a vector.

The iterative solver is developed to make use of all obtained solutions, even if
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they are not satisfactory w.r.t. the required tolerance in the boundary condition. As

shown in �owchart in Fig. 5.2 , the excitation vector in Eq. (5.3) is updated after

each iteration to incorporate previous solutions in the current solution to go viz

 Ej
t

Hj
t

 =

 Ei
t + Es

t |1,··· ,j−1 − Ed
t |1,··· ,j−1

Hi
t + Hs

t |1,··· ,j−1 −Hd
t |1,··· ,j−1

 (5.5)

until the desired accuracy is reached.

It is essential to elaborate on the di�erent usages of the right hand side in Eq. (5.3).

As mentioned before for the �rst iteration, this vector represents the excitation vector.

Other RAS iterations are required only to correct whatever missed in the boundary

condition satisfaction in the �rst iteration, thus the already computed scattered and

di�racted �elds from previous iteration(s) are moved to the right side making it

represent the error exist from the previous iteration(s). Iterations here are required

to improve solutions gradually, not to search for the single shot solution. That means

we are adding extra sources, which in turn increase the overhead of calculating the

scattered �elds as the number of sources increases.

An important practical issue regarding using the proposed method for large prob-

lems or even with nonuniform sampling of the testing points is to weight the �elds

evaluated in Eq. (5.3) by an area. This is considered as using an approximated pulse

by the middle point testing function instead of pure testing points. The reason be-

hind this is to avoid any inconsistency between points in terms of the forced error

tolerance. Therefore, a more practical way is to use Et(rm)·Am instead of just Et(rm)

in Eq. (5.3).

5.2.2 Method Acceleration

In the proposed method, the bottleneck in the employed computations is the RAS

matrix �lling. Therefore, a step to accelerate the proposed technique is to avoid
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re-evaluating the matrix as used in the iteration method. A proposed solution is to

reuse allocated in�nitesimal sources in previous iterations to re-tune their moments to

further reduce the error. In other words, accelerated iterations, where the procedure

uses pre-determined sources sets to re-tune their dipole moments. Here, the procedure

does not need to evaluate RAS matrices; it only evaluates the varying right hand side

vector as presented in Eq. (5.5). This type of iteration does not add an overhead to

post-processing and it is faster to process. Of course, to use accelerated iterations,

several normal iterations may have to be processed.

In order to further explain the proposed technique, we can consider an example

of a PEC scatterer, where the boundary condition is Es
t(r) + Ei

t(r) = 0 on the outer

surface of the scatterer. The RAS solver can be set to use only 3 normal iterations

and the rest should be accelerated iterations, if necessary, till the boundary condition

is satis�ed within the speci�ed tolerance. Of course, any other number of normal

iterations can be set into the procedure (not just three as indicated in the following

example). It only has to be more than one iteration. The procedure can be described

as follows:

1. In the �rst iteration, a new set of sources' positions and types are introduced

by the random number generator function and mapped to �t the problem re-

quirement. These sources are incorporated into the RAS procedure presented

in [115] solving the boundary condition Es,1
t (r) = −Ei

t(r), where Es,1
t (r) is the

scattered tangential electric �eld due to sources proposed in iteration 1.

2. If the boundary condition error does not satisfy the speci�ed tolerance, a second

iteration is performed by introducing another random set of sources. This new

set is required to improve the boundary condition satisfaction by producing a

scattered �eld to cancel the error found in iteration 1 as Es,2
t (r) = −Ei

t(r) −

Es,1
t (r).
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3. The process continues, if necessary, through normal iteration 3.

4. The accelerated iteration starts from 4 as pre-speci�ed. The procedure here

uses the same sources positions introduced in iteration 1. Therefore, the RAS

matrix evaluation and decomposition is not required. Only the excitation vector

is required to be evaluated as Es,4
t (r) = −Ei

t(r)− Es,1
t (r)− Es,2

t (r)− Es,3
t (r).

5. The process continues till the speci�ed error tolerance in the boundary condition

is met (using the prede�ned sources sets in normal iterations 2, 3, 1 . . . etc.).

Typically, using only one iteration with this method is not recommended as the

presumed sources' positions are not subjected to any change. For one set of sources

with positions determined randomly through the procedure, the least square error

solution is obtained through the CLSM procedure. There is no better solution for

this sources' positions as all the remaining unknowns have linear dependency. Adding

other set(s) with the solutions to the problem alters the pre-conditions of �rst set.

Therefore, re-tuning the �rst set, and other set(s) consequently results in non-trivial

solutions.

5.2.3 Iterative Field Bouncing Approach

Given the simplicity of formulation of the proposed RAS method, the 3D solution

procedure can be extended to incorporate the EM scattering from multi-object prob-

lems in a similar approach to the 2D version presented in [115, 116] using the IFB

concept.

The problem statement is illustrated in Fig. 5.3 (a) for two scatterers just for

simplicity. The external equivalent problems for each scatterer can be shown in

Fig. 5.3 (b) assigning two di�erent random sources groups for each scatterer (P1 and

P2). The boundary condition of this problem can be rewritten as Eq. (5.1) for each
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scatterer `l' in the form Ei
t(r)

Hi
t(r)

+

 Es
t(r;Pl)

Hs
t(r;Pl)

+

 Eb
t(r)

Hb
t(r)

 =

 Ed
t (r)

Hd
t (r)

 ; onSl (5.6)

splitting the scattered �elds on each scatterer `Ol' into two parts: one part related to

the assigned sources group Pl and the other is related to other sources groups. That

part is called the bouncing �elds that is evaluated as

 Eb
t(r)

Hb
t(r)

 =
No∑
j=1
j 6=l

 Es
t(r;Pj)

Hs
t(r;Pj)

 ; onSl (5.7)

with No is the number of objects. An iterative solution is invoked to solve the above

problem minimizing the computational cost following the �owchart shown in Fig. 5.4.

The iterations terminate upon reaching a pre-speci�ed error tolerance in the bouncing

�elds update (ξq) at IFB iteration `q'. It is required to reach a negligible contribution

of the bouncing �elds as

ξql (%) = 100×

∥∥∥(E,H)b,qt

∥∥∥2
2∥∥∥(E,H)it + (E,H)st +

∑q−1
u=1 (E,H)b,ut − (E,H)dt

∥∥∥2
2

; onSl (5.8)

for all the objects, where (E,H)b,ut is the bouncing tangential electric and magnetic

�elds at the IFB iteration `u'.

A key acceleration technique that can be used with this procedure is to tune the

already allocated in�nitesimal dipole source from the RAS solutions. By using the

stored decomposed matrices, an overhead of evaluating the excitation vector is only

required to perform the IFB iterations in a similar way to the procedure followed in

Sec. 5.2.2.
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(a) (b)

Figure 5.3: The EM scattering from multi-object problem illustration [112] c©2015
IEEE. (a) Original problem. (b) External equivalent problem featuring sources groups
P1 for object O1 and P2 for object O2.

Figure 5.4: The proposed IFB solution procedure for a 3D EM scattering from multi-
object problem [112] c©2015 IEEE.

5.3 Veri�cation

A fundamental approach to verify the solution of the proposed RAS procedure is

to observe the satisfaction of the boundary condition along the interface(s) between

di�erent regions. Alternatively, comparing the equivalent currents on the surface

of a spherical PEC scatterer with Mie's series [111] gives a fair indication about

the quality of the solution in the near �eld region, where it is more sensitive to small

errors, see Fig. 5.5 (a). Moreover, in terms of comparing far �elds, the scattering from

a dielectric sphere is compared to the results of the commercially available integral

solver software package CST. It is worth mentioning that the RAS procedure uses 25
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(a) (b)

Figure 5.5: Three dimensional electromagnetic scattering problems veri�cation cases
[112] c©2015 IEEE. (a) A comparison between the equivalent currents evaluated via
Mie' series [111] and computed by the RAS method on a PEC sphere with radius
2.0λ0. (b) is the scattered far �eld from a sphere with radius 0.5λ0 and material with
εr = 20.0 − j1.0 and µr = 1. The sphere in (b) is illuminated by a uniform plane
wave with angles αi, θi, and φi are 45◦,45◦, and 0◦.

testing points per square wavelength in the previous two examples, which is a very

low rate for point matching technique in comparison to MoM [117]. Nevertheless,

more veri�cation and test results are presented in Appendix B including comparisons

to the integral equations solver of CST.

5.4 Why Random?

One of the important steps in any numerical solution is the discretization of the object

and the choice of the unknowns to determine their values. Here the distribution

of source dipoles throughout the domain and observation points on the scatterer's

surface are very important. It should be clear that any problem (original problem)

has several possible equivalent problems. All of them will lead to a solution that can be

considered a unique solution since they satisfy the boundary conditions of the original

problem. If we understand physically each problem and the modes contributing to it,

one can create a solution based on several sets of dipoles with each set representing
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certain modes of the structure. Therefore, for a generalized problem with unknown

modes contributions, it is not possible to a-priori de�ne a distribution of dipoles

that correspond to the contributing modes. Thus, arbitrarily oriented and randomly

distributed sources must be used.

A study is presented here using a global optimization method to determine the

dipoles positions within a PEC spherical scatterer with arbitrary excitation. The

optimization is required to satisfy the boundary condition within a pre-speci�ed error.

It is important to di�erentiate between two types of variables in the study. The

two variables are linear type and nonlinear type. Nonlinear variables are the dipole

positions, which enter the problem through the expression for the �eld they produce.

The other type is with linear dependencies, such as dipole moments and orientations.

So, the goal of the optimization procedure is to determine the nonlinear variables,

where the linear variables are evaluated accordingly using the Complex Least Square

Method (CLSM ) [85]. Fig. 5.6 shows a typical optimization case, where the scatterer

is a PEC sphere with ka = 2π excited by a uniform plane wave. Particle Swarm

Optimization (PSO) [118] is used to determine the positions of the sources with the

same kernel evaluations of the proposed RAS method. The cost function is the error

in the boundary conditions, which is set to a maximum of 1.0E-3.

The results in Fig. 5.6 show that possible solutions to the problem can exist with

a relatively small number of sources (∼ 55 for this problem), but with multiple PSO

iterations. It should be clear that each iteration is a new solution with the same

number of sources, but with di�erent position distributions and dipole moments. By

increasing the number of sources (i.e. Increasing the degrees of freedom) the PSO

converges with fewer iterations. When the number of sources is increased to more than

one hundred, the PSO converges in ONE iteration, which means that no optimization

has been performed to solve the problem. The initial random distribution of sources

determined by the PSO manages to satisfy the required boundary condition tolerance.
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Figure 5.6: Particle swarm optimization best achieved error tolerance in the boundary
condition and number of iterations results solving the scattering results from a PEC
sphere [112] c©2015 IEEE.

This example clearly justi�es the e�ectiveness of using the random distribution of

sources to solve scattering problems.

It is important to demonstrate the di�erence between a PSO iteration and a

RAS iteration. In PSO, an iteration involves several evaluations of the cost func-

tion with di�erent randomly chosen sources' positions by the optimizer to serve as

agent/particle for the PSO [118]. Updates to the sources' positions are then intro-

duced by the optimizer according to the better direction(s) that satis�es the opti-

mization goal. In contrast, the RAS procedure operates with a number of sources

of the same order where PSO does not require optimization. Sources' positions are

presumed randomly and boundary conditions are satis�ed with a very high proba-

bility. The following section provides an empirical formula to determine the required

number of arbitrary source for fast convergence of the RAS procedure.
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5.5 Solution Stability and Limitations

Since the equivalent problem(s) of any general problem using the RAS procedure is

proposed to be random, the stability and repeatability of solutions may be of concern.

The following subsections provide an assessment for the proposed method.

5.5.1 Convergence of Solutions

A statistical analysis of the proposed technique is made for PEC conducting spheres

to determine the optimum choice of the required parameters, in a similar approach

as in [113,114]. The choice of optimum number of sources per RAS iteration is based

on optimizing the average execution time and required RAS iterations to satisfy the

speci�ed error tolerance. This comes up with an empirical formula to use directly for

optimum performance in terms of speed and accuracy as

N
e(i)
g,j ∼ χ

M

SPW2 (5.9)

where SPW is the speci�ed linear sampling per wavelength for equally spaced testing

points. The variable χ has an optimum value of 7.14 for smooth objects. The value

can be increased to 9 for structures with sharp edges to allow more degrees of freedom

to capture the fast variations in the boundary conditions. The presented results in

Table 5.1 show that the average required number of RAS iterations (NI) increases as

the number of sources N e
g,j decreases. The execution time exhibits a convex behav-

ior with the number of used sources indicating the optimum value presented in Eq.

(5.9). Moreover, the main advantage of the provided formula is the independence of

sampling density on the required degrees of freedom to solve the problem. It can be

depicted that the required number of sources for the external and internal equivalent

problems are only related to the surface area of the scatterer and the medium type.

It is important to illustrate that the provided optimum number of sources by Eq.
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Table 5.1: The e�ect of varying the number of introduced sources every RAS iteration
on the solution performance for a PEC sphere of radius 1λ0. The used error tolerance
for this problem is < 0.1%. The results are considered for a sample space of 1000
runs for each case [112] c©2015 IEEE.

SPW M N e
g AVG. NI AVG. Time (s)

10 1299

162 1.2874 1.9694
129 1.2275 1.254
108 1.3174 0.992
92 1.4611 0.8366
81 1.5928 0.7488
72 2.8144 1.0892
64 5.1677 1.6756

5 332

162 1.1317 0.5958
129 1.1557 0.3934
108 1.1856 0.2731
92 1.2036 0.2075
80 1.6228 0.219
72 2.5689 0.2865
64 4.5808 0.4284

(5.9) complies with the region where the optimization method does not require many

iterations to converge to the desired accuracy as seen in Sec. 5.4.

5.5.2 Linear Independence of Equations

Although the solution is based on using the least square method, the quality of the

obtained solutions is a�ected by the independence of the used equations, similar to

the GMP method in [100]. An intuitive idea is to investigate the e�ect of using

random sources on the independence of the system of equations as a qualitative

measure of the solution quality. The orthogonality of the contributions of the random

sources is measured to distinguish the linear dependency of the equations. This can

be determined by evaluating the generalized angle ψ between vectors (columns of the

Z matrix) in the n-dimensional space [100] viz

ψ = cos−1
〈ui,uj〉
‖ui‖2 ‖uj‖2

(5.10)
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Table 5.2: A comparison between di�erent geometries and boundary conditions for
the angles between di�erent equations in each equation system [112] c©2015 IEEE.

Geometry Material N
e(i)
g

Probability of angles ψ
0◦-50◦ 50◦-70◦ 70◦-90◦

Sphere PEC 92 0.0138 0.0538 0.9323
Sphere Dielectric 183 0.0045 0.016 0.9794
Cylinder PEC 71 0.0067 0.0287 0.9646
Cylinder Dielectric 126 0.0059 0.0196 0.9744
Box PEC 120 0.0025 0.0134 0.9841
Box Dielectric 128 0.003 0.0123 0.9847

with ui,j are di�erent column vector in the Z matrix, i 6= j, 〈〉 denotes inner product

of two vectors, and ‖‖2 is the norm-2 of a vector. The resulting angle is an indication

of the dependency of these equations. Of course, a larger angle represents highly

independent vectors (close to 90◦) or that both sources contribute to the solution

signi�cantly. Also, a lower angle means that one of the sources does not contribute

much to the solution; it might be a source of numerical noise in this case.

Typical results of the RAS technique are shown in Table 5.2. In the provided

examples, the sphere has a radius of 1λ0, the cylinder has a radius of 0.5λ0 and a

height of 1λ0, and the box has three equal dimensions of 1λ0. Through the results, it

is of a very high probability to have angles between the vectors larger than 50◦ (i.e.

The random sources contributions are mostly independent). However, it is worth

mentioning that the provided results for angles between vectors in the RAS method

are of the same order as the GMP technique when used to solve the same structures.

5.5.3 Edge Correction

Problems that involve scatterers with edges exhibit a slow convergence rate compared

to smoothly curved structures unless special bases functions or special treatments are

used. These solutions tend to saturate at certain high error values due to the lack

of degrees of freedom necessary to solve the problem. The proposed solution is to

introduce few random sources in the proximity of the edges to compensate for the fast
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Figure 5.7: Regions to place extra random sources for edge correction [112] c©2015
IEEE.

variations in the boundary conditions as shown in Fig. 5.7 with δ ∼ 0.01λ in a per

wavelength basis (D/λ ∼ 8) with D is the number of introduced near to edge sources.

This process is suggested to start from the 2nd or 3rd iteration. This correction method

is important for conducting bodies as well as high dielectric constant materials. An

example that shows the impact of using this correction scheme is shown in Fig. 5.8.

Accurate capturing of low scattering levels and features are improved by using this

technique. Also, the implications of using the proposed technique on the solution

performance are presented in Table 5.3. These results show the importance of using a

suitable number of edge correction sources D/λ ∼ 8 to compromise between accuracy

and execution time. The evolution of the boundary condition error for the cases

presented in Table 5.3 through iterations is presented in Fig. 5.9 clarifying the fact

that the more edge correction sources are introduced, the faster the convergence.

The novelty of this edge correction procedure is in keeping the randomness con-

cept e�ective. This ensures the convenience of the proposed solution method to any

problem with similar features or with di�erent excitation. Moreover, using any de-

terministic sources, in terms of position, as proposed in the 2D version of the MAS
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(a) (b)

Figure 5.8: The impact of using edge correction in the electromagnetic scattering
problem on the scattered far electric �eld from a PEC hexahedron with dimensions
2λ0 × 2λ0 × 1λ0. It is illuminated by a uniform plane wave with angles αi, θi, and
φi are 45◦,45◦, and 0◦. The observation plane is the plane φ = 0◦. The proposed
RAS method results are compared to the full wave analysis (FW ) of CST [112]
c©2015 IEEE. (a) is the results without edge correction. (b) is the results with edge
correction. The solution here used 8 unknown sets per wavelength.

technique [102, 119] does not provide a general purpose solution for the addressed

problem. Placing sources very closely to the edges deteriorates the solution qual-

ity because the singularity level of the dipole �elds is more severe than the 2D line

sources. So, it is more adequate to provide freedom to the dipoles positions to keep

good performance of the proposed RAS method.

5.5.4 Complexity Order of Operations

An important assessment �gure of all numerical methods is the order of complexity

of operations performed in the method. The proposed RAS method with the current

simple implementation requires O((N
e(i)
g )2M/2) to assemble half the CLSM Hermitian

matrix [115]. It also requires O((N
e(i)
g )3/3) operations to obtain the solution using

Cholesky decomposition technique [120] compared to O((N
e(i)
g )3) if conventional LU

decomposition is used [121]. It is important to notice that �lling the matrix does

not include integrals, which reduces the cost of each operation used in the matrix
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Table 5.3: The performance of the proposed RAS method with the edge correction
method. The structure under test has the same dimensions and excitation as the
one used in Fig. 5.8. The chosen sampling per wavelength criterion SPW = 10
(M = 2344) [112] c©2015 IEEE.

χ N e
g D/λ

Performance
#Itr. time (s) Error (%)

7.14 167

0 121 83.5 6.66
2 121 104.8 3.11
4 121 127.2 1.13
6 47 90.9 0.9
8 21 91.16 0.9
10 15 109.9 0.9

9 213

0 121 107.2 6.62
2 121 127.7 3.95
4 121 149.5 1.8
6 121 176.8 1
8 28 106.7 0.9
10 18 119.19 0.9

assembly compared to the MoM. Although the complexity �gures are quite similar

to that of conventional MoM, the reduction in required unknowns presented in this

work pushes the crossover between the RAS method and the recent fast method, such

as MLFMM, further from the MoM.

Accelerating the computations o�ered by the proposed RAS method requires tack-

ling the most computationally expensive processes in the algorithm, which are the

matrix �lling and inversion. The basic idea is to reduce the number of executions of

these processes. Reusing previously assigned random sources for other iterations to

re-tune the evaluated dipole amplitudes accommodating the e�ect of other sources

groups into calculations as presented in Sec. 5.2.2. This acceleration procedure is

of high e�ect on the overall problem complexity for problems that requires a large

number of iterations. Since, there is no need to re-evaluate RAS matrices, only

the excitation vector is required to be evaluated with the order of O(N
e(i)
g M). The

unknowns can be evaluated using the stored decomposed matrix with the order of

O(N
e(i)
g ). However, the early iterations, where this technique is not in e�ect, su�er
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Figure 5.9: The error in the boundary condition satisfaction evolution through the
proposed RAS iterations for the scattering from the box presented in Table 5.3 with
χ = 9 [112] c©2015 IEEE.

from an excessively large order of complexity.

Indeed, the current implementation of the procedure is comparable to MoM, How-

ever, there is a potential of using faster approaches for matrices assembling. One

approach can be introduced by testing functions instead of testing points. This can

reduce the required system of equations M , which re�ects directly on the assembling

time. Also, using approximation in �lling the matrices can be of great help in reduc-

ing the computational cost of evaluating matrix elements similarly to MLFMM in a

leveled approximation fashion. Furthermore, accelerating the matrix solution is an

essential consideration for the asymptotic performance of the proposed procedure.

5.5.5 Memory E�ciency

For a problem with M testing points, RAS requires N e(i)
g number of arbitrarily ori-

ented dipoles (according to Eq. (5.9)) that form a Hermitian matrix for the CLSM

method that need ∼ 4.5(N
e(i)
g )2 memory locations to store only half of the matrix for

a general purpose problem. This is compared to 4M2 locations required by MoM. The

same amount of memory is required to store the decomposed matrices, if required,
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by both methods. The memory reduction ratio (ζ) of the overall RAS procedure to

MoM can be expressed as

ζ ∼ NI
0.9χ2

SPW4 (5.11)

which is a small fraction following the bounds in Eq. (5.9) for χ and a relatively large

number of NI .

Alternatively, the obtained solutions in the MoM require 2M memory locations for

a general purpose problem while RAS requires 3(NI ×N e(i)
g ). The ratio between the

required memory for solutions may be comparable for a large value of NI . However,

NI can be limited to have the total number of unknowns matches that of the MoM.

Tuning the already obtained solutions for better accuracy is then invoked to reach

the desired accuracy as with the acceleration advantages presented in the previous

subsection.

5.5.6 Method Limitations

The RAS method is proposed to be a general purpose solver with the capability to

solve piece wise homogeneous scattering problems. The method is formulated upon a

similar concept to the surface equivalence principle, so it cannot be used to e�ciently

solve problems with high inhomogeneity. Moreover, the method is unsuitable to

solve problems with zero thickness objects without some modi�cations by adding a

phantom volume to the thin object to be part of the boundary. This is due to the

need to have a volume by the scatterer to place the random sources within for the

external equivalent problem without the need for singularity treatments.

5.6 Extension to Antenna Modeling Problems

Some antennas that their sources are located away from the surface can be treated as

a scattering problem due to a spherical type of source with known �elds. As such, the
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plane wave �elds are replaced with the source �eld and the procedure follows the same

as introduced previously. Alternatively, for cases with sources attached to the antenna

surface, a special treatment should be performed, which could be considered for future

work. However, due to the availability of the commercial software, we are taking

another direction in order to have an antenna replaced with a set of dipoles in a similar

procedure to [105�107]. The RAS procedure can be used to model arbitrary antennas

by matching the radiated near �elds of antennas using available solutions obtained

from commercial solvers. The developed models can be used for post-processing that

is signi�cantly fast compared to fully depending on commercial software packages.

Instead of applying the boundary conditions to solve scattering problems as shown in

Sec. 5.2, the radiated electric and magnetic �elds on the surface of a box surrounding

the antennas can be used as the excitation vector of the RAS procedure as shown in

the equivalent problems in Fig. 5.10. This can be represented as

L∑
j=1

N∑
n=1

L(EH)(Ij,J(M)
n ) =

 Er
t

Hr
t

 onS (5.12)

where N is the number of the employed in�nitesimal sources, L is the required number

of iterations, j is the iteration number, LE and LH are linear operators to evaluate

the electric and magnetic �elds due to the proposed in�nitesimal source I
J(M)
n , re-

spectively, and Er
t and Hr

t are the tangential components of the radiated electric and

magnetic �elds vectors on the surrounding surface S. L iterations are used to solve

the speci�ed problem to a speci�c error tolerance in matching the near �elds. The

used in�nitesimal sources (IJ(M)
n ) are allowed to arbitrarily contribute to all directions

as

IJ(M)
n = x̂ axnδ(r− r′) + ŷ aynδ(r− r′) + ẑ aznδ(r− r′) (5.13)
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(a) (b)

Figure 5.10: Illustration of the modeling problem. (a) Original Problem. (b) Equiv-
alent random problem.

where IJ(M)
n is the nth in�nitesimal source of electric(magnetic) type, avn is the un-

known complex amplitude in the v-direction, δ is the Delta Dirac function, and r′ is

source position, which is determined randomly with uniform distribution within the

equivalent problem validity region.

The allowed degrees of freedom in this problem formulation are only the positions

of the dipoles, which are presumed to be random according to RAS procedure philoso-

phy. A valid solution domain can be the entire �elds matching box, but restricting the

solution domain to exactly the radiator dimensions solves the problem in less number

of iterations. This can be due to the original radiating modes of antennas, which

are originated from within the radiating element. Dipoles, which are located outside

the radiating elements, negatively contribute in the projection procedure for the ra-

diating modes; resulting in slower convergence for the procedure. They require other

dipoles to cancel their negative contribution. This process requires several iterations

to satisfy the pre-speci�ed error tolerance.

An example to the antenna modeling by the RAS method can be presented for

a conical horn antenna with geometry and dimensions shown in Fig. 5.11. The

antenna near �eld (λ0/4) away from the structure is matched with 100 RAS dipoles
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(a) (b)

Figure 5.11: A conical horn structure with all dimensions in millimeters. (a) Prospec-
tive view. (b) Side view.

Figure 5.12: The antenna gain pattern comparison computed from the developed
RAS model and the original CST model of the conical horn antenna shown in Fig.
5.11.

as explained in the procedure. The results are obtained in only one iteration satisfying

the required error tolerance of 1%. The far �eld gain pattern comparison to CST is

shown in Fig. 5.12 at 11.7 GHz for the standard E and H planes and the maximum

cross polarization (X-pol) in the 45◦ plane cut using Ludwig III de�nition for cross

polarization [122]. The radiation pattern results show very good agreement with the

full-wave computations of CST.

In addition, the procedure can be used to model the scattering e�ect by any

arbitrary antenna by matching the total �elds on S. A modi�ed version of Eq. (5.12)
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(a) (b)

Figure 5.13: The uniform plane wave scattering results of the conical horn shown in
Fig. 5.11. (a) Conical horn structure showing the direction and polarization of the
incident plane wave. (b) The scattering RCS.

can be written in the form

L∑
j=1

N∑
n=1

L(EH)(Ij,J(M)
n ) +

 Ei
t

Hi
t

 =

 Etot
t

Htot
t

 onS (5.14)

where the superscripts i and tot indicate incident and total, respectively. The results

shown in Fig. 5.13 are for the Radar Cross Section (RCS ) of the conical horn, shown

in Fig. 5.11, when its port is matched. The plane wave polarization is chosen to be of

the same polarization as the conical horn as shown in Fig. 5.13 (a). The RCS results

show good agreement with the computed results from CST for the standard E and H

planes and the cross polarization with minor di�erences around the back scattering

direction.

5.7 Application to Re�ectarray Design

The developed antenna models are used to approximately analyze re�ectarrays. By

using the antenna models of the feed antenna, fast and reasonably accurate re�ec-

tarray far �elds results can be obtained in a similar analysis procedure as parabolic
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(a)

(b)

Figure 5.14: Aperture sub-e�ciency components for the conical horn antenna shown
in Fig. 5.11. (a) Sub-e�ciency components. (b) Array theory (AT) and aperture
�eld integration (AF) e�ciencies and the theoretical aperture e�ciency.

re�ectors [123]. Moreover, this procedure is proposed to be implemented as a plug-in

for full-wave solvers for fast re�ectarray feed analysis.

5.7.1 Aperture E�ciency Prediction

The proposed antenna radiating model can be easily used to analyze re�ectarray

feed antennas using the analysis procedures provided in [124, 125]. Typically, cosine

power approximation for re�ectarray feed antennas is employed to analyze feeds [124,

125] in a similar way as parabolic re�ectors [123]. However, this analysis procedure

gives accurate results for well-designed feed antennas, where low side lobe levels are

observed with negligible back lobe radiation. The results of this procedure become less

accurate when bad feeds are used. Therefore, a more accurate approach is proposed
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by using the RAS method as a simple tool to characterize re�ectarray antenna feeds

that works for conventional feeds and opens the door for non-conventional feed designs

as presented in Sec. 6.2.

To verify the proposed method, the presented conical horn antenna in Fig. 5.11

is exploited as re�ectarray feed antenna. The approximate cosine representation of

the given radiation patterns of the conical horn antenna can be employed with values

qe = 4.5 and qh = 3.5 as de�ned in [125]. A comparison between the computed aper-

ture sub-e�ciency components (i.e. spillover ηs, �eld tapering ηt and polarization

ηp sub-e�ciencies) and the total aperture e�ciency ηap = ηsηtηp for di�erent phase

center separation distances F from a rectangular re�ectarray with side dimension D

is presented in Fig. 5.14 for the center feeding scenario. The RAS method results

show more accurate representation of the sub-e�ciency components; especially the

spillover e�ciency, which is not adequately governed by the cosine power approxi-

mation patterns. Also, the aperture �eld integration and array theory methods are

employed to verify the proposed RAS models and show the RAS method predicts

slightly less aperture e�ciency value than cosine approximation patterns. Further-

more, the proposed method gives more accurate results with feeds that cannot be

modeled with cosine approximations (i.e. low directivity or shaped beam feeds). It

also gives accurate results for bad feeds (i.e. with high side lobe levels), which cannot

be modeled with the cosine approximation.

5.7.2 Approximate Re�ectarray Performance Via Multiple Re-

�ections

Introducing the multiple re�ections concept to the approximate analysis of re�ectar-

rays proposed by the RAS method is done in a similar approach to [109,110]. Having

the radiating and scattering models for a re�ectarray feed antenna can be used in con-

jugate with Physical Optics (PO) representations [111] to obtain more accurate far
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Figure 5.15: An illustration for the multiple re�ections concept adapted to re�ectarray
performance estimation.

�elds results than the array theory and aperture �eld integration methods presented

in [124]. As shown in Fig. 5.15, the far �elds of a re�ectarray can be decomposed

into di�erent components in terms of electric �eld as

Etotal = Er
f +

∞∑
m=1

EPO
m +

∞∑
m=1

Es
m (5.15)

where Er
f is the back radiation contribution of the feed, EPO

m is the back scattering

from the re�ectarray aperture computed by the PO due to the mth �eld hit and Es
m

is the forward scattering of the feed antenna due to the mth �eld hit.

The PO representation of the re�ectarray back scattering assumes perfect phase

compensation over the re�ectarray aperture to the desired beam speci�cations using

the unit cell periodic analysis information [124]. The procedure assumes only mag-

netic currents over the re�ectarray aperture that is approximately computed by the

knowledge of the incident �eld in the mth hit as

M =
(←→

Γ · Ei
m

)
× n̂ (5.16)
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where n̂ is the normal vector to the re�ectarray aperture, Ei
m is the incident electric

�eld at the mth hit and the re�ection coe�cient dyad
←→
Γ includes direct and cross

coupling terms as

←→
Γ =

 Γxx Γxy

Γyx Γyy

 (5.17)

which is obtained from the unit cell period analysis.

5.7.2.1 Solution Procedure

The solution procedure starts by having two RAS models for a re�ectarray feed cov-

ering both the radiation and scattering modes as previously presented. Then, the

solution steps can be enumerated as

1. Compute the �rst hit �elds over the re�ectarray aperture due to the radiating

antenna, which is also Ei
1 in Eq. (5.16).

2. Compute the PO back scattering by the re�ectarray aperture due to the mag-

netic current in Eq. (5.16), which is EPO
m in Eq. (5.15).

3. Compute the plane wave complex amplitude contribution (Epw
m ) for the RAS

scattering model by averaging the near �elds radiating electric �elds from the

PO representation as

Epw
m =

1

Sf

∫
Sf

ĉo · EPO
m dSf (5.18)

where Sf is the feed antenna aperture area and ĉo is a unit vector in the co-

polarized direction of the radiating antenna.

4. The feed antenna scattering model's back scattering is used to compute the next

hit �eld distribution over the re�ectarray aperture, which is Ei
m for m > 1.

5. step 2 is repeated till the desired accuracy of computations is obtained using

the new incident �eld distribution.
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(a) (b)

Figure 5.16: The studied re�ectarray unit cell. (a) The studied unit cell structure.
(b) The re�ection phase versus hole diameter.

6. The far �elds are computed using all the contributions presented in Eq. (5.15)

and illustrated in Fig. 5.15.

5.7.2.2 Sample Results

To verify the proposed approach, a re�ectarray unit cell is designed using perforated

Pyrex material with a dielectric constant of 7.1 as reported in [5]. The unit cell is

designed at 11.7 GHz, which is the center frequency of the X-Ku satellite communica-

tion frequency band (10.7 GHz - 12.7 GHz). The structure details of the re�ectarray

unit cell are shown in Fig. 5.16 (a) and the phase response as the hole diameter

changes is shown in Fig. 5.16 (b). A 12′′ × 12′′ re�ectarray aperture is designed to

verify the proposed procedure as shown in Fig. 5.17 (a) with F/D = 0.7885. The

frequency response of the re�ectarray in terms of antenna gain is presented in Fig.

5.17 (b) compared to the RAS/PO-MR predicted curve. The wideband response of

the RAS/PO-MR procedure is obtained by solving the problem at di�erent frequency

points using antenna models that are valid at each frequency. It is worth mentioning

that the computed antenna gain for the RAS/PO-MR method is obtained using the
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(a) (b)

Figure 5.17: The studied re�ectarray layout with F/D = 0.7885 and its bandwidth
potential test with the proposed method. (a) Re�ecarray structure using the proposed
unit cell in Fig. 5.16. (b) The predicted gain curve showing the possible bandwidth
potential by the proposed method compared to the full-wave analysis.

de�nition in [48]. Although the frequency responses are not identical, the RAS/PO-

MR provides a fair estimate for the re�ectarray performance; especially at the upper

side of the frequency band. Nevertheless, the main reasons behind the di�erences

between the full-wave computations and the RAS/PO-MR approach can be the in-

accurate representation of the scattering from the feed by considering the plane wave

incidence and inaccurate phase compensation by the unit cells, even at the design

frequency. However, a great advantage of the proposed RAS/PO-MR method is the

potential speed, which requires less than 5 minutes on a personal computer to gen-

erate the results in Fig. 5.17 (b) compared to more than 2 hours on a GPU enabled

computation server.

Another important advantage of the proposed RAS/PO-MR is the ability to pro-

vide more accurate prediction of the re�ectarray radiation pattern by considering

blockage and forward scattering of the feed. At the few seconds processing time,

better representation of the radiation pattern is obtained as shown in Fig. 5.18 for

the E and H planes. The results show that the proposed RAS/PO-MR method gives

accurate representations for the �rst and second side lobes, which are mainly due
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(a)

(b)

Figure 5.18: A comparison between the computed radiation pattern and the patterns
obtained by di�erent approximate methods. (a) E-plane. (b) H-plane

to the forward scattering of the feed, compared to the traditional array theory or

aperture �eld integration methods.

5.8 Summary

An e�cient, simple, fast, and accurate EM solver for arbitrary 3D problems was pro-

posed. The presented technique solved iteratively problems by introducing random

91



auxiliary sources in pre-determined domain(s) with unknown orientations and am-

plitudes. Solutions were obtained by directly enforcing the boundary conditions of

the original problem on the equivalent problems. The proposed procedure showed a

remarkable improvement in the required solution time and memory in comparison to

the surface equivalent based MoM technique. The properties of the proposed tech-

nique embraced the inherent special characteristics of the CLSM matrices to further

accelerate the procedure and decrease the required memory to store necessary infor-

mation for reuse. The proposed procedure with the random choices of solution sources

proved to perform better than the deterministic choices o�ered by other procedures.

The technique exhibited a stable performance by applying the rule of thumb criterion

of the required number of sources per iteration. Also, the equations' dependency

due to randomness has been investigated to have a qualitative measure of possible

sources of numerical noise. In addition, the complexity order of the proposed method

was identi�ed to ease classifying the proposed method among other numerical tech-

niques. Moreover, the special treatment required for problems with wedges has been

addressed elaborating its advantages over similar approaches. The results have been

veri�ed and compared with analytic solutions for canonical problems and a commer-

cially available integral equation solver for arbitrary problems. This method can be

used for almost any boundary condition type and combinations of them as well.

The proposed method was also extended to provide simpli�ed models for anten-

nas in their radiating or scattering modes. These models were used to approximately

analyze re�ectarray antennas using a means of multiple re�ections procedure. The

results of the proposed method were veri�ed against full-wave analysis and proved

fair accuracy given the required time to obtain results from few minutes using the

proposed method on a personal computer to a few hours using GPU loaded compu-

tational server.

92



Chapter 6

Optically Transparent Re�ectarray

Antenna Design Integrated with Solar

Cells

6.1 Introduction

The conventional linear relation between the solar cell area and the harvested electric

energy [126] motivates antenna engineers to develop solutions to make use of the large

o�ered area. Therefore, the use of re�ectarray antnenas [49, 50], when properly inte-

grated with solar cells, provides a promising solution to integrate antennas with solar

cells in a compact form. Typically, re�ectarray antenna consists of a two dimensional

array of re�ective elements, which contribute to adjust the phase of an incident elec-

tromagnetic wave to produce the desired beam shape [124]. The main advantage of

such structures is the ease in fabrication and �exibility in design, which make re�ec-

tarray antennas a promising alternative for conventional re�ector antennas for some

applications [124], despite the bandwidth limitations [127]. Various implementations

of the re�ectarray antenna concept have been presented featuring variable size printed
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resonant re�ective structures (i.e. patches [128�130] or dipoles [131, 132]), aperture

coupled variable delay lines [133] or others [134�136].

One of the numerous re�ectarray designs that inspired us to pursue this work is the

perforated dielectric re�ectarrays presented in [135, 137, 138]. These designs exploits

variable air holes/gaps in dielectric materials to engineer the dielectric constant to

achieve certain aperture re�ected phase distribution. These designs featured a mod-

erate bandwidth and aperture e�ciency. Thus, this approach can be implemented

over optically transparent materials to provide minimum blockage for solar cells.

In this chapter, the design procedure of an optically transparent re�ectarray an-

tenna integrated with solar cells is presented to operate within the satellite com-

munication band (10.7 GHz - 12.7 GHz). Initially, the synthesis and design of an

optimum re�ectarray feed antenna are presented with the purpose of enhancing the

achievable aperture e�ciency while maintaining overall compact antenna sizes. Then,

the proposed re�ectarray unit cell analysis and design are introduced using a stacked

perforated transparent acrylic backed by solar cells. Practical considerations related

to the choice of materials and feature sizes are presented to have realizable designs.

Moreover, the oblique incidence analysis in rigorously incorporated into the design

procedure including the anisotropic surface impedance boundary e�ects and two port

analysis of the stacked dielectric. Furthermore, the designed antenna is fabricated

and measured to evaluate both its antenna and solar power harvesting performances.

6.2 Feed Antenna Design

A typical re�ector antenna design procedure focuses on the design of the feed an-

tenna as it is the main element to control the aperture e�ciency of the re�ector an-

tenna [123]. Therefore, careful designing for the re�ectarray antenna feed is favorable

to achieve high aperture e�ciency. Since re�ectarray antennas are not necessarily
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made out of metallic structures as re�ector antennas, various research groups pre-

sented several solutions for higher radiation e�ciency [139�141]. Consequently, the

overall aperture e�ciency of the antenna (ηap) can be increased as it is the product

of the spillover e�ciency (ηs), �eld tapering e�ciency (ηt) and radiation e�ciency

(ηr) as ηap = ηsηtηr [124]. As the aperture e�ciency limit is set by spillover and �eld

taper sub-e�ciency values, improving the feed dependent sub-e�ciency values is a

key factor to improve the overall limiting aperture e�ciency. One way to improve the

feed dependent sub-e�ciency components is by using directive feed antennas. The

implications of exploiting high directivity feeds is mainly mechanical due to the need

for placing the feed far from the re�ector to operate at the optimum point following

any theoretical analysis as presented in [124,125]. Moreover, it adds more challenges

to design good high performance feeds with high directivity and acceptable ampli-

tude tapering, aperture phase and side lobe level, which may complicate the design

dramatically. Another important point regarding re�ectarray antennas is that the

�eld taper e�ciency is a�ected by both the radiation characteristics of the feed and

the relative di�erence in path loss between di�erent points, which a�ect magnitude

as well as phase distribution over aperture. Therefore, preferred feeds for parabolic

re�ector antennas are not necessarily the best choice for re�ectarrays. Special designs

for re�ectarray feeds are mandatory to improve the obtained aperture e�ciency and

so is maintaining a reasonable distance between the feed and re�ectarray aperture.

Upon designing feed antennas speci�cally for re�ectarrays, a coupled tapered slot

line antenna was designed to provide a radiation pattern with the purpose of account-

ing for the di�erent path loss on the re�ectarray aperture in only one plane in [142].

The provided design only achieved pattern tapering in one plane with no informa-

tion about the other plane. Also, the design su�ers from high side-lobe levels that

make it not suitable as re�ectarray feed. Alternatively, several designs for primary

feed antennas for deep parabolic re�ectors have been proposed exhibiting partial-null
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beam shapes in [143�146]. These proposed designs inspire adopting the concept of

using engineered circular horn antennas backed with coaxial cavity to improve the

e�ciency limits from re�ectarrays.

Here, a synthesis approach to the optimum feeds' radiation patterns to be used

with re�ectarray antennas based on an inverse problem formulation is presented for

both center and o�set fed re�ectarrays. General theoretical speci�cations are de�ned

to characterize re�ectarray feeds with the purpose of improving the achievable aper-

ture e�ciency (ηap) in a more compatible approach with re�ectarrays. Furthermore, a

realization approach to the de�ned radiation pattern speci�cations is proposed based

on using coaxial cavity backed conical horns. The computed aperture sub-e�ciency

values of the proposed designs are compared to conventional conical horns to evaluate

the performance enhancements using the introduced synthesis concept.

6.2.1 Inverse Radiation Pattern Synthesis Approach

A general re�ectarray antenna feeding scenario can be considered for the o�set case,

where the antenna feed's phase center is located xf from a square re�ectarray center

as shown in Fig. 6.1. The feed antenna radiation pattern can be reconstructed by

the knowledge of two orthogonal planes (i.e., Plane-1 and Plane-2). For the planar

re�ectarray di�erent path loss increases the �eld tapering of the feed that in turn

reduce the aperture e�ciency. Considering the previous fact into the synthesis process

of re�ectarray feed pattern, the magnitude distribution (Di) of the incident wave over

the aperture (S) can be expressed in the form

Di (r) =
P (θf , ϕf )

r
; onS (6.1)
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Figure 6.1: Re�ectarray and feed layout with the two cut planes for then inverse feed
pattern synthesis problem.

where P (θf , ϕf ) is the required feed radiation pattern as a function of the broadside

feed's local spherical coordinates θf and ϕf . Consequently, the required optimum ra-

diation pattern is the one that produces a uniform �eld distribution over the aperture

(i.e., Di(r) is constant on S), which can be presented through trigonometric relations

over the speci�ed planes in the forms

P
(
θf , ϕ

Plane−1
f

)
=

r

F
=

cos θf ± sin θf
√

sec2 θ0 − 1

1− (sin θf sec θ0)
2 (6.2)

where θ0 is the inclination angle of the feed location over the z axis in Plane-1 and

P
(
θf , ϕ

Plane−2
f

)
= sec θf (6.3)

with a body of revolution symmetry approach as presented in [123] according to the

polarization of the feed antenna.

Examples to verify the previously de�ned pattern speci�cation can be shown for

both feeding scenarios of re�ectarray. For a center-fed re�ectarray layout, the incli-

nation angle of the feed θ0 = 0◦ and the desired F/D ratio of 0.8. The required

antenna pattern plane cuts are shown in Fig. 6.2 (a) in comparison to best cosine
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(a) (b)

Figure 6.2: Optimum re�ectarray pattern for F/D = 0.8 in comparison with a cosine
approximation pattern that gives best results at the same position. (a) θ0 = 0◦. (b)
θ0 = 20◦.

approximation pattern for the same F/D ratio (e.g. P c(θf ) = cos4.5 θf ). Also, Fig.

6.2 (b) presents the optimum pattern in case of o�set-fed re�ectarray with θ0 = 20◦

for the same F/D ratio. The presented results show that the derived expressions

match the numerically obtained results through a geometric inverse problem. Also,

the optimum center feed pattern is required to have a dip in the broadside direction

at θf = 0◦. The increase in the pattern as θf increases is required to compensate the

di�erence in r as illustrated in Fig. 6.1 with a rapid decrease in the radiation pattern

level outside the subtended angle of the feed and re�ectarray. In addition, the o�-

set feeding optimum radiation pattern requires similar speci�cation as the center-fed

case for Plane-2. In Plane-1, a tapered pattern in required to compensate the large

variations in r along the re�ectarray aperture. It is important to mention that the ±

sign in Eq. (6.2) provides the presented tapering around θf = 0◦ depending on the

sign of xf . Generally, the di�erence between the provided optimum radiation pat-

terns in Fig. 6.2 and cosine approximation patterns (e.g. radiated from conventional

rectangular or circular horn antennas) provides qualitative measures of the predicted

aperture e�ciency from re�ectarrays.
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Using the previously de�ned radiation pattern with a body-of-revolution symme-

try, the theoretical aperture sub-e�ciency components, according to the de�nitions

in [125], for the center-fed re�ectarray case is presented in Fig. 6.3 (a). Furthermore,

the results for the o�set feeding case are presented in Fig. 6.3 (b). The results show

larger values for the maximum achievable aperture e�ciency for both cases (e.g.,

86.24% and 80.34% for center and o�set fed scenarios, respectively) compared to the

cosine approximation pattern P c (e.g., 72.69% and 45.86% for center and o�set fed

scenarios, respectively). Indeed, the theoretically achieved e�ciency values are much

higher than the results obtained using full wave analysis because the multiple interac-

tions between the feed and re�ectarray are not included. Also, the radiation pattern

of individual re�ectarray unit cells is not fully incorporated in the de�ned expres-

sions in [125]. Moreover, the de�ned variations for the optimum radiation patterns

are not possible to be achieved by a �nite small feed antenna, but the presented re-

sults indicate the potential of using feeds with the speci�ed characteristics to improve

the obtained radiation e�ciency. These characteristics include amplitude tapering

to compensate the di�erence in path loss and rapid drops away from the speci�ed

subtended angle(s).

It is clear that the performance di�erence between the de�ned optimum pattern

and cosine approximation pattern decreases as the subtended angle decreases by in-

creasing F/D ratio (i.e. having the feed further away from the re�ectarray). To

clarify this point, an example is shown in Fig. 6.4 of a center feed antenna with F/D

is considered 1.2. The optimum radiation patterns is shown in Fig. 6.4 (a) with a

suitable cosine pattern with P c(θf ) = cos12 θf . The aperture e�ciency components

results are shown in Fig. 6.4 (b). These results show that the more directive the

antenna feed, the higher the aperture e�ciency that can be obtained through a non-

linear relation. However, realizing a horn feed with a radiation pattern approximated

99



(a) (b)

Figure 6.3: Theoretical aperture e�ciency components for the radiation patterns
presented in Fig. 6.2 as a function of the relative distance between the feed and the
re�ectarray F/D. Here, the de�nition for the aperture e�ciency is ηap = ηsηt. (a)
θ0 = 0◦. (b) θ0 = 20◦.

with P c(θf ) = cos12 θf requires a large aperture size, which should de�nitely deterio-

rate the overall re�ectarray performance due to blockage and multiple re�ections in

the case of center feeding.

6.2.2 Antennas Realization for Center Feeding Layout

Upon realizing an antenna to produce the required radiation pattern, certain design

aspects are required to be respected during the design optimization. These design

aspects include radiation pattern symmetry, having the required dip along the broad-

side direction of the feed, operating within a moderate subtended angle (e.g. ∼ 60◦),

and having low cross polarization. In addition, the operating frequency is chosen to

cover the satellite communication band X-Ku band (10.7 - 12.7 GHz). Consequently,

the designed coaxial to circular waveguide transition is presented in Appendix C.3.

The proposed layout of the design can be shown in Fig. 6.5 consisting of a conical

horn antenna surrounded by a coaxial cavity of depth Dc and width Wc. Also, the

coaxial cavity is extended further from the horn aperture by Uc as presented in the

section view in Fig. 6.5 (b). The initial step to the design is to choose the horn
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(a) (b)

Figure 6.4: An example for the center feed optimum radiation pattern to be used
with re�ectarray at F/D = 1.2 and a cosine approximation feed pattern for same
speci�cations. (a) Optimum radiation patterns. (b) Aperture e�ciency components.

(a) (b)

Figure 6.5: The proposed initial design for a coaxial cavity backed circular horn
antenna. (a) Isometric view. (b) Section view with all dimensions in millimeter.

dimensions to have a simulated gain 12.3 dB, which has an optimal subtended angle

64.75◦ (i.e., F/D = 0.7885) using the theoretical analysis presented in [124]. The

second step is to engineer the radiation pattern to have the required characteristics

by changing the design parameters Uc, Dc and Wc.

Numerical optimization has been performed to optimize the coaxial cavity param-

eters to compromise between the pattern dip and symmetry within the subtended an-

gles using the design parametersDc,Wc and Uc at the center frequency f0 = 11.7 GHz.

The local optimization ended up with Dc = 0.573λ0, Wc = 0.629λ0 and Uc = 0.374λ0.
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(a)

(b)

Figure 6.6: Aperture sub-e�ciencies comparison between the proposed design in Fig.
6.5 and a conical horn of the same dimensions. (a) Sub-e�ciency components with
ηp represents the polarization e�ciency de�ned in [123]. (b) Array theory (AT )
and aperture �eld integration (AF ) e�ciency evaluation and the theoretical aperture
e�ciency.

It is important to state the optimized values are signi�cantly di�erent from the val-

ues presented for open-ended waveguide feeds [143, 145]. This di�erence is mainly

due to the presence of the horn antenna and its contribution to the tapering and

phasing of the �elds on the aperture, which consequently a�ects the required cavity

dimensions. The optimized pattern is compared to the horn without cavity pattern

and the optimum pattern for the same F/D in Fig. 6.7 using CST [108]. Here, the

radiation patterns are presented in the E-plane (y − z plane), H-plane (x− z plane)

and cross polarization (X-pol) at the 45◦ plane using Ludwig III de�nition of cross

102



Figure 6.7: Comparison between the optimized coaxial cavity backed horn antenna
with the conical horn antenna (without cavity) and the theoretical optimum pattern
speci�ed by Eq. (6.2) at f0 = 11.7 GHz.

polarization [122]. The resulting pattern comparison shows the improvement over

conventional conical horn antenna in terms of spilled over energy and �eld tapering

within the subtended angle having the optimum pattern as a reference. Fig. 6.6

shows the sub-e�ciency components using the de�nitions in [125] and the array the-

ory and aperture �eld integration [124]. The results show signi�cant improvement in

the aperture sub-e�ciencies using all di�erent methods over the conventional conical

horn design without coaxial cavity as presented in Fig. 6.6 (b) (around 6% increase).

It is worth mentioning that the proposed design concept can be extended to have

multiple concentric coaxial cavities as proposed by Koch [143] to reach closer to the

optimum design as proposed previously in this work. However, this increases the

feed aperture area that may have drawbacks in blockage and interaction with the

re�ectarray in a destructive way.

The �nal design of the feed antenna can be further enhanced by introducing a

narrow λ0/4 choke ring around the coaxial cavity to improve the spillover e�ciency

by lowering the radiation pattern levels further beyond the re�ectarray subtended

angle. The design structure details and dimensions are presented in Fig. 6.8. A
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(a) (b)

Figure 6.8: The proposed coaxial surrounding the conical circular horn with choke. (a)
Fabricated model. (b) A cross section view to the design details with all dimensions
in millimeter.

Figure 6.9: A comparison between the measured and computed radiation patterns of
the proposed design in Fig. 6.8 at f0 = 11.7 GHz.

comparison between the simulated and measured radiation patterns is presented in

Fig. 6.9 as well as the theoretical optimum pattern given by Eq. (6.2) showing very

good agreement with simulation. Fig. 6.10 shows the predicted aperture e�ciency

using di�erent theoretical analysis methods compared to a conical horn of the same

�aring dimensions. Superior spillover and tapering e�ciencies are achieved. It is

important to elaborate that the computed aperture e�ciency values are obtained

using equivalent in�nitesimal dipole models inspired by the work presented in [107,

115], which is beyond the scope of this work. Moreover, the measured and simulated

104



(a)

(b)

Figure 6.10: Aperture sub-e�ciency components for the present design in Fig. 6.8 and
a conical horn. (a) Sub-e�ciency components. (b) Array theory (AT ) and aperture
�eld integration (AF ) e�ciencies and the theoretical aperture e�ciency.

re�ection coe�cients are presented in Fig. 6.11 with an acceptable agreement across

the operating frequency band. Moreover, the radiation patterns presented in Fig.

6.12 indicate the pattern stability for the entire frequency band. The results of this

design indicate around 7% increase over the conical horn antenna feed in the predicted

aperture e�ciency. In addition to the proposed re�ectarray optimized center feed

antenna, other antennas are optimized for o�set feeding scinarios and presented in

Appendix C
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Figure 6.11: A comparison between the measured and computed re�ection coe�cients
of the proposed design in Fig. 6.8.

6.3 Re�ectarray Unit Cell Analysis

The main idea behind the proposed design is the choice of the re�ectarray material

that enables adequate phase correction plus optical transparency to transmit optical

energy to solar cells. Thus, clear plastic or glass materials are the perfect candidates

for such integration between antennas and solar cells as presented in [147]. Based

on the available fabrication facilities, extruded acrylic material is exploited for the

proposed design. The measured relative permittivity using the Agilent dielectric

probe kit (85070E) for the commercially available material is presented in Fig. 6.13.

However, it is important to notice the loss tangent at the design frequency 11.7 GHz

is around 0.06, which is very close to the minimum expected value of the device that is

prone to measurement errors as indicated in the device data sheet [148]. Alternatively,

the presented design exploits a crystalline solar cell that is modeled as anisotropic

surface impedance boundary as shown in Fig. 6.14 using the procedure illustrated in

Chapter 3.
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Figure 6.12: A comparison between the measured radiation patterns of the proposed
design in Fig. 6.8 at di�erent frequencies.

6.3.1 The Proposed Unit Cell

The proposed design exploits a stacked perforated acrylic unit cell as illustrated in

Fig. 6.15 using �ve layers. The reason for this stacking instead of using one thick

sheet is the drilling capability of the employed Universal Laser Systems (M300) laser

platform, which has a maximum of 1/4" thick acrylic sheets. In terms of antenna/solar

cells integration, di�erent re�ection performance is observed using the proposed unit

cell for di�erent orientation of the electric �eld with respect to the coordinate system

identi�ed in Fig. 6.15 assuming in�nite periodicity [124]. Fig. 6.16 presents the

normal incidence re�ection results neglecting the losses in the acrylic material, which

indicates that having the incident electric �eld parallel to the conducting metallic

lattice of the solar cell (parallel to y) provides lower loss level compared to the other

orientation.

The unit cell structure details are chosen to be of width (W = λ0/6) at the design
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Figure 6.13: The measured dielectric constant results of extruded acrylic using Agilent
dielectric probe kit.

(a) (b)

Figure 6.14: The employed solar cell photo under a 10X microscope with the modeled
anisotropic surface impedance in the X-band. (a) Solar cell photo with coordinate
system de�nition. (b) Anisotropic surface impedance.

center frequency 11.7 GHz, where λ0 is the free-space wavelength. The thickness of the

stacked acrylic layers (H) is 1/4", but the measured samples provided 6.05mm due to

production tolerance from the supplier. The design also incorporated a typical 0.1mm

air gap between layers. This makes the simulated model closer to any fabricated

model. Also, the diameter variation of the equally spaced holes is chosen to vary

from 1mm to 3.775mm allowing a minimum distance between individual holes of

around 0.5mm. Of course, these choices of limitations regarding the hole sizes are the

reason of choosing �ve stacked layers of acrylic. Other choices may lead to using less
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Figure 6.15: The optically transparent re�ectarray unit cell integrated with a crys-
talline solar cell.

Figure 6.16: Computed normal incidence unit cell response of the proposed re�ectar-
ray unit cell in Fig. 6.15 neglecting the acrylic material losses.

number of stacked layers. Also, other choices of materials may lead to much thinner

designs, such as borosilicate glass (Pyrex) with measured relative permittivity close

to 5. However, for the proposed design, the machining capabilities limits the material

choice to acrylic.

6.3.2 Oblique Incidence Analysis

As indicated in [147], oblique incidence analysis is essential for the proposed per-

forated thick dielectric unit cell as the phase response vary a lot with the angle of

incidence. Furthermore, the employed anisotropic surface impedance homogenization

of the e�ect of solar cells in the microwave range requires special treatment in terms
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(a) (b)

Figure 6.17: Two port analysis model of the proposed re�ectarray perforated acrylic
unit cell. (a) Two port full wave analysis model. (b) Two port network terminated
with arbitrary re�ection coe�cient.

of rotating local coordinate systems and cross polarization as presented in Appendix

D. In general, treating this unit cell analysis problem for arbitrary angle and planes

of incidence requires a huge amount of simulations, which is very time consuming.

Here, the unit cell analysis is divided into two cascaded sections: the stacked dielec-

tric layers as a two port network and the anisotropic surface impedance termination

as shown in Fig. 6.17. The stacked dielectric part is assumed plane of incidence

independent (ϕe independent, where ϕe de�nes the plane of incidence with respect

to the de�ned coordinate system in Fig. 6.18). Also, the surface impedance termi-

nation is ϕe dependent as presented in Appendix D, which is analyzed analytically.

Consequently, signal �ow graph or any other procedure [91] can be used to obtain

the overall re�ection coe�cient of the unit cell as presented in Fig. 6.19. This results

shows that the procedure is accurate for a single plane of incidence case (y− z plane)

for di�erent angles of incidence (θe). Also, other polarization results can be shown to

be of the same accuracy, but the results are removed for brevity.
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Figure 6.18: An illustration for the plane of incidence associated with the re�ectarray
unit cell (m,n).

Figure 6.19: The computed and modeled phase response of the re�ectarray unit cell
shown in Fig. 6.15.

Assuming in�nite periodicity perforated stacked acrylic sheets, the two port S-

parameters can be described for each polarization separately without any cross cou-

pling. These S-parameters can be expressed as

STE(TM) =

 S
TE(TM)
11 S

TE(TM)
12

S
TE(TM)
21 S

TE(TM)
22

 (6.4)

for the transverse electric (magnetic) incidence case. Also, re�ection from the solar

cells, which is modeled as anisotropic surface impedance can be written, as explained
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in details in Appendix D, in the form

Γ =

 ΓTMTM ΓTMTE

ΓTETM ΓTETE

 (6.5)

where Γ
TE(TM)
TM(TE) is the transverse electric (magnetic) re�ection coe�cient due to a

transverse magnetic (electric) plane wave incidence (with all the possible combina-

tions) on a speci�c plane of incidence de�ned by ϕe as explained in Appendix D.

Consequently, the total re�ection coe�cients at the same plane of incidence can be

obtained using signal �ow graphs as

RTE
TE = STE11 +

STE21 S
TE
12

1 + STE22 ΓTETE
,

RTM
TE = STE21 ΓTMTE S

TM
12 ,

RTE
TM = STM21 ΓTETMS

TE
12 ,

RTM
TM = STM11 +

STM21 STM12

1 + STM22 ΓTMTM
(6.6)

where RTE(TM)
TM(TE) is the combined transverse electric (magnetic) re�ection coe�cient

of the structure due to a transverse magnetic (electric) plane wave incidence. These

�ndings are to be rotated back to the global coordinate system of the re�ectarray to

get the co-polar re�ection coe�cient as

Γco = ĉo ·

 cosϕe − sinϕe

sinϕe cosϕe


 RTM

TM RTM
TE

RTE
TM RTE

TE


 sinαe

cosαe

 (6.7)

where (·) denotes the dot product between two vectors and ĉo is the co-polar unit

vector, which is considered ŷ in this design. Also, the angle αe is the polarization an-

gle to determine the contribution of the transverse electric and magnetic components
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in the plane of incidence for each individual re�ection case. This angle is always mea-

sured from the transverse axis to the plane of incidence (ŷ′). This oblique incidence

analysis is a general formula that can be used with any re�ectarray synthesis using

the re�ection from unit cell. Only Γ
TE(TM)
TM(TE) values have to be considered as functions

of ϕe and θe.

It is worth mentioning that the two port analysis of the dielectric unit cell relied

on the full-wave analysis of CST [108] because the approximate perforation formula,

presented in [149], does not provide accurate representation of the employed `thick'

perforated dielectric slabs. The discrepancies between the full-wave analysis results

and the approximate results for the homogenized permittivity dielectric constant in-

crease as the angle of incidence θe increases. Nevertheless, it can be shown that this

problem appears for thick dielectric slabs, while the approximation formula works

fairly for thin dielectric slabs. Therefore, full-wave simulations were used to generate

the two port analysis results of the perforated dielectric, as shown in Fig. 6.17 (a),

for di�erent angles of incidence.

6.4 Re�ectarray Design and Measurement Results

The area of the re�ectarray aperture is chosen to 11.5"×11.5" as the maximum allowed

working size of the employed laser platform. The distance between the re�ectarray

aperture and the feed phase center is chosen to be 9.229" for maximum achievable

directivity. Consequently, the re�ectarray unit cells are required to achieve the phase

shifts shown in Fig. 6.20 through varying hole sizes. Here, the fabricated prototype

is presented including its realization challenges. Also, the antenna and solar cells

performance are discussed through experiments.
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Figure 6.20: The required phase shift by the re�ectarray unit cells.

(a) (b)

Figure 6.21: A comparison between the predicted re�ectarray antenna performance
using the RAS/PO-MR method and full-wave computations using lossless acrylic
material. (a) Antenna gain performance. (b) Aperture e�ciency.

6.4.1 Approximate Re�ectarray Performance

By using the proposed RAS/PO-MR method presented in Chapter 5, a fast predic-

tion to the re�ectarray antenna performance can be obtained. Initially, a lossless

acrylic case is considered to estimate the best antenna performance neglecting the

losses inside the acrylic as the measurements in Fig. 6.13 are not expected to be

accurate [148]. A comparison between the predicted performance of the RAS/PO-

MR method and the full-wave computations of CST is shown in Fig. 6.21 for both
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(a) (b)

Figure 6.22: A comparison between the predicted re�ectarray antenna performance
using the RAS/PO-MR method and full-wave computations using lossy acrylic ma-
terial. (a) Antenna gain performance. (b) Aperture e�ciency.

the expected gain and aperture e�ciency. Furthermore, a better estimation of the

acrylic material losses is obtained through the antenna measurements as shown in

the coming subsection to have the loss tangent tan δ = 0.022. This value is used to

further predict the re�ectarray antenna gain and aperture e�ciency in comparison to

full-wave computations as shown in Fig. 6.22. The comparison between the lossless

and lossy acrylic cases show the signi�cant e�ect of the dielectric material losses over

the overall antenna performance. Moreover, the frequency response results illustrate

the validity of the proposed unit cell analysis method, which is very close to reality

in this particular re�ectarray antenna design. In addition, the re�ectarray antenna

radiation pattern is also predicted through the proposed RAS/PO-MR method as

shown in Fig. 6.23 in comparison to the full-wave computations of CST. The pre-

sented radiation patterns show accurate prediction for the �rst side lobe level, which

is not possible to be predicted using other approximate methods.
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(a) (b)

Figure 6.23: A comparison between the predicted re�ectarray radiation pattern using
the RAS/PO-MR method and full-wave computations using lossy acrylic material.
(a) E-plane. (b) H-plane.

Figure 6.24: The fabricated phase shifting perforated re�ectarray aperture.

6.4.2 The Fabricated Prototype

A realized model of the stacked perforated dielectric is shown in Fig. 6.24 mounted

on the designed re�ectarray measurement setup. The solar cells and acrylic layers are

snugly stacked together with four 90◦ corners, which apply pressure on top of them

to minimize air gaps. The fabricated prototype of the proposed re�ectarray is shown

in Fig. 6.25 exploiting a center feeding conical horn backed by a coaxial cavity with

a chock as proposed in [150]. The main advantage of this feed is that it produces

a more uniform aperture �eld over the re�ectarray aperture with less spillover as

well as maintaining a relatively close distance to the re�ectarray aperture than using

directive feeds [150].

For mechanical stability, two thin struts (1/8" thick) are used to �x the structure
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Figure 6.25: The fabricated prototype of the proposed re�ectarray facing NSI near
�eld scanner probe.

of the feed antenna from the back. They were chosen to be along the antenna's H-

plane, where the electric �eld interacts with a smaller area of the struts [151], thus less

forward scattering is observed due to the struts. To prove the previously mentioned

statement, the feed antenna structure is simulated with CST as a scatterer as shown

in Fig. 6.26 (a) with a uniform plane wave incidence in the illustrated polarization.

The computed Radar Cross Section (RCS ) of the structure in the E and H planes are

presented in Figs. 6.26 (b) and 6.26 (c), respectively, for di�erent values of the struts

length L. The results show that minimal e�ects are observed in the far �elds in the

main broadside beam direction. The e�ects are mainly minor side lobe contributions.

6.4.3 Re�ectarray Antenna Performance

A preliminary experiment to measure the performance of the proposed antenna is

conducted by measuring the antenna parameters excluding the solar cells from un-

derneath the perforated acrylic sheets. This experiment helps to characterize the

e�ect of the solar cells on the antenna performance noting that the modeled e�ect

of the solar cells is close to conductors in terms of surface impedance. Another im-

portant motivation behind this initial experiment is to predict the loss tangent of

acrylic. Since the employed dielectric probe measurement results shown in Sec. 6.3

shows close to the minimum limit loss tangent, the accuracy of this measurement is
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questionable according to the device data sheet [148]. Fig. 6.27 shows a comparison

between the measured and computed re�ectarray antenna directivity and gain using

di�erent values of the loss tangent for the exact same structure. It is found that the

measured results are closer to the computed results with tan δ = 0.022, which is lower

than the values obtained by the dielectric probe test in Fig. 6.13. It is important to

notice that the measured directivity is obtained by integrating two radiation pattern

cuts and assuming a body of revolution symmetry as indicated in [152].

The re�ection coe�cient measurement of the re�ectarray integrated with solar

cells is shown in Fig. 6.28 in comparison with the no solar cells case and full-wave

computations with a good agreement. The main reason in the slight discrepancies

between measurements and full-wave computations is actually due to the fabrication

tolerance in the feed antenna as presented in the same �gure. Also, the re�ection

coe�cient measurements show an acceptable matching level (below −10dB) for the

entire frequency band of interest. Moreover, a comparison between the computed

and measured radiation pattern is presented in Fig. 6.29 for the standard E and

H planes. Also, the maximum measured cross polarization level is compared to the

computed results in Fig. 6.29 (c) at the 45◦ plane cut using the Ludwig III de�nition

of cross polarization [122]. It is found to be below −25dB within the antenna 3dB

beam width, which is |θ| = 2.6◦ (half angle). It is important to notice that the slight

di�erence in the side lobe level in the E-plane shown in Fig. 6.29 (a) is due to a

minor di�erence between the simulated and fabricated models of the feed antenna in

the exterior part, which does not a�ect the radiating part, but a�ects the forward

scattering of the feed.

The antenna performance through the operating frequency band of the satellite

communications (10.7 GHz - 12.7GHz) shows good agreement between the computed

and measured results in terms of gain as shown in Fig. 6.30. It has to be noted that

the measured gain is terminated at 12.4 GHz due to the use of a near �eld scanner
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in only the X-band, which is the available facility to us. Furthermore, the radiation

e�ciency plot in Fig. 6.31 indicates that most of the losses are due to the acrylic

material and the solar cells are only responsible for ∼ 0.2dB in the computed mode

and ∼ 0.5dB in measurements. Also, the aperture e�ciency [124] of the antenna is

presented in Fig. 6.32 indicating around 25% e�ciency at the design frequency. These

results show that solar cells do not have a signi�cant loss over the antenna compared

to the e�ect of the employed transparent material. Since we were limited by the

available commercial materials and fabrication facilities, other possible transparent

materials can be used with lower loss level, which indeed shall improve the overall

re�ectarray antenna performance.

6.4.4 Solar Harvesting Performance

Following up on the design procedure, the solar cells are required to cover all the area

underneath the re�ectarray. Thus, four unpackaged solar cells panels (6"×6" each)

are connected together in parallel leaving no space in between. The solar cells' edges

were trimmed beyond the 11.5"×11.5" re�ectarray aperture. The output solar cells'

power is measured under direct sun in a sunny day (June 4, 2015) in Montréal, Québec

as shown in Fig. 6.33, where the tilting angle plane is �xed towards south. Using

a metallic setup that allows changing the angle of the whole antenna as illustrated

in Fig. 6.33, the output short circuit current and open circuit voltage are measured

consecutively for the covered and uncovered solar cells with results shown in Fig.

6.34. The �rst observation through this measurement is that the output solar power

does not vary much from the solar cells alone case at the curve peak region, where

the sun is perfectly normal to the re�ectarray/solar cell. However, the output solar

power is greatly a�ected by the cover re�ectarray's acrylic at large angles ( 90◦). The

drawback about this measurement is that it is not fair to quantitatively compare the

di�erence between the output power in the cases of with and without re�ectarray
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because both measurements are not done simultaneously (although they were done

within 90 minutes) because of the slight di�erences in the sun angle and the presence

of some clouds, which we noticed to a�ect the results. Nevertheless, this measurement

is a qualitative measure of the e�ect of optically transparent re�ectarray antenna on

the solar cells' output power, which lines up with the results presented by Lim and

Leung in [5]. It is important to mention that the employed solar cells are rated to

produce around 0.55 volts and 4 Amperes at their optimum load points for each panel,

which is not necessarily the open /short circuit cases.

6.5 Summary

An optically transparent re�ectarray integrated with solar cells design procedure has

been presented to cover the satellite communications channel (10.7 GHz - 12.7 GHz).

Initially, the feed antenna design is presenting through investigating the optimum

re�ectarray pattern. A conical horn antenna backed by a coaxial cavity and a quarter

wave choke rim is designed, fabricated and measured to serve as a center feed for the

proposed re�ectarray antenna. Also, the re�ectarray antenna design exploits stacked

perforated acrylic re�ectarray unit cell to provide maximum optical transmittance

for solar cells. Furthermore, the oblique incidence re�ectarray unit cell analysis has

been adequately incorporated into the design procedure to provide a more accurate

phase shifting representation for the proposed unit cell. A 11.5′′ × 11.5′′ re�ectar-

ray prototype backed by the modeled solar cells has been fabricated and measured

to prove the proposed concept. The re�ectarray antenna provided 26.16 dB at the

design frequency with an aperture e�ciency of 25% due to the losses in the available

commercial acrylic sheets. Of course, the aperture e�ciency should improve signi�-

cantly by using lower loss transparent material(s). Also, the output power from the

solar cells has not shown signi�cant change due to the presence of the re�ectarray
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antenna on top from the uncovered case when the light source is perpendicular to the

solar cells/re�ectarray aperture surface.
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(a)

(b)

(c)

Figure 6.26: Examining the e�ect of the struts using plane wave incidence over the
feed. (a) Full-wave analysis model indicating the direction and polarization of the
incident plane wave. (b) E-plane RCS. (c) H-plane RCS.
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(a)

(b)

Figure 6.27: The computed and measured directivity and gain for the proposed per-
forated acrylic re�ectarray removing the solar cells from underneath the acrylic con-
sidering di�erent values of the acrylic loss tangent. (a) Direcitivy. (b) Gain.

Figure 6.28: The measured and computed re�ection coe�cient of the whole re�ectar-
ray in comparison to the feed only situation.
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(a) (b)

(c)

Figure 6.29: The measured and computed normalized radiation pattern of the re�ec-
tarray at the design frequency 11.7 GHz. (a) E-plane. (b) H-plane. (c) X-pol.

Figure 6.30: A comparison between measured and computed antenna gain.
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Figure 6.31: A comparison between measured and computed radiation e�ciency for
the cases with and without solar cells.

Figure 6.32: A comparison between measured and computed aperture e�ciency (ηap).
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Figure 6.33: The solar power experiment under the sunlight with an angle changing
�xture.

Figure 6.34: The solar power experiment results under the sunlight.

126



Chapter 7

Conclusions and Future Works

7.1 Conclusions

Modeling solar cells in the microwave range has been presented as anisotropic surface

impedance boundaries as inspired from the geometry of the employed solar cells.

Two measurement setups have been exploited to characterize the available solar cells

based on re�ection. The �rst method used plane wave incidence setup at the Ku

frequency band. Measured results could distinguish the anisotropy in the surface

impedance. However, the accuracy of the employed setup was not reliable due to

the excessive number of sources of error. Thus, a second measurement setup has

been proposed using contactless waveguide �anges to measure the required surface

impedance in the C and X frequency bands. In addition, the material details of

the employed crystalline solar cells have been obtained through an inverse problem

following the material permutations available for commercial solar cells. This detailed

model developed through the inverse problem could be easily incorporated into full-

wave analysis of arbitrary antennas. It was noticed through the model that solar cells

behave more likely as a lossy metallic surface.
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Furthermore, the radiation e�ciency of di�erent antennas in their original environ-

ments, including large dielectric substrates and solar cells has been measured using

a new design to characterize antennas with solar cells. A novel design of Wheeler

caps has been presented implementing the contactless Wheeler cap concept. The

proposed design made use of evanescent wave guiding structures to provide the re-

quired EM shielding incorporating the antenna's large ground plane environment into

the Wheeler cap design. This evanescent wave structure was implemented using cas-

caded and stacked mushroom-shaped EBG structures for wide band performance. A

new EBG unit cell has been presented through this work for compact design for the

required shielding �anges. Two di�erent contactless Wheeler caps were designed to

cover the frequency band from 1.5 GHz to 40 GHz. In addition, the measured quality

factors of the designed Wheeler caps showed relatively high values, which indicated

acceptable performance according to the provided error estimation criterion. Never-

theless, an improvement to the quality factor radiation e�ciency prediction method

has been presented enabling the method to operate in the presence of multiple cavity

modes. Several studies have been presented in Appendix A based on numerical and

measurement results comparing the proposed improved method to other Wheeler cap

post-processing methods. Moreover, veri�cation and test cases using the contactless

Wheeler cap designs have been presented to validate the proposed designs and char-

acterize di�erent antennas mounted over solar cells. The presented measurements

showed that dielectric resonator antennas can be among the most e�cient integration

procedures with solar cells because of the minimal interaction with the ground plane

materials.

Alternatively, a potentially fast, simple, and e�cient electromagnetic numerical

analysis technique has been presented solving the scattering and antenna arbitrary

problems. The procedure showed a remarkable simplicity in the formulation and

�exibility to cover a wide range of boundary conditions and EM problems covering
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2D and 3D composite problems. Analytical results for the scattering problem of

circular cylinders have been used to verify the proposed technique and prove the

concept. Also, arbitrarily shaped scattering problems were used to verify the results

and compare performance between the proposed technique and the MoM. In addition,

remarkable enhancement in comparison to commercial software packages has been

observed in terms of processing time due to the need for less number of unknowns.

Furthermore, the procedure has been extended to model antennas by matching their

near �elds in their radiation and scattering modes for faster post-processing required

for re�ectarray antenna approximate analysis. Moreover, the approximate analysis

results have been improved through implementing the multiple re�ections concept,

which could fairly predict the re�ectarray antenna performance rapidly in comparison

to full-wave commercially available software packages.

In addition, incorporating the developed models for the solar cells into the design

procedure of re�ectarray antennas has been presented through the design process of

an optically transparent re�ectarray antenna integrated with solar cells. Initially, an

inverse problem approach has been conducted to analytically synthesize the required

radiation pattern from re�ectarray feed antennas of arbitrary feeding positions. Then,

a realization of the provided concept has been introduced using a coaxial cavity backed

conical horn antenna with a chock rim to improve the achievable aperture e�ciency

of re�ectarray antennas given a speci�c focal distance. Consequently, the custom

made re�ectarray feed antenna required incorporating the developed RAS/PO-MR

approximate analysis to quickly predict the re�ectarray antenna performance. The

design of the proposed re�ectarray antenna made use of stacked perforated trans-

parent acrylic sheets to cover the satellite communications channel (10.7 GHz - 12.7

GHz). Furthermore, the oblique incidence re�ectarray unit cell analysis has been

adequately incorporated into the design procedure to provide a more accurate phase

shifting representation of the employed re�ectarray elements. Moreover, a square
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aperture (11.5′′ × 11.5′′) re�ectarray antenna prototype backed by a crystalline solar

cells has been fabricated and measured to prove the concept presented. The measured

re�ectarray antenna gain was reported to be 26.16dB at the design frequency, which

corresponded to an aperture e�ciency of 25%. This low aperture e�ciency value was

because of the high loss tangent in the available commercial acrylic sheets. In terms

of solar harvesting capability, the solar cell has not shown signi�cant change due to

the presence of the re�ectarray antenna on top from the uncovered case when the

light source is perpendicular to the solar cells/re�ectarray aperture surface.

7.2 Major Contributions

The major contributions presented in this thesis can be summarized into several

topics. The list below describes the contributions related to each topic with the

related publications as listed after the bibliography chapter.

Solar Cells Modeling

1. Characterizing the solar cells behavior in RF as anisotropic surface impedance

through measurements [J-S-1].

2. Obtaining the material properties of the crystalline solar cell through an inverse

problem [J-S-1].

Antennas Radiation E�ciency Measurement

1. Improving the Q-factor method to be able to use the Wheeler cap method with

larger cavities to measure the radiation e�ciency of arbitrary antennas [C-4].

2. Introducing the contactless Wheeler cap concept and develop measurements
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setups to measure the radiation e�ciency of antennas within their original en-

vironments [C-3] and [C-2].

3. Measuring the radiation e�ciency of di�erent antennas mounted over solar cells

with the developed tools.

The Random Auxiliary Sources Method

1. Providing fast and e�cient solutions for the EM scattering problems from ar-

bitrary composite 2D and 3D scatterers [J-2] and [J-1].

2. Providing simple models of antennas in their radiating and scattering modes

for fast post-processing [C-A-3].

3. Introducing the multiple re�ections concept along with the RAS procedure to

approximately predict arbitrary re�ectarray antennas' performance [C-A-3].

Re�ectarray Feed Antennas

1. Introducing a synthesis approach for optimum re�ectarray feed antennas radi-

ation patterns for both center and o�set feeding scenarios [C-A-2] and [J-S-3].

2. Designing, prototyping and measuring the coaxial cavity backed conical horn

antennas to realize the introduced concept [J-S-3].

Re�ectarray Antenna Design Integrated with Solar Cells

1. Incorporating the developed models into the design procedure of a novel opti-

cally transparent re�ectarray antenna design integrated with solar cells [C-A-1]

and [J-S-1].

2. Prototyping and measuring the antenna and solar harvesting performance of

the developed pencil beam re�ectarray antenna [J-S-1].
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7.3 Future Work

Since the scope of the topics presented in this thesis is broad, various ideas can be

implemented as extensions to the current work. These ideas can be summarized under

each topic as

Antennas Integrated with Solar Cells

1. Developing a low shadowing dielectric resonator antenna array making use of

the dielectric image line as a linear feeding mechanism.

2. Designing arbitrary shaped beam optically transparent re�ectarray antennas

using the introduced perforated acrylic unit cell.

3. Scaling the design procedure and parameters to a higher frequency band and

investigate the e�ect of solar cells on RF at higher frequency bands.

Re�ectarray Feed Antennas

1. Designing and prototyping re�ectarray antennas exploiting the fabricated feed

antennas for o�set feeding scenarios. This work is mainly to further prove the

potential of the concept presented in this topic.

2. Investigating other techniques to shape the radiation pattern from prime re�ec-

tarray feed antennas to reach better performance than presented in this work.

The Random Auxiliary Sources Method

1. Including source models into the numerical analysis procedure to enable the

RAS method to solve arbitrary antennas directly.
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2. Investigate di�erent possibilities to improve the approximate results from the

RAS/PO-MR method in terms of gain value, side lobe levels and bandwidth

potential.

3. Implementing new boundary conditions to model periodic surfaces in the EBG

region.

Contactless Waveguide Setup

1. Measuring the dielectric constant of thin dielectric materials.
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Appendix A

Details About the Q-Factor Method

A.1 Introduction

In this appendix, rigorous analysis of the exploited expressions in Chapter 4 is con-

ducted to ensure the suitability of expressions for the covered antenna types within

this work. The minimum choice of the measured number of frequency points from

the employed network analyzer is discussed to accurately �t the measured responses;

especially where a signi�cantly large number of cavity modes exist inside the Wheeler

cap. Moreover, controlled environment simulations are conducted to evaluate the

cavity modes immunity of the proposed method using di�erent antenna types and

Wheeler cap sizes. Furthermore, an aluminum prototype of Wheeler cap is built to

measure the radiation e�ciency of several antennas using the proposed method with

the suggested settings.

A.2 Procedure Stability

This section discusses several concerns related to the proposed method regarding

validity of expressions, estimation of error and reproduction of results.
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A.2.1 Validity of Expressions O� Resonance

An important concern regarding the proposed method is the validity of the expression

away from the resonance frequency. The quality factor is only de�ned at resonance

frequencies, thus using the term of frequency dependent quality factor may not be

scienti�cally adequate. However, the proposed method uses a ratio between quality

factors, which has a frequency dependence that can be neglected.

Since the quality factor computation formula is invariant with circuit topology as

illustrated in [86], manipulation of a series resonance antenna model can be su�cient

to represent other resonator circuits. As shown in Fig. A.1, the input impedance can

be represented as a function of angular frequency (ω) as

Zin (ω) = Rr (ω) +Rl (ω) + jωL+
1

jωC
, (A.1)

where Rr and Rl represent the radiation and Ohmic loss resistances, respectively. L

and C are the inductance and capacitance values of the assumed series resonance

model, respectively. By implementing the Wheeler cap method steps to shortening

out the radiation resistance in one measurement and computing the quality factor

ratios, one reaches the frequency dependent radiation e�ciency using another form

of Eq. (4.3) as presented in [86], which can be expressed as

ηr (ω) ' 1− Rl (ω)

Rr (ω) +Rl (ω)

∣∣∣jL− 1
jω2C

+R′r (ω) +R′l (ω)
∣∣∣∣∣∣jL− 1

jω2C
+R′l (ω)

∣∣∣ , (A.2)

with the prime denotes derivative with respect to the angular frequency ω.

Typically, at resonance the value of R′r is zero (or very close to zero due to the

e�ect of the coupling network). The changes within the operating band of the an-

tenna is usually small, which may result in neglecting the term R′r (ω) with respect

to adjacent terms. The same can be applied to wideband antennas, where the whole
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Figure A.1: An illustration for the one port antenna model with the coupling network.

input impedance (or admittance) can be considered almost constant within the oper-

ating band. Therefore, it is reasonable to express the frequency dependent radiation

e�ciency as

ηr (ω) ' 1− Rl (ω)

Rr (ω) +Rl (ω)
, (A.3)

which is a typical expression for the radiation e�ciency of a series resonance antenna

model. Indeed, the same analysis can be performed for parallel resonance circuits.

The presented analysis concludes that using the quality factors' ratio is valid

away from resonance even though individual quality factor values are meaningless. In

other words, this method represent just the ratio between the stored energy at any

frequency divided by the power losses in the radiation mode to its correspondent in

the non radiating mode. This means that the employed procedure actually assumes

the stored energy in the radiation mode and non radiating mode are about the same

reducing the exploited quality factor ratio to the ratio between the power losses in

both modes as presented in [59, 153]. Moreover, using the invariant formula directly

from the re�ection coe�cient can implicitly consider the described advantages without

the need for de�ning circuit models.

A.2.2 Error Estimation

In terms of sources of error in the proposed procedure, it is mainly due to cavity

modes. Ideally, in the absence of cavity modes, the most accurate results can be

obtained as ηr = 1 − Qa/Qw, where Qw is the quality factor of the antenna mode

137



suppressing radiation loss. Alternatively, in the presence of a cavity mode, coupling

between the antenna and the cavity mode results in reducing the overall quality

factor due to the increase of Ohmic losses, which can be expressed in a similar way

as expressed in [154] viz
1

Q′w
' 1

Qw

+
1

Qc

, (A.4)

where Q′w is the overall quality factor of the antenna mode coupled with a cavity mode

with unloaded quality factor Qc. Therefore, the computed radiation e�ciency in the

presence of a cavity mode (η′r) can be expressed in terms of the accurate radiation

e�ciency ηr as

η′r = ηr −
Qa

Qc

. (A.5)

The previous relation predicts that cavity modes' e�ects always decrease the com-

puted radiation e�ciency. Also, the obtained error in the radiation e�ciency predic-

tion is a relative quantity which depends on the ratio between the antenna quality

factor and the Wheeler cap cavity modes quality factors. This highlights the im-

portance of shielding e�ectiveness in Wheeler caps to improve the results, besides

the importance of using high conductivity materials for the shield. Furthermore, the

relative error criterion illustrated in Eq. (A.5) shows that the requirements for the

Wheeler cap cavity modes' quality factors vary from antenna type to another. For

example, small antennas with narrow bands have high quality factors, thus high qual-

ity factors Wheeler caps are recommended to accurately predict radiation e�ciency.

Alternatively, wide band antennas have low quality factors at their resonances, thus

the used Wheeler caps do not necessarily have high quality factors associated with

their cavity modes to accurately predict radiation e�ciency. Moreover, this crite-

rion indicates that the proposed method is expected to perform better closer to the

Wheeler cap cavity resonances although other post-processing techniques may result

in unbounded uncertainty in predicting the radiation e�ciency [155, 156]. Further
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illustrations to the previous statements are presented in Sec. A.3.

Another source of error is related to the dielectric losses inside the antenna body as

pointed out in [157]. Besides a possible error due to miscalculations for the antenna

quality factor inside the Wheeler cap, some Wheeler cap cavity modes su�er from

the same phenomena. This results to have lower values for Qc in Eq. (A.5), which

results to underestimation for the antenna radiation e�ciency. A possible solution to

the latter problem, as suggested in [157], requires using multiple sized Wheeler caps

and/or using a di�erent post-processing procedure to verify sudden changes in the

radiation e�ciency values. Furthermore, perturbing the coupling mechanism to cavity

modes may result in a di�erent error patterns in predicting the radiation e�ciency.

This perturbation can be performed by using a means of contacltess Wheeler cap,

as proposed in [158, 159], that may be discussed in a future publication. Illustration

results are presented in Sec. A.3.

A.2.3 Network Analyzer Suggested Settings

To accurately represent the antenna response inside the Wheeler cap by the interpola-

tion routine in Eq. (4.2), a prior knowledge of the number of cavity modes that might

be present in the employed frequency band is essential. The modi�ed Weylâ��s ex-

pression helps to get an asymptotic number of modes in a rectangular cavity with

dimensions A, B, and H as a function of frequency (f) [160]. Consequently, the

minimum number of points required to accurately represent responses has to include

at least M points around each mode across the frequency range between fl and fh.

Thus, the total number of points P required from the network analyzer is

P ∼M (fh − fl)D (fh) , (A.6)
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where D (fh) is the smooth mode density function evaluated at the highest frequency

in the band fh de�ned in [160] as

D (f) = 8πABH
f 2

c3
− A+B +H

c
. (A.7)

where c is the speed of light in the �lling medium.

The practical limit of the maximum number of points to be considered is the

limit of the network analyzer. Therefore, the �rst essential task before measuring

the antenna radiation e�ciency using the proposed technique is to determine the

minimum required number of points. This helps to decide either to measure the

antenna e�ciency in the desired frequency band as a whole or to divide it into smaller

sub-bands to preserve the accuracy of measurements. It is worth mentioning here that

a minimum number of points associated with each mode (M) are required to be at

least three, which is obtained through di�erent trials with the procedures.

Typically, the mentioned criterion to determine the suggested data points works

well using discrete frequencies full-wave simulations as o�ered in HFSS [161]. The

main point is to get the required phase span around the resonance frequency of each

antenna/cavity mode as suggested in [162]. However, another practical considera-

tion concerning the accuracy of measurements from a vector network analyzer has

to be taken into account. A recommended maximum phase shift between adjacent

frequency points has not to exceed 12◦, which corresponds to a minimum number

of data points of 200 per gigahertz of frequency span, per meter of test port cable

length as illustrated in [163]. Consequently, the suggested number of frequency points

to be used has to satisfy both conditions simultaneously. In addition, increasing the

number of points obtained from the network analyzer increases the susceptibility of

the �tting equation to measurement noise, which can deteriorate the measurements.

In most of the presented measurement results in Sec. A.4, the network analyzer data
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points has been maximized making sure that the above criteria are satis�ed.

A.2.4 Suitablity of Quality Factor Computations to the Re-

sponses

Besides the work presented in [84], which uses the provided expression in Eq. (4.3)

to determine the quality factor of antennas (i.e. low quality factors), the suitability

of the provided technique requires to be veri�ed for the responses involving coupling

to di�erent cavity modes. Consequently, a short 50Ω coaxial probe is used to excite

a 100 × 100 × 60 mm3 cavity made of brass as illustrated in Fig. A.2. The discrete

frequency simulation of HFSS [161] provides the re�ection coe�cient shown in Fig.

A.3 (a). By following the recommended settings in Sec. A.2.3, the resulting loaded

quality factor values due to the employed expression are compared to the Eigen mode

full-wave solver results in Fig. A.3 (b) with good accuracy. Since the exploited cou-

pling mechanism is electric (i.e. short probe), not all of the cavity modes are coupled

to the input port. This is shown in the Eigen mode solver solutions that have no

match through the expression from Eq. (4.3). The reason behind this is that Eigen

mode solver solves without excitation �rst and then perturbation is applied to get

the loaded quality factors. It is worth mentioning that the responses of interest ob-

served through coupling to antennas have less quality factor values, which are easier

to capture through Eqs. (4.2) and (4.3).

A.3 Simulation Results

This section provides simulation results in a controlled environment. These simula-

tions enable evaluating the proposed method extensively without any fabrication or

measurement tolerance e�ects. Therefore, di�erent antenna types are exploited in

the coming subsections to evaluate the potential of using the proposed method. Also,
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(a) (b)

Figure A.2: Response validation simulation setup details with all dimensions in mil-
limeter. (a) Front view. (b) Side view.

the same antennas' simulation results are used in comparison with related works in

Appendix A.5.

A.3.1 Dual Band Antenna

A dual band antenna is presented using an optimized E-Shaped patch antenna as

introduced in [164]. The structure of the antenna is shown in Fig. A.4. Accordingly,

using di�erent size Wheeler caps to predict the radiation e�ciency of the antenna with

the proposed method leads to the results in Fig. A.5 (b) for the simulated responses

in Fig. A.5 (a). Although using various Wheeler cap sizes results in di�erent cavity

modes coupled to the antenna, minimal changes around the full wave analysis results

are observed (within 0.5%).

The E-Shaped patch antenna resonates at two frequencies, 1.749 and 2.362 GHz.

The corresponding quality factor values computed by Eq. (4.3) are 16.79 and 6.816,
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(a) (b)

Figure A.3: Computed re�ection coe�cients and loaded Q-factor of the cavity illus-
trated in Fig. A.2. (a) Simulated re�ection coe�cient. (b) Comparison between the
computed quality factor using Eq. (4.4) and the full-wave Eigen-mode solver results
with perturbations.

respectively. These slightly low quality factor values justify the slight changes in the

predicted radiation e�ciency as estimated through Eq. (A.5) considering the high

quality factor cavity modes inside the Wheeler cap.

A.3.2 Wide Band Antenna

AU-Shaped dielectric resonator antenna (DRA) is employed featuring 40% percentage

bandwidth. Using the antenna con�guration illustrated in Fig. A.6, the simulated

re�ection coe�cients for the antenna in free-space and inside di�erent sizes of Wheeler

caps are presented in Fig. A.7 (a). The re�ection coe�cient responses show the

dense presence of cavity modes inside the simulation frequency band. The processed

radiation e�ciency results are presented in Fig. A.7 (b) in comparison to the full-wave

analysis results. The results show good immunity to the presence of the majority of

cavity modes using the proposed Q-factor method with di�erences in the order of

1%. However, some discrepancies in the results are shown in the results are related

to cavity modes interacting with the dielectric losses of the antenna, which result in

underestimating the antenna radiation e�ciency as shown in Sec. A.2.2. As shown

through using di�erent Wheeler cap sizes, the actual trend of the antenna radiation
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(a) (b)

Figure A.4: The E-Shaped patch antenna structure and dimensions (in millimeter).
(a) Front view. (b) Side view.

e�ciency can be depicted through the graphs. Furthermore, These results comply

with di�erent DRAs, which are known for their high radiation e�ciency (close to

100%) [46,93].

It is important to highlight that the proposed Q-Factor method exhibits minimal

changes with the presence of cavity modes due to the low quality factor values of the

radiating modes. The antenna has two radiating modes with resonance frequencies

3.833 and 5.06 GHz and quality factor values 2.756 and 2.565, respectively. This

ensures minimal e�ects for the cavity modes on the measurements according to Eq.

(A.5) for a Wheeler cap with quality factor values > 10000.

A.3.3 Small Antenna

Here, we consider the EZ small antenna as proposed in [165] and shown in Fig. A.8.

The simulated antenna responses in free-space and inside di�erent Wheeler caps are

shown in Fig. A.9 (a). Using the proposed Q-Factor method, the predicted radiation

e�ciency values for the di�erent cavity sizes are presented in Fig. A.9 (b) compared

with the full-wave simulation. It is noticed that using di�erent cavity sizes resulted

in di�erent radiation e�ciency values (within 4%). Also, inaccurate prediction of
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(a) (b)

Figure A.5: Simulated re�ection coe�cients and computed radiation e�ciency for the
E-Shaped patch antenna illustrated in Fig. A.4. (a) Simulated re�ection coe�cients
for the antenna in free-space and inside di�erent Wheeler caps. (b) Computed radia-
tion e�ciency. Here, Cap-1 has dimensions 110×110×50 mm3, Cap-2 150×150×50
mm3, Cap-3 110×110×100 mm3, Cap-4 150×150×100 mm3 and Cap-5 165×165×82
mm3.

(a) (b)

Figure A.6: The U-Shaped DRA structure (dimensions in millimeter). (a) Front view.
(b) Side view.

the antenna radiation e�ciency is observed (e.g. results for Cap-2 and Cap-5). This

happens when the antenna mode is greatly loaded by the Wheeler cap, as presented

in the responses in Fig. A.9 (a), due to the closeness of the antenna mode to a cavity

mode. These loading situations are mainly related to the cavity modes and not to

the Wheeler cap size, as the Wheeler cap recommended dimensions [63] are respected

through the di�erent simulations. It is also noticed that although the results for Cap-

1, Cap-3 and Cap-4 have a slight frequency shift between the loaded and unloaded

resonance frequencies, acceptable results are achieved. These varying results also

line up with the �ndings in [157] regarding systematic overestimating the radiation

e�ciency of antennas using the Q-Factor method (or the Complementary Quality

145



(a) (b)

Figure A.7: Simulated re�ection coe�cients and computed radiation e�ciency for the
U-Shaped DRA given in Fig. A.6. (a) Simulated re�ection coe�cients for the antenna
in free-space and inside di�erent Wheeler caps. (b) Computed radiation e�ciency.
Here, Cap-1 has dimensions 65× 65× 31 mm3, Cap-2 100× 100× 60 mm3 and Cap-3
120× 120× 31 mm3.

(a) (b)

Figure A.8: The EZ small antenna structure and dimensions (in millimeter). (a)
Front view. (b) Back view.

Factor Method as the terminology in [157]). Using di�erent cavity sizes is the way to

go to overcome this kind of systematic error [157].

The presented antenna has a resonance frequency of 1.39 GHz with estimated

quality factor of 34 according to Eq. (4.3). This gives an insight view about the

estimated error using the proposed Q-Factor method for such an antenna type. Of

course, the relation in Eq. (4.3) is true for valid responses as seen in Fig. A.9 (b) for

Cap-1, Cap-3 and Cap-4.
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(a) (b)

Figure A.9: Simulated re�ection coe�cients and computed radiation e�ciency for
the EZ small antenna illustrated in Fig. A.8. (a) Simulated re�ection coe�cients for
the antenna in free-space and inside di�erent Wheeler caps. (b) Computed radiation
e�ciency. Here, Cap-1 has dimensions 114×114×63 mm3, Cap-2 150×150×63 mm3,
Cap-3 114× 114× 100 mm3, Cap-4 175× 175× 150 mm3 and Cap-5 200× 200× 175
mm3.

A.4 Measurement Results

The employed measurement setup consists of an aluminum ground plane and rectan-

gular Wheeler cap with 32 �xing holes as shown in Fig. A.10. The Wheeler cap inside

dimensions are 119× 119× 54 mm3. These dimensions were chosen to accommodate

the various antennas presented in this work.

The �rst example is presented for di�erent length monopole antennas. A 6-mm

vertical monopole antenna is measured through the Wheeler cap setup giving the

measured re�ection coe�cients presented in Fig. A.11 (a) for the antenna in free-

space and inside the Wheeler cap. The adaptive �tting procedure is used to �t the

Wheeler cap response within 340 frequency segments for a square error level of 1E-4.

It is obvious that the monopole antenna couples to a huge number of cavity modes.

The predicted radiation e�ciency is shown in Fig. A.11 (b) in comparison to the full-

wave analysis of CST [108]. Two percent di�erence in the radiation e�ciency values

is observed across the measured frequency band. This discrepancy is di�erent from

the results of HFSS, which is referred to the accuracy of calculating the radiation
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(a) (b)

Figure A.12: The measured and processed results for the 11 mm vertical monopole
antenna. (a) Measured re�ection coe�cients. (b) Predicted radiation e�ciency com-
pared with the full-wave prediction.

(a) (b)

Figure A.13: The measured and processed results for the U-Shaped DRA shown in
Fig. A.6. (a) Measured re�ection coe�cients. (b) Predicted radiation e�ciency
compared with the full-wave prediction.

of the radiation e�ciency near these frequencies. However, the predicted radiation

e�ciency, away from the leakage regions, follow the simulated results for the same

problem in CST as shown in Fig. A.12 (b).

The second example exploits the U-Shaped DRA, illustrated in Fig. A.6, using the

Wheeler cap setup. The measured re�ection coe�cients for the antenna in free-space

and inside the Wheeler cap are shown in Fig. A.13 (a) showing a dense presence of

cavity modes. The adaptive �tting procedure required 37 frequency segments to �t

the response of the Wheeler cap within a square error tolerance of 1E-5. It is observed

that leakage occurs around the frequency 5.2 GHz in a similar way as the previous
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A.15 (a) showing very dense cavity modes coupled to the antenna. The adaptive �tting

procedure required 585 frequency segments to accurately �t the measured Wheeler

cap response within the tolerance level of 1E-3. The predicted radiation e�ciency

is shown in Fig. A.15 (b) in comparison to the full-wave results showing very good

agreement and minimal e�ects due to the presence of cavity modes. It is also noted

that leakage around 6.2 GHz a�ects the predicted radiation e�ciency as shown in the

previous example.

A.5 Comparison to Related Works

This appendix provides results for the other circuit model independent procedures,

namely: IWC [73,74] and MWC [78], using the same responses obtained in Sec. A.3.

Simulation results are used to avoid fabrication and measurement tolerance. This

aims to highlight the strength and weakness of these methods in comparison to the

proposed method for di�erent antenna types.

A.5.1 The Improved Wheeler Cap Method (IWC)

Using the responses presented in Sec. A.3, the IWC is used to predict the radiation

e�ciency of di�erent antenna types in the same formulation as [73, 74]. The results

of the dual band E-Shaped antenna is presented in Fig. A.16, the wide band DRA is

presented in Fig. A.17 and the EZ small antenna is presented in Fig. A.18.

The presented results show that the IWC method is best for narrow band antennas

as the case of the small antenna as shown in Fig. A.18 with tolerance ∼2%. In the

case of wide band or dual band antennas, the losses in the cavity modes are averaged

with the losses inside the antennas, resulting in an underestimation of the radiation

e�ciency as presented in Figs. A.16 and A.17. The deterioration of the results using

the IWC depends on the density of cavity modes within the operating frequency band.
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Figure A.16: The radiation e�ciency of the E-Shaped patch antenna illustrated in
Fig. A.4 computed by the IWC method using the same responses presented in Fig.
A.5 (a).

Figure A.17: The radiation e�ciency of the U-Shaped DRA illustrated in Fig. A.6
computed by the IWC method using the same responses presented in Fig. A.7 (a).

A.5.2 The Modi�ed Wheeler Cap Method (MWC)

Processing the simulated responses in Sec. A.3 by the MWC procedure [78] resulted

in di�erent prediction of the radiation e�ciency. The results of the dual band E-

Shaped antenna is presented in Fig. A.19, the wide band DRA is presented in Fig.

A.20 and the EZ small antenna is presented in Fig. A.21.

The results show that the MWC is not suitable for small antennas as seen in

the huge di�erence in Fig. A.21 as it is originally developed for ultra wide band

antennas [76]. Also, the method provided very good results for the dual band E-

Shaped patch antenna as presented in Fig. A.19, where cavity modes in all the cases

are weakly coupled to the input port as presented in Fig. A.5 (a). As coupling level

increases, the accuracy of the method deteriorates in comparison to the proposed

Q-factor method as shown in Fig. A.20. It is important to illustrate that the MWC
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Figure A.18: The radiation e�ciency of the EZ small antenna illustrated in Fig. A.8
computed by the IWC method using the same responses presented in Fig. A.9 (a).

Figure A.19: The radiation e�ciency of the E-Shaped patch antenna illustrated in
Fig. A.4 computed by the MWC method using the same responses presented in Fig.
A.5 (a).

method relies on the envelope of the response containing cavity modes e�ects as

presented in [76, 78]. So, further processing is required to have smooth curves as

featured in the IWC.

A.6 Summary

A new study over the Q-Factor radiation e�ciency estimation method with Wheeler

caps has been conducted. The detailed radiation e�ciency prediction procedure has

been introduced with rigorous analysis to the validity of the expressions for wideband

prediction. Also, the stability measures for the proposed Q-Factor method have been

introduced featuring a rigorous determination for the network analyzer minimum

number of points to be used for repeatable results. Moreover, simulation results
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Figure A.20: The radiation e�ciency of the U-Shaped DRA illustrated in Fig. A.6
computed by the MWC method using the same responses presented in Fig. A.7 (a).

Figure A.21: The radiation e�ciency of the EZ small antenna illustrated in Fig. A.8
computed by the MWC method using the same responses presented in Fig. A.9 (a).

have been presented for various scenarios to examine the immunity of the proposed

method for e�ects of Wheeler cap cavity modes in comparison to other circuit model

independent radiation e�ciency prediction procedures. Measurement results have

been presented for various antennas to verify the applicability of the proposed method

and veri�ed with full-wave analysis.
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Appendix B

EM Scattering Problems Results

Generated by the RAS Method

A comparison of the execution time consumed by the proposed technique to the com-

mercially available software CST can be used as a benchmark of the performance.

The scattering problem from conducting spheres with di�erent radii can be a good

example to elaborate the speed that can be obtained from RAS when compared to

the commercially optimized software. Table B.1 shows this comparison with di�erent

acceleration procedures of the MoM technique (i.e. direct MoM solver, iterative MoM

solver (I-MoM), and MLFMM technique). Also, the results are presented in Fig. B.1

with the complexity lines for the used methods. The results show, for smooth struc-

tures, a superiority of the RAS technique to MoM, but MLFMM is more superior

for large problems. The crossover between the proposed RAS method and MLFMM

can be depicted to be around the case with 2λ0 radius. Furthermore, it is important

to highlight that RAS and CST-Integral Equations Solver use a di�erent number

of testing points and consequently di�erent number of unknowns. Table B.2 shows

the employed number of testing points/surfaces for both methods and the number

of randomly generated sources' positions per iteration for the RAS method. These
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results show the potential in the proposed method to solve electromagnetic scattering

problems with less number of unknowns and consequently less memory requirements

as presented in Sec. 5.5.5. On the other hand, a worst scenario performance of

the proposed technique can be quantized by comparing the required time to solve

problems with edges (i.e. hexahedrons and cylinders) as shown in Table B.3. The

presented results are considered the worst case performance of the RAS technique in

terms of execution time, where the structure contains a large number of edges. The

smoother the structure is, the better the performance observed by RAS in terms of re-

quired number of iterations and execution time. The used hexahedron has dimensions

2λ0 × 2λ0 × 1λ0 and the cylinder has a radius of 1λ0 and height of 2λ0. A compar-

ison between the employed testing points by the proposed RAS procedure with the

required random and �xed edge correction sources and the MoM surfaces generated

by CST-Integral Equations Solver is presented in Table B.4. The presented results

show that the RAS procedure requires a much less number of unknowns per-iteration

than equivalent commercial MoM codes. Moreover, the presented results show that

the worst case performance is slightly comparable to the direct MoM, which means

that using the proposed RAS technique can be generally advantageous to MoM and

I-MoM. However, it is important to mention that the developed FORTRAN code uti-

lizes only a single core processing. Therefore, to prove the concept, the CST-IE solver

is limited to a single core processing with double precision to have a fair comparison

with the performance with the developed code. However, it is important to notice

that the comparison is made here between a commercially developed software written

by professionals and a research based code, which indeed needs a lot of improvements

for faster and resource e�cient �ow.

A more insightful point on the current implementation of the proposed RAS tech-

nique can be presented by comparing the execution time of �lling and solving the

RAS matrices as shown in Table B.5 and Fig. B.2. These results elaborate that
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Table B.1: A comparison between the execution time of the proposed technique and
CST-Integral Equation solver for conducting spheres with di�erent radii [112] c©2015
IEEE.

Radius RAS MoM I-MoM MLFMM
(λ0) time (s) time (s) time (s) time (s)
0.5 0.015 2 6 1
1.0 0.17 9 33 4
2.0 8.82 185 194 18
4.0 604.7 41612 1597 89

Figure B.1: The execution time of proposed RAS method in comparison with MoM,
I-MoM, and MLFMM solving PEC spheres with di�erent radii [112] c©2015 IEEE.

�lling time actually takes more time than the matrix solution time for the relatively

small structures, where the pre-asymptotic complexity of the procedure is e�ective.

The linear algebra tends to be more dominant for larger objects, as presented for the

5λ0 radius sphere with SPW = 5. Also, since the number of unknowns is constant

for each problem as a consequence of evaluating Eq. (5.9), the �lling time of high

sampling rate per wavelength is much longer than the one with a lower sampling rate.

Using the IFB procedure or domain decomposition technique along with the RAS

technique for multi-object scattering problems can improve the solution speed tremen-

dously. Figs. B.3 (a) and B.3 (b) show two di�erent problems involving multiple

scatterers with all geometry details and excitation angles shown in the Figures. The

scattered electric �elds of these problems are compared to CST-IE in Figs. B.4 (a)
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Table B.2: A comparison between the required number of testing points and unknowns
of the proposed technique and CST-Integral Equation solver for conducting spheres
with di�erent radii [112] c©2015 IEEE.

Radius RAS MoM
(λ0) Testing Points (M) N i

g,j Surfaces
0.5 86 24 212
1.0 332 92 487
2.0 1299 386 1942
4.0 5068 1448 8324

Table B.3: A worst case comparison between execution times of the proposed tech-
nique and CST-Integral Equation solver for a conducting hexahedron and cylin-
der [112] c©2015 IEEE.

Structure
RAS time (s) MoM I-MoM MLFMM
8/λ 10/λ time (s) time (s) time (s)

Cylinder 16.3 33 98 287 15
Hexahedron 59.18 68.11 61 180 9

and B.4 (b), respectively, with a very good agreement. A comparison between the

executed times by the RAS-IFB method and CST-IE are presented in Table B.6.

The problem illustrated in B.3 (a) is a moderate size problem involving a dielectric

hexahedron with a low dielectric constant (i.e. No edge correction is needed for this

problem). This resulted in a faster response of the RAS-IFB method compared to all

the other alternatives. On the other hand, the problem presented in B.3 (b) consists

of di�erent PEC geometries, each needs a special edge correction procedure through

the solution procedure. Moreover, this problem is considered relatively large. The

solution performance indicates that the RAS-IFB method is superior to MoM and

I-MoM, but the MLFMM technique is faster in this case.

Through the di�erent examples presented in this work, a major key fact can be

depicted from the performance results. The presented RAS method, making use of

the inherent properties of the method to accelerate solutions, is very much competing

the MoM in terms of memory and execution time. However, for large problems the

proposed method fails to be faster in comparison with the MLFMM, which indeed
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Table B.4: A comparison between the required number of testing points and un-
knowns of the proposed technique and CST-Integral Equation solver for a conducting
hexahedron and cylinder [112] c©2015 IEEE.

Structure
RAS MoM

SPW M N i
g,j N i

g,j (Fixed) Surfaces

Cylinder
8 1330 148 102

704
10 2026 144 102

Hexahedron
8 2008 223 160

584
10 2958 211 160

Table B.5: Execution time distribution between �lling and solving the RAS matrices
for conducting spheres of di�erent sizes [112] c©2015 IEEE.

Radius Surface RAS (5/λ) time (s) RAS (10/λ) time (s)
(λ0) Area (λ20) �lling solving �lling solving
1.0 4π 0.1 0.04 0.42 0.031
2.0 16π 5.44 3.08 20.63 2.98
3.0 36π 53 50.77 205.6 48.6
4.0 64π 303.6 289.6 1234.4 289.6
5.0 100π 1075.4 1223.95 4289.18 1223.95
6.0 144π 3221.45 3859.54 12620 3756

uses a leveled approximation procedure [167]. The RAS method does not use such

approximation, but it operates in a similar procedure as MoM. So, given this cur-

rent performance of the proposed technique, one can anticipate faster operations if

adequate higher order parameters and approximation schemes are used in similarity

to MLFMM. These methods can reduce the time required to �ll the matrices, which

is always larger than the time required to decompose these matrices as presented

in Table B.5 for a pre-asymptotic complexity operation. Therefore, using accelera-

tion techniques o�ered in the fast methods class can, in turn, improve the solution

time tremendously. Also, as the size of structure increases and consequently the size

of matrices to invert, the asymptotic complexity of the linear algebra performed by

the Cholesky decomposition becomes dominant. Therefore, using other acceleration

methods is required to speed up the matrix solution becomes essential.
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Figure B.2: Filling and inversion time of the RAS method solving PEC spheres with
di�erent radii with di�erent surface sampling criteria [112] c©2015 IEEE.

(a) (b)

Figure B.3: Di�erent problems involving multi-object scattering problems [112]
c©2015 IEEE.

Table B.6: Execution time comparison between RAS-IFB and CST-IE for the prob-
lems illustrated in Fig. B.3 [112] c©2015 IEEE.

Problem RAS-IFB MoM I-MoM MLFMM
Figure time (s) time (s) time (s) time (s)
B.3 (a) 129.62 631 968 199
B.3 (b) 307 1541 980 48
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(a) (b)

Figure B.4: Scattering far �elds of the problems shown in Fig. B.3 with the same
order. The IFB method took 3 and 2 iterations for the solution in (a) and (b),
respectively [112] c©2015 IEEE.
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Appendix C

Re�ectarray Optimized O�set

Feeding Antennas

As presented in Eq. (6.2) and Fig. 6.2 (b), more suitable antenna feeds for the o�set

feeding scenario exist by having pattern tapering to compensate for the di�erence

in path losses over the re�ectarray aperture. The proposed solution is to taper the

horn antenna aperture to disturb the phase aperture. This causes the pattern to be

tapered along the physical tapering in the horn. Exploiting the optimized design in

Fig. 6.5, tapering is implemented in di�erent situations to evaluate the performance

of re�ectarrays under o�set feeding scenarios in comparison to a conical horn antenna.

C.1 Tapering the Coaxial Cavity

The �rst proposed solution is to taper the coaxial cavity of the optimized design in

Fig. 6.5 with an arbitrarily chosen angle αt as presented in Fig. C.1 with αt = 10◦.

The tapering is chosen to maintain the exact optimized dimensions for the non-

tapered plane (i.e, the height of the coaxial cavity is increased from one side and

decreased from the other side of the tapering). Careful design and adjustment to

the �xing holes in the back of the horn antenna part to enable aligning the tapering
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(a) (b)

Figure C.1: The proposed tapered coaxial cavity horn antenna design layout and
details. (a) Fabricated model. (b) A section view to the design details along the
cavity tapering with all dimensions in millimeter.

with either the E-plane or H-plane of the antenna. The measured and simulated

re�ection coe�cients are presented in Fig. C.2 for the horn tapering aligned with

the H-plane. It is worth mentioning that the re�ection coe�cient in this design is

mainly dominated by the e�ect of the transition described in Appendix C.3, thus

di�erent orientations have minimal e�ects on the return loss. The resultant radiation

patterns for both orientations are shown in Fig. C.3. The radiation patterns show that

aligning the tapering with the H-plane gives better tapering with a more �at response

in the E-plane. Consequently, this con�guration gives a more compliant pattern

with the characteristics speci�ed in Eqs. (6.2) and (6.3). Also, H-plane tapering

results in a lower side lobe level as shown in the di�erence between Fig. C.3 (a) and

Fig. C.3 (b). Moreover, the preferred H-plane tapering design also features a stable

radiation pattern across the operating frequency band as presented in Fig. C.4 with

the measured results.

In terms of aperture e�ciency prediction, antenna feed phase center position sweep

is performed along the plane vz to observe the best obtained aperture e�ciency at

every point as shown in Fig. C.5 (a). A local optimization procedure is performed

to obtain the best θr, which is the angle of rotation from the broadside antenna zf
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Figure C.2: A comparison between the measured and computed re�ection coe�cients
of the proposed design in Fig. C.1 (H-plane tapering).

(a) (b)

Figure C.3: A comparison between the measured and simulated radiation patterns
of the proposed design in Fig. C.1 at f0 = 11.7 GHz. (a) Cavity tapering along the
antenna E-plane. (b) Cavity tapering along the antenna H-plane.

to achieve the best aperture e�ciency from a given position. The aperture e�ciency

results for the proposed antenna solution for both tapering alignments are presented

in Figs. C.5 (c) and C.5 (d) for the E-plane and H-plane horn tapering situations.

This e�ciency results can be compared to the results of the conical horn antenna

in Fig. C.5 (b). The presented aperture e�ciency results show that the E-tapering

situation is shown in Fig. C.5 (c), where the vz plane is aligned with the re�ectarray's

yz plane. The results show that this design is more suitable as a center feed due to the

slight radiation pattern tapering as presented in Fig. C.3 (a). Also, the H-tapering

situation gives high aperture e�ciency values at o�set feeding situations as shown

in Fig. C.5 (d) at the left side, where the vz plane is aligned with the xz plane.

Generally, this design provides the tapered beam peak at the peak edge of the horn.
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Figure C.4: A comparison between the measured radiation patterns of the proposed
design in Fig. C.1 with tapering along the H-plane at di�erent frequency points
within the operating frequencies.

The presented results provide evidence of the potential of using the proposed approach

to design e�cient re�ectarray antennas in more compact con�gurations than other

e�cient re�ectarrays presented in the literature with directive feeds (i.e., require

placement further from the re�ectarray).

C.2 Another Possible Solution

The other alternative solution is to taper the horn �are while the coaxial cavity

remains unchanged as presented in Fig. C.6. The tapering scheme followed the

same concept as the previous case of maintaining the non-tapered plane dimensions

unchanged. The simulated re�ection coe�cients for both tapering situations (i.e.,

aligned with E-plane or H-plane) are shown in Fig. C.7. Also, the simulated radiation

patterns are shown in Fig. C.8. The aperture e�ciency simulation for di�erent

positions over the vz plane are shown in Fig. C.9. The aperture e�ciency show
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(a) (b)

(c) (d)

Figure C.5: The best computed aperture e�ciency for di�erent antenna feeds. (a)
Illustration for the sweep plane. (b) Conical horn feed. (c) Tapered cavity horn
antenna (E-plane tapering). (d) Tapered cavity horn antenna (H-plane tapering).

that both tapering orientations give better results for the o�set feeding scenarios.

However, the simulated pattern for the H-plane tapering is more compliant with the

speci�ed characteristics in Eqs. (6.2) and (6.3) with a tapering in one plane and a dip

in the broadside direction of the other plane. However, this design is not fabricated

as it cannot be manufactured accurately with the manual machining facility available

to us.

In all the presented tapered designs, increasing the tapering angle αt increases

the tapering in the radiation pattern. However, this has an implication on the cross

polarization and side lobe level. Our experience with these designs showed a maximum

of αt = 20◦ tapering is allowed for acceptable radiation patterns. However, tapered
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(a) (b)

Figure C.6: The proposed tapered horn antenna with coaxial cavity design layout
and details. (a) Prospective view. (b) A cross section view to the design details along
the horn tapering with all dimensions in millimeter.

Figure C.7: The computed re�ection coe�cients of the proposed design in Fig. C.6
for both tapering orientations.

antennas with tapering angles larger than 10◦ are more di�cult to be fabricated

manually as we did with the previously presented designs.

C.3 Coaxial to Circular Waveguide Transition De-

sign

A custom design for the coaxial to circular waveguide transition is employed for the

proposed designs. Since the operating band falls between the X and Ku bands (i.e.,

10.7 - 12.7 GHz), non-standard circular waveguide dimensions are exploited to have

a single mode propagation within the operating frequency band as well as ease of
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(a) (b)

Figure C.8: The simulated radiation patters for the tapered horn design in Fig. C.6.
(a) Tapered cavity horn antenna (E-plane tapering). (b) Tapered cavity horn antenna
(H-plane tapering).

fabrication. The circular waveguide diameter is chosen to be 17.46 mm to be exactly

the same as an available standard drill bit. Consequently, the dominant TE11 mode

has a cuto� frequency 10.069 GHz and the next mode TM01 has a cuto� frequency

13.151 GHz. In addition, a long probe coaxial connector is chosen to maintain better

accuracy in assembling the transition. A design goal was set to use the provided con-

nector without trimming. Through numerical optimization by CST, the �nal design

dimensions are shown in Fig. C.10. The optimization goal was to maintain minimal

re�ection coe�cient (less than -15 dB) in a double symmetric transitions con�gura-

tion (i.e., coaxial to circular waveguide to coaxial again) to be able to compare with

measurements as shown in Fig. C.11. The simulation and measured results for the

designed transition are presented in Fig. C.12. The presented results show an ac-

ceptable performance with minor changes due to machining tolerance and vibrations.

Also, the worst measured insertion loss within the operating frequency band was 0.3

dB including the losses in the connectors.
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(a) (b)

Figure C.9: The best computed aperture e�ciency for di�erent antenna feeds us-
ing the layout showed in Fig. C.5 (a). (a) Tapered cavity horn antenna (E-plane
tapering). (b) Tapered cavity horn antenna (H-plane tapering).

(a) (b)

Figure C.10: The designed coaxial to circular waveguide transition. (a) Front view.
(b) Cross section A-A view. All the presented dimensions are in millimeters.

Figure C.11: The double transition mea-
surement setup. Figure C.12: The double transition com-

puted and measured S-Parameters.
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Appendix D

Re�ection Analysis of Arbitrary

Anisotropic Surface Impedance

The impedance boundary condition de�ned in [56, 168] sets relations between trans-

verse components of electromagnetic waves interacting with it as

E− (E · ẑ) ẑ =
←→
Zs · (ẑ×H) , (D.1)

where E and H are the total electric and magnetic �elds, respectively, ẑ is a unit vector

normal to surface impedance boundary and
←→
Zs is the anisotropic surface impedance

tensor.

The measured anisotropic surface impedance values in Sec. 3.3 are de�ned with

respect to the global coordinate system of the solar cells, which is aligned with the

re�ectarray coordinate system. Thus, the rotation has to be preformed to have the

surface impedance aligned with the plane of incidence to use plane wave incidence and

re�ection analysis for the homogenized dielectric unit cell as illustrated in Fig. D.1.

The resultant solar cells anisotropic surface impedance in the primed coordinates can
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be expressed as

Z ′s =

 Zy′y′ Zy′x′

Zx′y′ Zx′x′

 =

 Zyy cos2 ϕe + Zxx sin2 ϕe cosϕe sinϕe (Zxx − Zyy)

cosϕe sinϕe (Zxx − Zyy) Zxx cos2 ϕe + Zyy sin2 ϕe

 ,
(D.2)

where ϕe is the unit cell's position azimuthal angle in cylindrical coordinates as il-

lustrated in Fig. D.1. It is noted that the o� diagonal surface impedance values are

equal. Consequently, in the plane of incidence v − z, the incident and re�ected TE

and TM electric �eld vectors can be de�ned as

ETM
i (r) = ETM

0 (x̂′ cos θe + ẑ′ sin θe) e
−jki·r,

ETE
i (r) = ETE

0 ŷ′e−jki·r,

ETM
r (r) = ETM

r (x̂′ cos θe − ẑ′ sin θe) e
−jkr·r,

ETE
r (r) = ETE

r ŷ′e−jkr·r, (D.3)

where θe is the elevation angle of incidence of the uniform plane wave over the unit

cell, r is an arbitrary point in space in the primed coordinates and the propagation

vectors ki and kr are de�ned as

ki = x̂′ sin θe − ẑ′ cos θe,

kr = x̂′ sin θe + ẑ′ cos θe. (D.4)

Using plane waves relations de�ned in [111] with the anisotropic boundary condi-

tion de�ned in Eq. (D.1), the re�ection coe�cients can be evaluated through linear

systems of equations for the transverse magnetic (TM ) and electric (TE ) incidence
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Figure D.1: An illustration for the plane of incidence associated with the re�ectarray
unit cell (m,n).

cases as −Zx′y′

η0
cos θe −Zx′x′

η0
− cos θe

−Zy′y′

η0
cos θe − 1 −Zx′y′

η0


 ΓTETM

ΓTMTM

 =

 cos θe − Zx′x′
η0

−Zx′y′

η0

 (D.5)

and  −Zy′y′

η0
cos θe − 1 −Zx′y′

η0

−Zx′y′

η0
cos θe −Zx′x′

η0
− cos θe


 ΓTETE

ΓTMTE

 =

 1− Zy′y′

η0
cos θe

−Zx′y′

η0
cos θe

 , (D.6)

where ΓTMTM = ETM
r /ETM

0 , ΓTETM = ETE
r /ETM

0 , ΓTMTE = ETM
r /ETE

0 and ΓTETE = ETE
r /ETE

0

are the re�ection coe�cients for all possible incidence and re�ection situations.
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