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ABSTRACT 

Water Distribution Network (WDN) is the most important element in water supply 

systems. According to the Canadian Water and Wastewater Association (CWWA), there 

are more than 112,000 kilometers of water mains in Canada and their replacement cost is 

estimated to be $34 billion. Since majority of pipelines are frequently above 100 years old, 

they are prone to failure and outbreaks of disease derivable to drinking water are inevitable. 

Breakage in water infrastructure can result in disruptions and damage to other surrounding 

infrastructure such as road networks or structures. Moreover, unscheduled emergency 

rehabilitation works can cause interruption to traffic, households and businesses. 

Therefore, it is important to assess the unknown condition of WDNs to find their respective 

rate of deterioration in order to prevent disastrous failures or sudden shutdowns.  

Determining pipe condition through cost-effective assessments will grant very poor 

condition pipes to be considered first in order to avoid related risk and devastating failures. 

The problem here is that in most cases, there are limited data about condition of water 

mains due to the underground location of the pipelines and their restricted access. Several 

pipes were installed 100 years ago and they have not been examined until a problem 

occurred. An extensive literature review shows the absence of comprehensive and 

generalized maintenance model for scheduling the rehabilitation and replacement of 

individual pipelines in the whole network based on their remaining useful life. Previous 

research efforts concentrated mostly on developing models, which utilize long-term data 

and consider solely the pipe segments not the whole network. Since pipe segments are 

connected together, the performance of one pipe affect the performance of other pipes in 

the neighborhood. This is the reason that pipes should be considered as a network rather 
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than individual pipeline. This shows the need for a model which could forecast the behavior 

of each pipeline and the whole network based on available data simultaneously.  

This study aims to develop a model that can predict remaining useful life to optimize the 

needed intervention plans based on the available budget. For this purpose, a statistical 

condition model is developed which utilizes characteristics of a pipeline to predict its 

condition. In this model, Delphi study identifies the most important factors affecting 

deterioration of water pipelines at first, through three rounds of questionnaires sent to 

selected experts. The findings show that important factors are mainly physical factors such 

as pipe age, pipe material, etc. After that, Fuzzy Analytical Hierarchy Process (FAHP) and 

Entropy Shannon are employed to prioritize the selected factors in previous step and 

calculate their weights based on their relative importance. Results reveal that pipe 

installation, age and material are the most effective parameters in deterioration. These 

weights are used to find the condition index of the pipeline from pipe characteristics, soil 

and water properties. Upon determining the condition index, the remaining useful life is 

estimated using the developed artificial neural network (ANN). Ultimately, the budget is 

allocated efficiently and different repair and replacement strategies are scheduled based on 

the remaining useful life and breakage rate of the pipelines utilizing the developed near 

optimum Genetic Algorithm (GA)-based model. Data of the water distribution network of 

the city of Montréal is used to develop, train and validate the developed models. Results 

indicate that 30.7 km of the pipelines of Montreal should be replaced in the next 20 years 

and 2610 km are in need of both major and minor rehabilitations. This research proposes a 

framework for optimized replacement and maintenance plans based on the remaining 
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useful life and condition of the pipelines which will help operators for efficient budget 

allocation and better management of needed intervention plans.  
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1. CHAPTER 1: INTRO DUCTION  

1.1. Problem statement and research motivation 

Water Distribution Network (WDN) is reported to be the most expensive part of water 

supply systems (Giustolisi et al. 2006) since it is largely spread underneath the ground 

surface. WDN is also the significant element in providing the healthy drinking water. 

According to the 2013 ASCEôs report card for Americaôs infrastructure, 21st century is 

specified as the end of useful life for most of the water distribution networks in the US. It 

is predicted that 240,000 breaks will happen per year and the cost of replacement estimated 

to be $1 trillion assuming every pipe needs to be replaced. Moreover, the recent 2016 

Canadian Infrastructure report card for drinking water stipulates that 29% of the drinking 

water systems all over Canada is rated fair to very poor and the replacement value of these 

assets is estimated to be $24.5 billion.  

Therefore, it is important to monitor and assess the condition of these networks throughout 

the time since knowing the long-term condition of pipeline helps in finding the rate at 

which it depreciates. Identifying the deterioration rates and the remaining useful life will 

help in performing more economical and cost-efficient replacement and maintenance 

measures such as preventing from premature renewal of excellent condition pipes to save 

money and time. In a number of cases, data needed for generating and estimating condition 

and subsequently remaining useful life may be insufficient. It could be of the reason that 

pipelines are located underground and access to them is restricted. Subsequently, prediction 

models should be employed to forecast the behavior of the pipelines based on the available 
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data such as pipe design. Consequently, it is supposed to be a high demand for these 

assessment models over the next two decades. 

Although this subject has been studied extensively in the literature, however the existing 

studies have undergone several limitations. As a way of illustration, only a few of the 

reported studies focused on the whole network instead of individual pipe segments for 

developing a maintenance and replacement program. Moreover, they rarely entailed 

application of both remaining useful life and breakage rate to identify and determine the 

segments of pipeline that need to undergo a measure. This study aims to develop a budget 

allocation and residual life prediction models for water distribution network based on the 

condition and breakage rate of pipe segments. The models will be utilized in developing a 

comprehensive value-driven optimized intervention plans and ease selecting the 

rehabilitation and replacement strategies efficiently.  

1.2. Objectives 

The main objective of this research is to study current practices, optimization tools and 

techniques used in prediction of leakage in water distribution networks and ultimately 

develop an integrated optimization model for value-driven budget allocation at network 

level to achieve the following sub-objectives: 

¶ Develop a multi-attributed condition index 

¶ Predict the remaining useful life of pipe segments 

¶ Establish rehabilitation and replacement planning model  
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1.3. Research methodology 

The methodology of this research is broadly described in Chapter 3. It consists of the 

following main steps which are summarized below: 

1. Literature Review 

The existing researches are reviewed to find those works that are similar to performance 

prediction models in water distribution network such as condition rating, deterioration 

and life prediction of pipe segments. It also covers the different techniques that have 

been used in model development of this research.  

2. Delphi Survey  

Delphi survey is performed to find the most important factors affecting the 

deterioration of water pipeline based on different perspectives of experts. To figure out 

the factors, several questionnaires were distributed among selected experts and their 

viewpoint were collected and analyzed. Three rounds of survey were performed until 

the experts reached a consensus on the most important parameters. 

3. Condition Index Model 

The factors selected in Delphi survey are prioritized and ranked based on their relative 

importance through integration of two ranking methods of Fuzzy Analytical Hierarchy 

Process and Shannon Entropy method. Results are employed to estimate the condition 

of the pipe segments and establish a condition index model.  
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4. Remaining Useful Life Model 

This step utilizes artificial neural network to predict remaining useful life of in-service 

pipelines from their condition and physical properties. Different training algorithms, 

number of neurons and hidden layers are employed to find the most accurate model 

which estimates the residual life precisely. 

5. Budget Allocation Model  

This step deals with constrained budget for yearly maintenance plans of the water 

distribution network. It chooses one scenario for each segment considering the future 

breakage rate and the relative cost of different scenarios. Genetic algorithm is applied 

to maximize use of budget through minimizing the difference between total cost and 

constraint budget. 

1.4. Organization of thesis  

This research proposal consists of six Chapters as follows: 

Chapter 2 covers the literature review. The review focuses on the related aspect of the 

methodology including: 1) Factors affecting the deterioration, 2) Existing leak detection 

methods along with their advantages and limitations, 3) Performance models, their basics, 

input data and results, 4) Selected research techniques, 5) Findings, limitations and research 

gaps.  

Chapter 3 describes the research methodology containing models development, it first 

defines how condition index is estimated from the parameters selected through Delphi 

study and ranked by Fuzzy Analytical Hierarchy Process and Shannon Entropy. Then, 
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different steps of predicting remaining useful life are explained. Chapter 3 is wrapped up 

by demonstrating the budget allocation model.  

Chapter 4 explains the data collection and analysis. It expresses how data is collected from 

literature, questionnaires, municipality of Montreal and the way data is analyzed.  

Chapter 5 elaborates the development of the models previously described in chapter 3. It 

describes each model individually and disclose model implementation to the case study of 

city of Montreal. 

Chapter 6 wraps the study up by highlighting the conclusions and contribution. It also 

emphasizes on the limitations and brings up a few recommendations for future works.  
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2. CHAPTER 2: LITERATURE REVIEW  

2.1. Chapter overview 

This Chapter aims to provide a comprehensive and thorough literature review about water 

distribution networks and deterioration models. It starts with a complete explanation about 

factors influencing failure and deterioration and goes over the entire factors one by one 

(section 2.2). It continues with describing the current non-destructive leak detection 

methods classified based on the technologies used and highlights the advantages and 

drawbacks of each (section 2.3). After that, the existing deterioration and remaining useful 

models are briefly explained and their inputs and outputs are introduced. Furthermore, the 

limitations of each class of models are brought out (section 2.4). Next section comes with 

those research techniques, which were used during this study including Delphi technique, 

Analytical Hierarchy Process, Shannon Entropy, Artificial Neural Network and Genetic 

Algorithm (section 2.5). Finally, overall findings and limitation of this review will be 

demonstrated (section 2.7).  

2.2. Factors influencing deterioration 

There are several factors in literature which proved to be effective on pipe deterioration. 

According to National Guide to Sustainable Municipal Infrastructure, these effective 

factors can be classified as physical, environmental and operational factors. Table 2-1 has 

summarized all of the factors from Best practice (2003) along with other factors in 

literature. 
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Table 2-1.Important factors in deterioration of water pipe (Best practice, 2003) 

Factor Explanation 

P
h

y
s
ic

a
l 
fa

c
to

rs 
Pipe material Pipes made from different materials fail in different ways. 

Pipe wall thickness Corrosion penetrates thin-walled pipe more quickly. 

Pipe age Effects of pipe degradation become more apparent over time. 

Pipe vintage Particular time and place in which pipes are made. 

Pipe diameter Small diameter pipes are more susceptible to beam failure. 

Pipe lining and 

coating 
Lined and coated pipes are less susceptible to corrosion. 

Pipe installation 
Process of installation; Poor installation practices can damage 

pipes, making them vulnerable to failure. 

Pipe manufacture 

Defects in pipe produced by manufacturing errors can make pipes 

vulnerable to failure. This problem is most common in older pit 

cast pipes. 

Pipe length 
The length of pipe between two sections, the possibility of failure 

increase with increasing in length. 

Pipe location Migration of road salt into soil can increase the rate of corrosion. 

Type of joints 
Some types of joints have experienced premature failure (e.g., 

leadite joints). 

Thrust restraint 
Restraint to bear longitudinal stresses, Inadequate restraint can 

increase longitudinal stresses. 

Dissimilar metals 
Connection of two pipes with different materials, Dissimilar 

metals are susceptible to galvanic corrosion. 

E
n

v
ir

o
n

m
e

n
ta

l 
fa

c
to

rs 

Bedding Soil type 

Some soils are corrosive; some soils experience significant 

volume changes in response to moisture change, resulting in 

changes in pipe loading. Presence of hydrocarbons and solvents in 

soil may result in some pipe deterioration. 

Backfill material Some backfill materials are corrosive or frost susceptible. 

Soil pH Low pH reduces the strength of the PCCP. 

Groundwater Groundwater can be aggressive toward certain pipe materials. 

Weather/temperature 
Climate influences frost penetration and soil moisture. Permafrost 

must be considered in the North. 

Disturbance 

Changes in the support and loading structure on the pipe, 

Underground disturbances in the immediate vicinity of an existing 

pipe can lead to actual damage, change in the support and loading 

structure of the pipe. 

Stray electrical 

currents 

Occurrence of electrical currents between two objects that ideally 

should not have any, Stray currents cause electrolytic corrosion 

Seismic activity 
Seismic activity can increase stress on pipe and cause pressure 

surge. 
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Traffic distribution/ 

Landuse 
Effect of external static and dynamic load on pipes. 

O
p

e
ra

ti
o

n
a

l 
fa

c
to

rs 

Water pressure Changes to internal water pressure will change stress on the pipe. 

Water quality Some water is aggressive, promoting corrosion. 

Water pH Low pH and low alkalinity cause loss in strength. 

Water velocity Rate of internal corrosion is greater in unlined dead-ended mains. 

Leakage The leakage rate and size if there is any. 

Backflow potential 

Unwanted flow of water in the reverse direction, Cross 

connections with infrastructure that do not contain potable water 

can contaminate water distribution system. 

O&M practices 
Quality of the performance of operation and maintenance 

practices. 

Oxygen content Oxygen helps in corrosion. 

 

All these factors lead to deterioration of pipelines. Several different factors are studied in 

most of the researches performed on deterioration models. In the next section, each factor 

is explained briefly where applicable.  

2.2.1. Physical/Structural factors  

Pipe material: There are variety of materials such as cast iron (CI), ductile iron (DI), 

stainless steel, asbestos cement, reinforced concrete (RC), pre-stressed concrete cylinder 

pipe (PCCP), polyethylene (PE), and PVC for pipeline. They can be classified as three 

main groups of cement-based, plastic and metallic pipes. Each material has its own 

features, benefits and limitations. Best practice (2003) considered pipe material as an 

important factor in deterioration process and reported that pipes made of diverse materials 

fail in different ways. According to AWWSC (2002), cast iron pipes which were prevalent 

before 1940ôs, become less popular after 1970ôs. 
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Pipe thickness: Røstum (2000) reported that in some cases, older pipes fails less than 

younger pipes. He believed it is because of the fact that newer pipes have thinner wall 

thickness. Thin-wall pipes are more susceptible to corrosion and external stress. 

Pipe age: As pipe becomes older, it requires more attention and rehabilitation. It is reported 

that age should be considered along with other factors to assess the condition of the pipe. 

Many studies showed that annual break rates have direct relation with pipe age and increase 

with aging. It is believed that pipe age has the most influence on pipe condition (Al-

Barqawi and Zayed, 2006; Davis et al., 2007; Wang et al., 2009, 2010) 

Pipe length: As the length of a pipe increases, there will be more connections on the pipe 

and the possibility of confronting a problem throughout the length will grow up as well. 

On the other hand, longer pipelines are mostly used in rural areas in which the situations 

are constant while shorter pipelines are used in urban areas where possibility of breakage 

is higher (Wang, 2006). 

Pipe diameter: There are three groups of diameter considering the size: small diameter 

(50 mm to 200 mm), medium diameter (240 mm to 750 mm) and large diameter (900 mm 

to 1800 mm). Best practice (2003) has reported that small diameter pipes are more 

susceptible to failure. Kettler and Goulter (1985) assumed that the relationship between 

diameter and failure is because of the greater wall thickness of larger diameter pipes. 

Røstum (2000) reported that high possibility of failure in pipes with diameter less than 200 

mm is due to the reduction in pipe strength and wall thickness. He also mentioned that 

lower velocities of longer pipes result in sedimentation of suspended material and may 

provide great place for growth of bacteria. Rajani and Makar (2000) and Park and 
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Loganathan (2002) have shown that deterioration of smaller diameter pipe is faster than 

larger one because pipeôs structural resistance is influenced by size of the corroded area. 

Rajani and Tesfamariam (2007) proved that level of bedding loss has a great influence on 

small diameter pipes whereas large diameter mains are affected by external loads. In 

contrast, since larger pipelines have larger surface, they are more susceptible to corrosion 

through their contact with soil. 

Pipe lining and coating: Lined and coated pipes are less susceptible to corrosion (Best 

practice, 2003). In some cases, such as asbestos cement corrosion of pipe interior wall leads 

to release of asbestos fiber in water which is highly detrimental to health (Ossai et al, 2015). 

2.2.2. Environmental factors 

Soil type/Backfill material : Clay, sand, silt and crushed stone are various types of 

surrounding soil. This factor is one of the primary factors affecting the structural 

deterioration through external corrosion. The external corrosion in metallic pipes occurs 

mostly because of the electrochemical reactions; while cement based pipes deteriorate due 

to degeneration chemical reactions (Wang, 2006). The surrounding soil and backfill 

material can be highly aggressive or shrinkable which causes corrosion or breakage.  

Groundwater: Watson (2004) reported that groundwater could be deteriorative toward 

certain pipe materials. Al-Barqawi (2006, 2008) and Fares and Zayed (2010) have 

considered groundwater level as input data for their performance models. 

Traf fic distribution/L and use: This parameter is utilized to model the effect of external 

load on pipe. Pelletier et al. (2003) used land use as a contributing factor in failure. Recent 
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studies such as Vanrenterghem-Raven (2007), Poulton et al. (2009) and Davis et al. (2008) 

used traffic distribution and daily traffic index instead of land use.  

Temperature/Climate: Researchers have observed that breakage rate increases during 

winter. It is because the pipe tends to contract due to the cold weather and consequently 

tensions are caused. Sægrov et al. (1999) reported that breakage rate increases in summer 

because of the drying and shrinkage of the soil. Since pipes are weaker in tension than 

pressure, failure will  happen (Wang, 2006). Likewise, frost travels from surface to deeper 

part because of the cold weather and causes breakage. Moreover, drought and heavy rain 

lead to unstable ground condition which results in failure of water mains (Laucelli et al., 

2012). 

Disturbance: Underground disturbances in the immediate vicinity of an existing pipe can 

lead to actual damage or change in the support and loading structure on the pipe. Studies 

show that improper bedding may result in premature pipe failure. Geem et al. (2007) and 

Wang et al. (2010) studied disturbance as a variable in condition rating. 

Soil pH: Rajani and Makar (2000) reported that low pH reduces the strength of the pre-

stressed concrete pipes (PCCP). It decreases the pH value of the cement resulting in 

corrosion of pre-stressing wires. 

Soil Redox potential: The redox potential describes the likelihood of an environment to 

receive electrons and therefore become reduced which results in corrosion. Najjaran et al. 

(2006) utilized redox potential to find deterioration rate using a fuzzy model. 
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2.2.3. Operational/Internal factors 

Water quality : Water quality is an important factor in condition assessment of pipeline, 

however; not enough research has been performed to figure out the effect related to this 

factor. If water quality is aggressive, it increases corrosion (Best practice, 2003). As a way 

of illustration, aggressiveness index is the best indicator in asbestos cement pipe to check 

the internal corrosion. After discharging high quality water into network, there is no 

accurate monitoring system to measure quality reduction of water due to the deterioration. 

American Chemistry Council (1999) reported that those bio-films growing on pipe interior 

wall include layers of bacteria which would be attached to the wall and erode internal 

surface which causes corrosion at the end. Furthermore, coliforms, disinfection by-

products, possible presence of copper, lead and iron in raw or finished water lead to slight 

corrosion and respectively deterioration of the pipeline (Grigg, 2006). 

Water velocity: Best practice (2003) specified that rate of internal corrosion is greater in 

unlined dead-ended mains. 

Backflow potential: Cross connections with other infrastructure not containing potable 

water such as sewers is able to contaminate water distribution system (Best practice, 2003). 

Corrosion: In metallic pipelines such as steel, ductile and cast iron, corrosion is a critical 

factor in pipeline failure. It involves both internal and external corrosion. Internal corrosion 

is a function of properties of inside water such as pH, bacteria and oxygen contents. On the 

other hand, external corrosion is governed by soil characteristics such as moisture, 

electrical resistivity, and pH.  
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Water pH: Rajani and Kleiner (2001) reported that when asbestos cement (AC) pipe 

carries water with low pH and low alkalinity, it loses strength and deteriorates. 

Consequently, asbestos fibers are released and distributed over water network which are 

detrimental to health. Therefore, lining is necessary to prevent corrosion of pipes due to 

low water pH. 

Cathodic protection: Cathodic protection is used for metallic pipelines such as ductile 

and cast iron. It decreases the deterioration of water pipelines and it is classified as whether 

it is applied to water distribution networks or not. The system needs monitoring and 

frequent inspection and rehabilitation (Gadala et al., 2016) 

As can be seen, there are many factors which affect pipeline deterioration and failure in 

studies. Some of the factors such as pipe age, diameter and material have been considered 

in most of the studies and there are other factors which have been studied solely in a couple 

of analysis. 

2.3. Leak Detection Methods 

Based on the employed technique in the inspection tools, the existing methods are clustered 

into 4 different categories; (1) visual, (2) electromagnetic and radio frequency, (3) acoustic 

and vibration, (4) ultrasound techniques. Those that do not belong to one of the identified 

classes here are grouped under others. 
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2.3.1. Visual techniques 

1. Closed-circuit television (CCTV) 

CCTV is a real time assessment technique which is a cheaper and safer alternative to direct 

human-entry into pipes. It basically comprises a television camera and illuminating 

appliances mounted on a carrier. It travels through the pipes with help of a winch and pulley 

system. The operating steps of a CCTV camera are as following; first, the carrier and 

CCTV are inserted into the pipe via a manhole. Then, the carrier moves along the pipe and 

the CCTV is set to take pictures and videos of the interior pipe. Afterward, the data will be 

transmitted to computers (Liu & Kleiner, 2013). 

When a leak is observed, the carrier stops allowing CCTV to inspect the area completely. 

Therefore, the total inspection time of a pipe is directly dependent on the number and size 

of detected leaks. This makes the CCTV a slow and time consuming method. It gives 

images of interior surface of pipeline. The problem here is subjectivity of manual 

interpretation. The operator should detect, judge and classify the leaks. Since his judgment 

will be affected by his experience, it would be completely subjective. One natural limitation 

of CCTV is that it is not able to work in water, thus for a comprehensive inspection of the 

pipe, the pipe interior needs to be emptied and access to pipe is required. Even if the pipe 

is emptied, limited information will be extracted from images of pipe interior (Hao et al., 

2012). 

One feasible solution for subjectivity is automatic assessment of images using image 

processing techniques. Sarshar et al. (2009) proposed semi-automatic software that extracts 

condition information from CCTV files. Besides, Cherqui et al. (2008) suggested an 

algorithm for calibrating malfunction indicators based on visual inspection results while 
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Yang et al. (2011) proposed a quality index of luminance and contrast distortion to improve 

the accuracy and confidence when compared to original images. Recently, various CCTV 

cameras are available for different applications in industry. The problem of manual 

interpretation has not been resolved yet and more efforts are needed for a better level of 

automation. 

2.  Laser scan 

Laser scan is able to identify the profile of interior side of pipe through the length 

accurately. This method could also help in finding the corrosion loss and amount of 

leftovers along with pipe side deflections. This technology consists of a continuous laser 

beam around the pipe interior which highlights and profiles the pipe at any point of the 

length only above the waterline. Since there is possibility of laser diffraction in water, this 

technique is only used during the low-flow times like night or in dewatered pipes. There is 

no report of underwater laser scanning until today (Liu et al., 2012). 

Laser scan basically comprises a spinning apparatus which control the laser beam. There 

is no need of illumination and the survey could be done in complete darkness. The image 

resolution is affected by carrierôs velocity, speed of spinning, sampling rate, roughness and 

color of the pipe interior wall. Separate images could be compiled together with pattern 

and marks on the surface through certain software. By the aid of 3D laser scanning, it is 

possible to provide 3D profile of the pipe along with 2D images of cross sections (Liu & 

Kleiner, 2013). 
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2.3.2. Electromagnetic and radio frequency techniques 

1.  Magnetic Flux Leakage (MFL) 

The MFL method uses magnet to initiate magnetic field around the metallic pipes. 

Anomalies such as circumferential and longitudinal cracks and corrosions will change the 

uniform distribution of the magnetic flux. Since damaged areas cannot support magnetic 

flux as well as undamaged areas, it will be altered in damaged zones. The flux is recorded 

by magnetic sensors and sensors could detect the perturbation in the field (Liu & Kleiner, 

2013).  

 

Figure 2-1.MFL equipment inserted inside the pipe (adopted from www.emtek.us) 

Basic principle of MFL is that a pig (pipeline inspection gauge) is inserted into the system, 

it moves along the pipe and records defects of the interior wall. It is designed to minimize 

obstruction of the flow and has the ability to detect minor leaks (Costello et al., 2007). 

Wilson et al. (2008) proposed a pulsed excitation for MFL to acquire more information 

from wider frequency band. This technique was developed recently to get data about depth 

of anomalies. Efforts have been made to develop the performance of MFL. EMTEK group 

has combined different sensors with extra high resolution MFL to conduct a thorough 

inspection of both internal and external anomalies (Hao et al., 2012).  
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2.  Eddy current technique 

Eddy current technique is used for small cast iron and steel pipes of less than 10 cm in 

diameter. In this method, a periodical magnetic field is induced in the pipe. This magnetic 

field creates electrical currents which produces another magnetic field consequently. The 

new generated field opposes the main field which results in altering the impedance of the 

coil. When the coil moves along the pipe, related characteristics will be identified with 

measuring the impedance (Costello et al., 2007). 

Eddy current technique does not require close contact with pipe but there is a problem with 

wall thickness which affects the induced frequency. Remote field eddy current technique 

(RFEC) was proposed to ease this problem. This method is based on the fact that the remote 

field signal is larger than direct eddy current signal and works through the walls. There is 

an emitter coil inside the pipe and its axis is parallel to the axis of pipe. A pickup detector 

is also positioned inside the pipe in the distance of 2.5 pipe diameter away from the emitter. 

(Hao et al., 2012, Costello et al., 2007) 

 

Figure 2-2.Remote eddy current basics (adopted from Liu & Kleiner, 2013) 

McDonald and Maker (1996) evaluated the accuracy of RFEC and reported that RFEC is 

able to detect defects of 3600 mm2 with precision of ±0.55mm. It is reported that adding 
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extra coil to RFEC makes it more precise. They also proposed a commercial device 

working under water for 150 mm pipe. RFEC is also used for Pre-stressed concrete cylinder 

pipes (PCCPs) since they have two metallic elements: a cylinder and a pre-stressing wire. 

Both metallic elements are involved in magnetic field. Analyzing the results of this 

technique in PCCPs requires a skilled person which makes the method roughly subjective 

(Hao et al., 2012).   

3.  Hydroscope technology 

The basic principle of Hydroscope technology is the same as RFEC. In this method, an 

electromagnetic signal is transmitted through pipe wall. By receiving the signal through a 

detector and measuring the changes of the electromagnetic signal, this method assesses the 

pipeline condition. The whole system is inserted into the pipe via an access point and is 

traveling through the pipe with water flow. This technology is able to inspect 1000 m per 

day. It was reported those defects less than 3000 mm2 in size are not detectable in this 

technique. This method records data every 1.5 mm and transmits it to the field computer 

through a cable. It is able to work under water, therefore there is no need to empty the pipe. 

It also covers the limitation of RFEC about lining and is able to test through lining with 

variable thickness (Hao et al., 2012). 

4.  Ground Penetrating Radar (GPR) 

Ground penetrating radar was first used in 1911 in Germany. This trenchless method is 

based on transmitting EM waves into ground, receiving back the reflections of underground 

objects and interpreting them. It is able to identify leaks through detecting voids that have 

been created by leaking water. GPR system comprises a transmitter and two or three 

receiving antennas with different frequencies. GPR detects asset location as well as its 
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condition till depth of 5 m. The distance of objects to GPR is computed from the time taken 

for a pulse to travel back and forth. Although GPR is a real-time assessment technique, it 

needs a skilled operator to analyze the data. Pulses lose strength quickly while traveling 

through conductive soils (Costello et al., 2007).  

There are different types of GPR named traditional and in-pipe GPR. The traditional GPR 

is categorized in three groups; time domain, frequency domain and spatial domain. As for 

in-pipe GPR there are two modes for inspection: look-through and look-out (Hao et al., 

2012). In look-out mode, both the transmitter and receiver are inserted inside the pipe while 

in look-through mode only the transmitter is inserted inside the pipe and the receiver is on 

the surface. These types of installation prevent EM waves from attenuation through soil. 

Recently, a new method called Ground Penetrating Imaging Radar (GPIR) has been 

developed. GPIR creates sharp, 3D images of underground assets with image resolution of 

less than 50 mm. It detects leaks in all types of pipe material and associated survey velocity 

is roughly 0.36 km/h (Liu & Kleiner, 2013). 

 

Figure 2-3.GPR result map indicates location of assets (www.edenbros.com) 
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5.  Time domain ultra -wideband (UWB) 

Time domain ultra-wideband (UWB) is a condition monitoring method which works in 

wider range of frequencies and outputs better image resolution. The frequency is in the 

range of 1000 to several billion in a second (Sachs et al., 2008). Mostly, it is used for leak 

detection in non-ferrous pipelines. It transmits and receives a pulsation in Pico- or Nano-

second to detect voids in soil surrounded the pipe. Results show that UWB system is able 

to identify slight voids (Hao et al., 2012). Jaganathan et al. (2010) reported that the 

technique is very accurate since it detects all the characteristics of a defect such as location, 

size and orientation. It also identifies wall thickness of pipe and detects corrosion. A 

commercial prototype is still under research and is expected to be available in near future. 

6.  Broadband electromagnetics (BEM)/Wave impedance probe (WIP) 

The WIP technique is a combined technique of GPR and electromagnetic methods. It is 

based on detecting changes in electromagnetic impedance of the inspected material. It is 

applicable for all pipes ranging from 0.2 to 5 m in diameter and 0.5 to 10 m in depth except 

ferrous pipelines. This method is available in both surface and in-pipe systems. Data 

extracted from received signals must be analyzed after inspection, however, large defects 

could be detected in field (Hao et al., 2012). 

2.3.3. Acoustic and vibration techniques  

1.  Sonar profiling system 

Sonar profiling system is an acoustic method for leak detection which has the advantages 

of working underwater and measuring the corrosion loss along with volume of debris. It 

consists of a scanner unit, skid set, sonar siphon float, processor unit and cables. The theory 
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behind this system is that it measures the time takes for a sound signal to travel from a 

transmitter to the target and back. Having this time and speed of sound in travelling 

medium, the distance between the target and transmitter is calculated. The velocity of sonar 

signal is approximately 0.1-0.2 m/s and the rate of signal transmitting is one per 1.5 

seconds. Every received signal has data about specific cross-section of pipe. Since the 

velocity of sound is different in water and air, it is not able to work simultaneously in both 

air and water. Therefore, the images of the sections should be taken separately and be 

merged at the end of inspection (Costello et al., 2007).  

Sonar profiling system uses different frequencies for various applications. For better 

resolution, it operates with high frequency and for higher penetration, low frequency is 

employed. Consequently, the problem for low frequency is poor image quality and for high 

frequency is low penetration. Small leaks and clear water condition are favorable for high 

frequency pulses whereas low frequency is appropriate in turbid water. Therefore, a multi-

frequency system gains the best information (Liu & Kleiner, 2013). Recently, researchers 

are working on a system comprises a sensor. This sensor is inserted into the pipe from 

manhole and covers a wide range of frequencies. Then, it starts transmitting signals along 

the pipe length and receiving them back. There is also a processing unit which estimates 

the cross section changes in pipe. This system is reported to be efficient in comparison to 

visual techniques and is more economical since the associated cost is a function of pipe 

diameter (Hao et al., 2012). 

2.  LeakFinderRT 

A newly developed LeakfinderRT system consists of a range of acoustic sensors such as 

an accelerometer, hydrophone, wireless signal transmitter and computer. These sensors are 
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installed in two different access points such as fire hydrant or manhole. The basic principle 

used in this system is cross-correlation function. Cross-correlation function is a measure of 

similarity of two waveforms when a time-lag function applied to one of them. The 

computer used this function to calculate the time lag (Űmax) between two sensors. The 

equations related to this method are (Liu et al., 2012): 
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Figure 2-4.Principle of LeakfinderRT (adopted from Liu & Kleiner, 2013) 

c is the propagation velocity of sound in the pipe and is determined experimentally. D is 

the distance between two access points. L1 and L2 are positions of the leak respect to the 

access points and are calculated from the equations above. Leak sounds are recorded and 

analyzed in a few minutes. In case of background noise, it takes more time to analyze the 

data. This method which gives improved resolution image of narrow-band leak signals, is 

not applicable in discontinuity and is not able to find the leak size (Liu & Kleiner, 2013). 
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3.  Sahara System 

Sahara system is a sensitive leak detection method consists of a hydrophone, sensor, cables 

and locator. To record noise, the sensor is inserted into the pipeline with a parachute which 

helps in moving with flow. The sensor is connected with cable to the surface and transmits 

data simultaneously and gives real time result. There is also a locator above the surface 

which is connected to the sensor and tracks and locates leaks exactly for further excavations 

(Costello et al., 2007).  

If  a pipeline passes through an environmental obstacle such as rivers or municipal 

construction like highways, the operator is not able to detect leaks on the ground. 

Consequently, there should be some adjustments for the system to locate defects on the 

ground correctly. Recent Sahara systems have video and lighting sensors for more accuracy 

inside the pipe. This technique is non-destructive, since it uses existing taps of 5 cm to 

enter pipe. The method is very accurate and sensitive that is able to detect small leaks of 

0.005 gpm. It works in all pipelines irrespective their size and material (Liu & Kleiner, 

2013). The procedure of this technique is illustrated in Figure 2-5. 

 

Figure 2-5.Sahara leak detection technique (adopted from www.puretechltd.com) 
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4.  Impact echo  

This technique is mainly used for structural condition assessment of pre-stressed concrete 

pipes. It is developed based on the waves transmitted through pipe and their reflection. It 

comprises a system generating waves from set of controlled impacts and geophones 

(Costello et al., 2007).  The equation behind the impact echo is  Ὕ  in which T is 

thickness, V is wave velocity and Fp is peak frequency. This equation is computed between 

the transmitter and receiver. The system transmits waves through wall, then reflected 

waves with different speeds, frequencies and rates of penetration are recognized by 

geophones. The outputs give information about overall condition of the pipe. This method 

is applicable to all pipe size (Liu & Kleiner, 2013). 

 

Figure 2-6.Basic principle of Impact echo (adopted from Liu & Kleiner, 2013) 

5.  Smartball 

Smartball is a recently-developed leak detection tool which consists of a range of sensors 

such as magnetometer, ultrasonic transmitter, accelerometer, temperature sensors and 
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power source. All the sensors are encased in a core which is inside an outer shell. This shell 

protects the core and eliminates generated noises from penetrating inside the pipe. The 

diameter of Smartball is normally less than one-third of the pipe diameter; however, it 

should meet the limitations of size of valves and accessories which it is inserted through 

and exited from. Smartball is able to travel and collect information through pipelines for 

up to 12 hours. It is inserted into the water pipeline via an access point and moves towards 

the pipeline while transmitting and recording sound every 3s. The receiver sensor is used 

to find the location of the Smartball by analyzing the arrival time of the acoustic signal. 

The recorded data are analyzed to locate the leaks with 1 m of accuracy (Liu et al., 2012). 

 

Figure 2-7.Smartball deployment and recovery (adopted from rebar.ecn.purdue.edu) 

6.  Correlator and listening stick for leaks 

This method is mostly used in suspected areas. The sticks are used near the assumed leak 

for listening to the sounds and calculating time delay based on the sound speed in the pipe. 

This method is mostly used in metallic pipes and is not good for plastic pipes. Also, access 

to pipe is required (Hao et al., 2012). 
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2.3.4. Ultrasound techniques 

1.  Guided wave 

This method is based on propagation of wave through pipeline. When the guided waves 

confront an anomaly, they will reflect back to transducers. Time for each sign of anomaly 

is used to calculate the distance to the transducer. The amplitude of the sign is used to 

determine size of the leak. There are two kinds of wave; torsional and longitudinal. 

Torsional wave moves with a shearing motion, attenuates less by water and coatings, 

requires two transducers operating in pulse-echo configuration, and works in in-service 

pipes.  

Longitudinal wave travels via compressional motion and needs three to four transducers. 

It uses three transducers for a single frequency wave while multi-frequency waves are 

generated when four transducers are used. This improves the quality of inspection results. 

The technique is applicable in situations where diameter is more than 50 mm and wall 

thickness is less than 40 mm. This method is able to detect corrosion and needs access to 

pipes (Liu et al., 2012). 

2.  Discrete ultrasound 

A discrete ultrasound system comprises a transmitter/receiver, transducer and monitor. The 

transmitter transmits a pulse and the transducer produces a high-frequency ultrasonic 

energy wave which moves through pipe. When this energy wave encounters an anomaly, 

portion of energy will be reflected back and reconstructed into an electrical signal. It holds 

data about size, location and other features of the anomaly. The results are given in three 

different view of cross-section, Plainview and side view. The time taken up by the pulse to 

travel forth and back is used with wave speed to calculate the distance of the defect from 
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the transmitter. This inspection is performed both internally and externally and is accurate; 

however, waves need water or a material to propagate through it (Liu & Kleiner, 2013). 

3.  Phased array technology 

This technique uses an arrangement of sensors which are individually set and ready to be 

used. The sensors could be formed in different state which are called virtual sensors. It is 

easy to program a virtual sensor to transmit sound beams with different apertures, shapes 

and directions. e.g., a virtual crack detection sensor is including a group of sensors which 

transmit waves with definite time shift from sensor to sensor (Liu & Kleiner, 2013). The 

ability on clarifying complicated defects such as cracks, metal losses or hook cracks is a 

major benefit of this technique. It detects discontinuity and requires less time to analyze 

data. Although this technique is commercially available, but there is no evidence of its 

application in water mains (Liu et al., 2012). 

4.  Combined ultrasound inspection 

This technique detects crack and identifies metal loss at the same time. It employs 

innovative and optimized sensors to perform both inspections at a same time. The sensors 

work in pulse-echo mode to perform high repetition frequencies (Liu & Kleiner, 2013). 

This technique was first developed for oil and gas pipelines; however, it is applicable in 

water pipe as well. The only problem is that this technique needs access to pipe to perform 

the test. 
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2.3.5. Other techniques  

1.  Radiographic methods 

Radiographic technique uses Gamma or X-rays to radiate through pipe materials. The 

radiations pass through the material and affect a photographic film on the opposite side of 

the pipe. Changes on the film show possibility of defect. There are three different setups 

for this method; single wall-single image, double wall-single image and double loading. 

Those defects that can be identified are pits in cementitious material, inclusions and 

corrosion in metallic pipes. Gamma ray is used for metallic and concrete pipes whereas X-

ray is applicable in plastic pipes. This method is accurate; however, pipes with diameter 

more than 38.1 cm should be emptied (Liu & Kleiner, 2013).   

2.  Infrared thermography  

Infrared thermography is based on the energy transfer theory i.e. energy circulates from 

warmer to cooler places. Any object above -273 °C (0 °K) radiates infrared energy. The 

amount of radiated energy is a function of temperature and emissivity (Hao et al., 2012). 

Infrared thermography system consists of an infrared scanner and a camera. The scanner 

measures temperature changes and produces thermographic images. When a defect 

happens in pipe, the water starts passing through the pipe wall inside the soil, which causes 

a decrease in temperature of the surrounding soil (Zangenehmadar and Moselhi, 2015). 

Sometimes, the system includes an external heat source to reheat the objects. Therefore, 

cooling characteristics are scanned and images are produced based on them. Infrared 

thermography is sensitive, reliable and accurate and needs minimum instrumentations 

since it is trenchless. The major problem is its failure to measure the depth and the size of 

the leak because different soil types and pipe materials have various amount of energy. 
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Ground cover, moisture content and wind speed are reported to influence the results (Liu 

et al., 2012).  

3.  Continuous wave Doppler sensing technique 

This system is made up of a 2.45 GHz-continuous wave doppler sensing unit, transmitter, 

receiver and a digital signal processing unit. The sensing unit sends a signal and receives 

the reflection which has been shifted through water that leaks out. This method works in 

all environmental condition, soil types and pipe materials. It detects and locates all the 

leakage points accurately. The method is expected to work along with other leak detection 

methods to provide comprehensive inspection results for water leak detection. One 

problem is the medium speed of inspection; it takes more than 3 minute to identify a leak. 

also the depth is between 1 to 2 meters. Researches are ongoing to improve the inspection 

speed.  

4.  Acoustic fiber optics  

This method consists of fiber optic sensors located along the length of the pipe and are 

connected to an optical data obtaining system. The optical data obtaining system has a laser 

which produces a light through the fiber. Acoustic wave imposes stress on the fiber; which 

causes reflection in the light through the fiber. This reflection is analyzed by data obtaining 

system and the outcome is inspection data. The system is susceptible to physical damages 

and special test equipment is often required for installation which makes it costly. 

However, this method is used when early detection of leaks is more essential than the cost. 
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2.3.6. Summary 

As pipelines deteriorate, they are more exposed to failure from internal and/or external 

causes. Failure causes leakage and affects water quality. This section reviewed 22 methods 

of leak detection. These methods were grouped in 5 classes of visual, ultrasound, 

electromagnetic and radio frequency, acoustic and other. Visual methods frequently need 

pipe to be dewatered and require an experienced operator to interpret the images. This 

limits their usage in inspection. Acoustic methods get access to pipe through fire hydrant 

for inserting the sensors. They are the most commonly used methods among the 5 classes 

because of their relatively lower costs and more user-friendly systems. Sahara system and 

Smartball provide exact data about leak size and location, however their cost of inspection 

is relatively high (vary between 14 to 17 thousand dollars per kilometer) comparing to the 

cost of the LeakfinderRT system which is $25 000; excluding labor cost.  

Electromagnetic and radio frequency methods except GPR are only applicable in metallic 

pipelines. Eddy current technique and MFL are good for small pipes while hydroscope 

technology and RMPS are able to detect defects in large metallic pipes. In this category, 

only GPR detects defect during inspection independent of pipe material and size. 

Ultrasound methods detect corrosion and metal loss in addition to leakage. The cost of 

some of the methods are summarized in Table 2-2. The diverse limitations and capabilities 

of the methods presented in this Chapter calls for joint use of more than one method for 

efficient inspection as in the proposed two tiers inspection method in Zangenehmadar and 

Moselhi (2014). 
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Table 2-2. Cost of different leak detection methods 

Method Type Cost ($) Company comments 

GPR 

Radiodetection RD100  8,700  Opti-cal   

oko-2 (central processing) 22,450  
accurate 

locators 
  

oko-2 (antenna AB-400) 7,330     

oko-2 (antenna AB-1700) 8,020     

oko-2 (ABDL triton) 8,591     

oko-2 (transportation + 

displacement) 
1,250      

Zond (Control unit + 

software) 
15,026  

accurate 

locators 
  

Zond (Antenna system) 3,980     

Zond (100 MHZ 

Antenna) 
6,280     

Zond (300 MHZ 

Antenna) 
2,892     

daily  10-50 Tecterra   

weekly 10-250    

monthly 50-1,020     

GPR sencion 30,000-50,000 Sencion  

radioteam cobra locator 

(new) 
17,750      

radioteam cobra locator 

(used) 
16,350      

Sahara/ 

Smartball 

mobilization and 

demobilization 
20,000-30,000 

pure 

technologies 

 

project planning and site 

review 
5,000-10,000  

inspection fee / km 10,000    

written report fee 7,500    

Infrared 

thermography 

Thermal camera 10,000-50,000  Inspectahire 

 200 $/km + 

120 $/km 

labour cost 

Thermal camera 40,000  
Adept 

marketing 
  

Acoustic 

leak noise correlator 18,000  Gutermann   

aquascan TM 30,000  Gutermann   

aquascope 3 3,400  Gutermann   

aquaphon  9,084  SEWERIN 
surveying 

75-100$/km 

Aquatest T10 3,150  SEWERIN   

secorrphon AC06 20,744  SEWERIN   

secorr 08  13,360  SEWERIN   

secorr 460 7,400  SEWERIN   

LeakfinderRT 25,000  echologics 

50 $/km + 

100 $/km 

labour cost 
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2.4. Existing performance models 

Proposing a generalized and reliable performance model to be used in all conditions is very 

difficult and maybe impossible. The existing water pipe condition, deterioration and failure 

rate models are grouped in 5 different classes of deterministic, statistical and probabilistic, 

artificial neural network, heuristic and fuzzy logic models. The following section will 

present the inputs, the methodology used and the expected outputs of the models. 

2.4.1.  Deterministic Models 

Deterministic models are mostly used in the situations where there is a real relationship 

between parameters. They could be subdivided into empirical and mechanistic models. 

Empirical models relate the rate of failure to characteristics of a network of pipes while 

mechanistic models are applicable in Predicting the service life of individual pipes. They 

mainly involve the use of laboratory tests and specimens to obtain required information.  

Rajani and Kleiner (2001) performed a comprehensive review about structural 

deterioration of water mains concentrating on ñphysically-basedò models published until 

2000. They reviewed physical deterministic models of Doleac et al (1980), Kumae et al. 

(1984), Randall-smith et al. (1992), and Rajani and Makar (2000). Rajani and Makar (2000) 

proposed a methodology to estimate the residual life of grey cast iron water mains. They 

evaluated the effect of corrosion on pipelines. They measured corrosion pit, residual 

resistance capacity and calculated corrosion rates to forecast the time takes for Factor of 

Safety (FS) to become less than minimum threshold. The remaining service life is used to 

arrange maintenance and replacement scenarios for water mains. To estimate the residual 

resistance capacity, sample pipe sections are analyzed and data about several features of 
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pipe and soil is collected. The collected information comprises of pipe components (pipe 

diameter, laying condition and depth, wall thickness, installation year, age, bursting tensile 

strength, tensile strength, ring rupture modules and fracture toughness). It also contains the 

soil components (soil pH and soil resistivity, backfill material and backfill weight density) 

and operational components (pressure, surge pressure allowance, water temperature, frost 

load factor, impact traffic factor, wheel load, and traffic reduction factor). 

Deb (2002) presented a model which prioritizes water mains replacement and rehabilitation 

in cast iron pipes considering the increase in corrosion pits and reduction in pipe strength 

over time. The inputs which were extracted from sample sections of the pipe, are pipe 

components (material, diameter, length, depth, and installation year), soil class, traffic type, 

working pressure, pavement type and beam span. This model determines maximum loads 

applied to the mains and assesses the residual strength of the pipe. Afterwards, it arranges 

the water mains for replacement or repair based on the calculated Factor of Safety (FS) 

determined for each pipe section. FS is residual strength of the pipe as a function of 

remaining wall thickness divided by maximum stress subject to the pipe. The proposed 

methodology relates pipe wall thickness to module of rupture, tensile strength, ring module, 

and fracture toughness. In this model, soil type proved to be the most effective factor in 

estimating the FS since the methodology is concentrating solely on external corrosion 

caused by corrosive soil.  

Babovic et al. (2002) proposed a data mining method to model water supply assets. They 

used ranking models and Bayesian networks to assess the risk of pipe bursts. In general, 

ranking models are used to demonstrate relationships between inputs and outputs. In this 

model, one score is assigned to each case and cases with similar score are grouped together. 
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Then cases in which pipe breakage has occurred are counted respect to total. In parallel, 

Bayesian networks incorporated uncertainties into data with graphical models. Comparing 

these two data mining methods, it could be concluded that ranking models provided lower 

maximum failure risk and were able to classify more cases. The inputs of ranking model 

are pipe diameter, length, material and age, number of bursts, number of houses where the 

pipe starts and ends, and the traffic frequency. Another problem for ranking method is that 

it is driven from data and the accuracy of the models depends on the quality of data, while 

Bayesian networks use theoretical knowledge in addition to data. Input parameters for 

Bayesian network are pipe depth, material, mean diameter, thickness, age, installation 

method, age of last burst, previous repairs, rainfall, temperature, and soil type. This study 

is solely a preliminary study about these data mining models and needs further 

investigations.  

Lu et al. (2003) presented a model which predicts lifetime of acrylonitrile-butadiene-

styrene (ABS) plastic pipes subject to deflection loading and combined pressure. The 

model utilizes linear fracture mechanics technique to investigate brittle failure in order to 

predict the service lifetime. In this technique, stress intensity factors (SIF) are linked with 

pressure, deflection and residual stress. Their combination is used to determine the net total 

stress. To predict lifetime of water mains, a time marching loop is used. The loop is 

repeated simulating crack growth until the SIF becomes equal to current fracture toughness 

of the ABS material. The limitation is that this model should consider parameters such as 

pipe diameter, thickness and internal pressure for prediction. Factors of soil deflection, 

initial flaw size, fracture toughness, slow crack growth resistance and residual stress, which 

control the pipe life, were measured through the analysis.  



36 

Farshad (2004) presented two new criteria of ultimate strain extrapolation method (USEM) 

and the distortion energy extrapolation method (DEEM) for service life prediction. Both 

criteria entail internal hydrostatic pressure test and creep test to evaluate time-dependent 

creep modules and hoop stress. The USEM and DEEM are calculated from the 

relationships between evaluated factors with strain distortion energy. Results were 

compared using a classical standard extrapolation method with USEM and DEEM and was 

satisfactory. DEEM is valid for wider ranges while USEM is appropriate for materials 

which fail under ultimate strained state instead of maximum stress. A case study of PVS-

U pipe is used for verification of the model.  

Seica and Packer (2004) proposed a finite element evaluation of the remaining mechanical 

strength of deteriorated cast iron pipe which is able to predict the strength based on 

longitudinal bending. This finite element evaluation is similar to the simplified numerical 

method presented by the authors in another article (Seica and Packer, 2006). The 

assumption in the model is that the pipes experience uniform or no corrosion. In order to 

employ cross section analysis to compare the results, the pipe was divided into cross 

sections. Wall thickness and internal diameter were measured to calculate the amount of 

material loss due to the corrosion. Comparing the outcomes of cross section analysis and 

finite element evaluation, it can be seen that the results are approximately similar. In special 

cases, section analysis method overestimates the strength of pipe in comparison to finite 

element method. Cross section analysis is not accurate since it utilizes smear approach. 

Other inputs of the model are tensile stress and strain. 

After Seica and Packer, Kim et al. (2007) presented two methodologies of assessing 

fracture toughness and residual tensile strength of cast iron pipes to predict residual life. 
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They used some specimens and measured characteristics of nominal diameter, width, gross 

thickness, pit depth, metallic thickness, breaking loads and geometric factor. Fracture 

toughness methodology used FS for structural stability, while tensile strength methodology 

uses statistical analysis for mechanical intensity and characteristics of corrosion pits. The 

outputs of both models are satisfactory in residual life prediction; however, fracture 

toughness analysis is more reliable. 

Davis et al. (2008) also investigated fracture prediction in five types of polyethylene (PE) 

pipes using measured craze strength versus failure time to predict exact time of crack 

initiation under pressure and deflection load. Comparing the results of the predicted model 

with actual observations, it can be seen that model underestimates the failure time. The 

model is good at predicting crack initiation time; however, it is not helpful afterwards. The 

inputs are specifications of the sample specimens such as diameter, thickness, pressure, 

deflection, initial crack length, actual and predicted failure time. The authors also proposed 

a model for long term performance and lifetime prediction based on craze mechanics for 

PE pipes (Davis et al., 2007). 

Burn et al. (2009) did a complete research about three models used in risk analysis of 

pipeline assets. He examined application of linear elastic fracture mechanics (LEFM), 

elasto-plastic fracture mechanics (EPFM) and craze mechanics for failure prediction in 

plastics pipeline. The LFEM theory considers stress intensity factors and toughness of the 

pipe material and calculates fracture process. The second theory is used for crack blunting 

and non-linearity in material deformation. Craze mechanics measures the stress in a 

material. Results show that a large craze zone is formed at crack tip and LFEM and EPFM 
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are not applicable. It should be noted that more investigations and sample specimens are 

yet necessary to validate the results of the craze mechanics method. 

As can be seen from deterministic models, most of the models are not generalized. They 

are mainly applicable in cast iron and plastic pipes and require sample specimens of pipe 

for verification which is a difficult data to acquire. Since deterministic models are simple 

in nature, they are not suitable to account for nonlinearity in behavior of soil and pipe 

materials such as corrosion and stress. Deterministic models are site-specific since 

applicability of each model is restricted to a certain location and related factors. 

2.4.2. Statistical and Probabilistic models 

Statistical and Probabilistic models are commonly used to predict service lifetime of assets 

and likelihood of occurrence of an event. Data about condition and features of pipes are 

necessary to generate expected outcome through statistical analysis. Therefore, large and 

long term historical databases are required.  

Kleiner and Rajani (2001) made a comprehensive review of statistical and probabilistic 

models about structural deterioration of water mains until 2000. They divided the models 

into four categories based on the approach of problem solving. It includes time-exponential 

models (Shamir and Howard, 1979; Walski and Pelliccia, 1982; Clark et al., 1982), time- 

linear models (McMullen, 1982; Kettler and Goulter, 1985; Jacobs and Karney, 1994), 

Probabilistic multi -variate models, proportional hazards and accelerated life (Marks et al., 

1985; Andreou et al., 1987; Marks et al., 1987; Bremond, 1997; Constantine and Darroch, 

1993; Miller , 1993; Constantine et al., 1996; Lei, 1997; Eisenbeis et al., 1999) and 
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Probabilistic single-variate group models (Kulkarni et al., 1986; Goulter et al., 1993; Deb 

et al., 1996; Mavin, 1996; Herz, 1998; Gustafson and Clancy, 1999).  

Le Gat and Eisenbeis (2000) used maintenance records to forecast failures in water 

networks in different materials. They calculated the times and number of failure using 

Weibull Proportional Hazard Model (WPHM). The survival function considered the 

factors affecting the failure of the pipe. The model used two databases to check both 

observed and predicted failures. It underestimated one of the case studies because of the 

increased pipe deterioration and lack of data. Moreover, there is no evidence of model 

validation in this study. Factors considered in this study are Pipe components (length, age, 

diameter, pressure and material), soil type, traffic load, and supply method such as gravity 

and pumping. History of previous failures was taken into account for calculation. 

Park and Loganathan (2002) proposed a methodology for efficient optimal replacement of 

pipes in water distribution systems. The method uses threshold break rates and failure 

prediction models to determine the time. They considered the optimal threshold break rate 

as a function of pipe diameter and costs of replacement or repair. By setting the threshold 

break rate equal to estimated rate by failure prediction model, the replacement time is 

calculated. The inputs of the model are number of breaks per 1000 ft of pipe, growth rate 

coefficient, annual interest rate, repair, and replacement costs for the pipe length. In 

addition, Loganathan et al. (2002) proposed a threshold break rate for pipeline replacement 

in water distribution systems.  

Pelletier et al. (2003) Modeled water pipe break rates based on breakage history and pipe 

components (diameter, length, material and age). The authors estimated present and future 

structural states of water main by use of pipe break model. Statistical functions of survival, 
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probability distribution and hazard were utilized to represent the Weibull and exponential 

distributions. Three case studies were performed to analyze the model. The survival 

functions were versus time and they are based on the Weibull distribution of the pipe failure 

through pipe age. Results show that material and installation method affect pipe 

deterioration. This model does not take into account the corrosion and leakage. It only 

considers breaks due to natural aging of pipes. Other inputs of the model are soil type and 

land use. 

DeSilva et al. (2006) proposed a condition assessment and probabilistic analysis to estimate 

failure rates in buried metallic pipeline. Most of the water networks confront the problem 

of data scarcity since there is no complete database about breaks history of water mains. 

Therefore, condition assessment is used to find the deterioration rates and probabilities of 

failure in a distribution system. First, a Weibull probability distribution function is used to 

estimate maximum corrosion rate. Then, the distribution is extrapolated over larger target 

area. After that, it is converted to corresponding normal distribution functions. Later, the 

probability of failure was determined using first-order-second-moment analysis. In 

validation, results of binomial probability process show the relationship between failure 

rate and time. Overall, the model entails prediction of failure of entire pipeline assessing 

condition of selected sections. The model takes into account variables of maximum applied 

stress, critical stress required for failure related to external and internal galvanic corrosion, 

internal pressure, pipe wall thickness and radius of the pipe. 

Vanrenterghem-Raven (2007) proposed a proportional hazard model (PHM) to measure 

risk factors of structural degradation and break rates of water distribution system through 

running PHM while one variable at a time is considered. PHM is a statistical method 
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applicable for renewable processes. This methodology calculates expected breaks per pipe 

using hazard rate. Inputs required for this model is pipe components (length, material 

(steel/non-steel), diameter and age) and environmental factors (traffic, location, water 

zones and highways). 

Davis et al. (2007) proposed a physical probabilistic model to predict failure rates in buried 

PVC pipeline. The model used internal defects resulting from internal pressure to 

determine failure rate. The output of the model was compared to the observed data form 

different municipalities in United Kingdom. Results show that predicted curves are in a 

favorable agreement with observed data. A Monte Carlo simulation estimates the lifetime 

probability distribution. Variables used in Monte Carlo simulation are number of segments, 

length, incremental time period, material short-term properties (fracture toughness, yield 

strength and Youngôs modulus), slow crack growth parameters, visco-elastic parameter for 

reduction in Youngôs modulus, outer and inner pipe diameter, maximum internal pressure 

in each segment, soil properties (cover depth, unit weight and modulus), surface load and 

residual hoop stress.  

Poulton et al. (2009) measured the impact of pipe length on break predictions in water 

mains. They utilized Linearly Extended Yule Process (LEYP) to find break predictions for 

each segment. Calculations were done based on intensity function and by aid of LEYP. 

Intensity function depends on age in the form of Weibull model, number of previous events 

in the form of LEYP and vector of covariates in the form of Cox proportional hazard model. 

After model verification, results show that model is not sensitive to small segments, which 

means that pipe length does not affect breaks since it is merely related to pipe age, water 
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pressure and soil type. Input parameters are pipe diameter, length, installation year, soil 

type, traffic level, water pressure, type of accident, and date of intervention. 

Dehghan et al. (2008) presented a parametric model using probabilistic analysis of 

structural failure of water pipes. Due to the fact that the theoretical failure rates do not 

depend on time, the authors tested the steadiness of the failure rates. Results of parametric 

models are valid when failure rate is considered as a stationary random process. 

Verification of the model through a case study showed that variables should be updated to 

represent time dependent nature of failure process. The input parameters are pipe material, 

diameter and location. Developing a nonparametric model was proposed to investigate the 

time dependent failure process correctly. 

Dehghan et al. (2008) also proposed a nonparametric methodology for Probabilistic failure 

prediction for pipeline deterioration. The nonparametric methodology considers those 

factors that are not constant in reality. In this method, probability of failure was estimated 

by maximum likelihood in order to evaluate number of failure per time and confidence 

intervals. The methodology was tested through the observed data of water network in 

Australia. Results show a good agreement between observed and predicted data. As the 

model doesnôt intend to predict single component failure, mains are analyzed in groups 

taking into account their material type, diameter, and location. 

Davis and Marlow (2008) proposed a physical probabilistic failure model utilizing Weibull 

probability distribution for quantifying economic lifetime for asset management of large 

diameter cast iron pipelines. Since enough data about failure was not available, condition 

assessment was employed to determine remaining life time. To determine the corrosion 

rate, the model investigated selected parts of the pipe. This model evaluates failure time 
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and economic life time. It only shows longitudinal fracture because it solely calculates 

internal pressure and in-plane bending. Inputs are pipe diameter, age, thickness, external 

loads from soil and surface loads, maximum corrosion rate and tensile strength.  

Kleiner and Rajani (2008) checked prioritizing individual water mains for renewal using 

non-homogenous Poisson model. They divided the input parameters of pipe material, 

diameter, length, installation year, climate, X-Y coordinates of pipe nodes, break date, and 

type into 3 classes of pipe dependent, time dependent and pipe-time dependent. The model 

was first trained using maximum likelihood method with a Lipschitz Global Optimizer 

(LGO) algorithm. Then it was validated by forecasting the number of breaks in a validation 

period. Afterward, the observed and predicted failures are compared. Results show that 

model is appropriate and is able to analyze the covariates at group and pipe level. 

Davis et al. (2008) presented failure prediction and optimal scheduling of replacement in 

asbestos cement (AC) water pipes through probabilistic failure model. This model utilizes 

residual strength to find the deterioration rate employing Weibull distribution. However 

since there were some differences between data produced and observed, Hertz distribution 

was employed to model the uncertainty. Results of the verification show that predicted life 

time using Hertz distribution are similar to empirical lifetime evaluated by Monte Carlo 

simulation. The data requirements in this article are pipe diameter, thickness, depth, age, 

internal pressure, unit weight of the surrounding soil, dynamic traffic load, and 

deterioration rate.  

Berardi et al. (2008) suggested using EPR in developing deterioration models for water 

distribution systems. EPR is divided into two steps: searching for the best model structures 

using GA and parameter estimation for an assumed structure using least squares method. 
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EPR performs a multi-objective search to find the best model. Savic (2009) also used same 

methodology and case study in his article ñThe Use of Data Driven Methodologies for 

Prediction of Water and Wastewater Asset Failureò. Since it is not possible to use EPR for 

direct calculation of failure rate, two different processes were used to find a pipe condition. 

The processes were developing general failure model and implementing multi-objective 

approach for pipe rehabilitation planning. Data requirements for model development are 

pipe parameters of age, diameter, length and number of properties. 

Moglia et al. (2008) checked the strong exploration of a cast iron pipe failure model. The 

first proposed model was improved through several assumptions i.e. time dependent 

corrosion rates; stochastic pipe wall thickness; stochastic loads; and lower limit on the 

tensile strength. The new model determines maximum corrosion rates through evaluating 

the nominal tensile strength. In this model, only failures caused by corrosion or fractures 

are considered. Since the model has numerous assumptions, it is not generalized. After 

validation, the predicted and observed data were similar. The input parameters for this 

model are pipe components (thickness, age, failure and installation year, diameter and 

length), internal pressure, external and soil load, failure exposure, corrosion rate, number 

of observed failures and the tensile strength of the pipe samples.   

Wang et al. (2009) developed deterioration model to predict annual break rates of water 

mains respect to pipe material. The method consisted of finding the best subset regression 

to determine the best relationship between failure rate and variables such as pipe age, 

diameter and length. In addition to variables mentioned, break records, pipe depth and 

material are considered. The model was verified using a case study in Canada. Sensitivity 

analysis was performed to find the ways that different variables affect the annual breaks. 
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The regression models were verified by F-test and t-test. The model doesnôt consider repair 

history, cathodic protection and soil condition and is not able to predict the next failure. 

Wood and Lence (2009) used water main break data to improve asset management for 

small and medium utilities. Time-linear and time-exponential equations were developed. 

Results show that with the exception of cast iron (CI), predictions in asbestos cement (AC) 

and ductile iron (DI) are more accurate utilizing the time-linear equation. Required input 

data includes break history, ground surface material, pipe material, diameter and age. 

Wang et al. (2010) proposed an assessment model of water pipe condition using Bayesian 

inference. In this model, the relative effects of each factors on model performance was 

evaluated and those with smallest effect was excluded. Comparing the model output and 

observed data, pipe age and diameter proved to have the most effect on pipe condition. 

Verification of model shows that proposed model is within good compliance. Input 

variables are pipe components (diameter, age, material, depth, inner and outer coating), 

pressure head, number of road lanes, electric recharge, bedding and soil conditions.  

As can be seen from statistical and probabilistic models, statistical models needs large 

number of long term observed field data while probabilistic models are convenient for 

databases that have little information. In most of the probabilistic models, condition 

assessment of a pipe is only analyzed for a pipe section not the entire pipeline. These 

models only predict the failure of a water pipe and there is no generalization of them. 

2.4.3. Artificial Neural Network models 

Artificial Neural Network (ANN) models are used to predict pipe failure and condition 

rating of the pipeline system. Same as previous models, this methodology is not generalized 
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and is unable to predict future failure rates for other areas. Only a couple of the several 

articles about utilizing ANN in water networks are presented in this study.  

Christodoulou et al. (2003) proposed a risk analysis framework for evaluating structural 

degradation of water mains in urban settings, using neuro-fuzzy systems and statistical 

modeling techniques from parametric and non-parametric analyses. Kaplan-Meier survival 

analysis model was the non-parametric method used. To identify risk factor, back-

propagation algorithm was used. Outputs of the ANN were lifetime of segments and 

observation result (breakage or no-breakage). The outputs were used for pattern 

recognition and to rank relevant weights of risk factors. Kernel smoothing was employed 

for regression and Kaplan-Meier models by utilizing a joint probability density function. 

The models were verified using historical database of New York City. Results proved 

previous findings that pipe material, diameter and breakage history have highest effects on 

pipes. Risk factors were found and ranked using pattern recognition and incomplete 

datasets. The model is site-specific and is developed only for the assumed situation. 

Parameters used for this model were pipe material, diameter, length, breakage history, 

traffic, and intersection block.   

Al -Barqawi and Zayed (2006) presented a condition rating model for underground water 

mains to evaluate the maintenance priority using back-propagation algorithm in ANN. The 

condition rating was between 0 meaning poor to 10 representing excellent condition. Model 

was verified through 3 case studies and results showed that model can predict pipe 

condition favorably. Within this model, it is believed that breakage rate and age have the 

most influence on pipe condition. Data requirements for this model were soil type, road 
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surface, pipe cover, diameter, material, age, number of breaks and the Hazen-Williams C-

Factor. 

Achim et al. (2007) proposed a model for prediction of failure in water pipe asset using 

neural networks. The ANN model in this paper comprised an input layer with six nodes, 

two hidden layer with sixteen nodes both and an output layer with one node. Bootstrapping 

and random sampling were used for validation of the model. The model proved to be an 

acceptable solution for complex problems with less calculation. The input parameters are 

pipe diameter, age, length, year of construction and location. Future evaluation for this 

model considers climate factors and corrosion. 

Geem et al. (2007) presented a trenchless water pipe condition assessment using artificial 

neural network and multi-layer perceptron model (MLP). The model used back-

propagation algorithm and the pipe condition was evaluated using five factors of outer 

corrosion, crack, pinhole, inner corrosion and the Hazen-Williams C-factor. Comparing 

the predicted data by model and observed data analyzed by multiple linear regression 

(MLR), ANN produced a higher determination and considered nonlinearity in input data. 

The input variables for this model were pipe material, age, diameter, pressure head, inner 

and outer coating, electric recharge, soil and bedding condition, trench depth, and the 

number of road lanes used. 

Amaitik and Amaitik (2008) developed a PCCP wire breaks prediction model using 

artificial neural networks. This could help the authorities to monitor, inspect and repair the 

water distribution network. The model was verified by comparing the results to MLR 

model. Analysis showed that ANN model predicts wire breaks more competent than MLR 

model. A break pattern was also found in predictions. The model entailed use of 9 
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independent variables of monitoring period, pipe age, soil resistivity, design pressure, soil 

density, soil cover, type of pre-stressing wire wrap, wire diameter and wire pitch. 

To summarize, ANN models are able to cover non-linear and complex behavior of water 

networks. They also cover numerous variables which increase system performance 

reliability. One limitation for this methodology is that there is no description about the 

creation of the black box. Furthermore, ANN models are not able to predict future failure 

rates for other areas.  

2.4.4.  Heuristic models 

This methodology is used for those problems that have limited data. It captures expert 

opinions about importance of effective parameters on a specific issue. Some of the 

researches about use of heuristic models are presented here.  

Kleiner and Rajani (1999) proposed a multi-step process to assess future needs in water 

pipelines using limited data. The multi-step process consists of: 1. collecting data where 

data for prediction of future breaks is scarce, 2. classifying data into different groups, 3. 

determination of service life utilizing breakage rate, 4. inspecting different scenarios of 

expected life, 5. calculating the replacement cost of water mains. Since there is limited 

data, a heuristic model is necessary to employ three probability distributions of Weibull, 

Gumbel and Hertz. The model was verified through a case study and results showed that 

during the first 30 years, all distribution predicted same replacement age. Analysis also 

revealed that pipe age, soil type and operating pressure are the most critical factors in 

breakage rate. Data used for this assessment is vintage, soil type, diameter, region, length, 

operating pressure, road type, surface condition, foundation state, and traffic loading. 
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Watson et al. (2004) proposed a Bayesian-based pipe failure model to predict failure rate. 

This hierarchical model collects data from different data sources such as engineering 

knowledge and historical failure data. The model considers hyperprior distribution for 

failure rates. This distribution determines the influence of individual failure on other pipes 

in network. In process of validation, the model was validated with two pipes and the break 

rates were illustrated versus time in predicted models and observed data. Until pipe reaches 

age of 25, Bayesian model predicts better results than normal estimation. After that, the 

results from both the models are similar.  

Al -Barqawi and Zayed (2008) presented a model using analytic hierarchy process (AHP) 

for water main conditions assessment. AHP quantifies qualitative engineering knowledge 

of experts about important factors in pipe failure. In this model, the effective factors were 

first recognized; then pair-wise comparisons were performed between each two of the 

factors and priorities were assigned. Afterward consistency analysis was performed and 

condition assessment records were calculated from priority matrices. The condition 

assessment values ranges from 0 (critical) to 10 (excellent). Factors considered in this study 

are soil type, groundwater table level, pipe diameter, material, age, breakage rate, Hazen-

Williams C-Factor, Cathodic protection, type of traffic/road, type of service, and 

operational pressure. 

Al -Barqawi and Zayed (2008) also did another research about an integrated AHP/ANN 

model to evaluate municipal water mainsô performance. They first utilized AHP to 

calculate the weights and assign a value between 0 (critical) to 10 (excellent) to the 

condition of pipeline. After that, ANN model was employed to solve the problem of 

missing data using pattern recognition. The model was validated through data from three 
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case studies. Results show good correlation between observed and predicted data. 

Parameters considered in this study are pipe material, diameter, age, soil type, groundwater 

table level, average daily traffic, type of road and service, number of breaks, Hazen-

William coefficient, Cathodic protection, and operational pressure.  

Zhou et al. (2009) developed a Fuzzy based pipe condition assessment model using 

PROMETHEE. PROMETHEE is a method of outranking which establishes and uses 

relationships between indicators in order to weight pipes. The model generates pipe 

condition rating using AHP from fuzzy first-level and second-level condition indicators. 

The model was validated using eight pipe samples. The parameters used for first level 

condition indicators are physical indicators, load, external corrosion and historical 

breakage. Pipe diameter, age, length, depth, water pressure, impact strength and maximum 

pressure are the data requirements for second level condition indicators.  

As can be seen, the heuristic models entail inconsistency in expert judgments. Since the 

experience differs from individual to individual, the judgments are different. However, the 

heuristics models are simple and could be utilized as an initial phase for evaluation of 

failure rates. 

2.4.5. Fuzzy logic models 

Fuzzy logic is employed to deal with systems with inexact information and uncertainties. 

Numerous applications of this methodology have been reported in infrastructure 

management including 10 articles about water distribution networks.  

Kleiner et al. (2005) proposed a fuzzy Markov deterioration process to model failure risk 

of PCCP, cast and ductile iron water mains. Triangular memberships and fuzzy rules of 
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ñif-thenò were employed to solve the problem. Condition of the asset was calculated from 

the present condition and deterioration rate, which had been identified from Markov 

deterioration process. The data requirements of the models were pipe age, pipe material, 

external pipe barrel/bell, inner lining, pre-stressed wire, concrete core, pipe geometry and 

joint. This model has not been validated due to lack of data.  

Rogers and Butler (2005) developed a neuro-fuzzy spatial decision support system for pipe 

replacement prioritization. The model includes fuzzy logic and neural network back 

propagation algorithm which relates certain characteristics to pipe replacement. Input-

output pairs of burst records together with pipe characteristics were used to train the model. 

Since data needed pre-processing, Bayesian statistics model was employed. Results 

showed that training improves model performance. The input parameters for the model are 

soil type, pipe density, age, diameter, material, street type and maximum pressure. 

Najjaran et al. (2006) presented a fuzzy expert system to assess corrosion of cast/ductile 

iron pipes from backfill properties. The model comprises subjective and objective parts 

and two systems were suggested for fusion of the subjective and objective models. The 

first system determines deterioration rate using soil properties and the second determines 

corrosivity potential from soil samples. In the process of validation, a series of soil samples 

were utilized. The extracted variables from the soil samples were soil resistivity, soil pH, 

percentage of clay fines, soil redox potential and sulfide, pipe age and maximum pit depth. 

This methodology was also used in two other articles of ñA Fuzzy Expert System for 

Deterioration Modeling of Buried Metallic Pipesò (Najjaran et al., 2004) and ñFuzzy-Based 

method to evaluate soil corrosivity for prediction of water main deteriorationò (Sadiq et al., 

2004). 
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Rajani and Tesfamariam (2007) proposed an approach for estimating time to failure of cast-

iron water mains. The fuzzy membership function employed in this model is triangular 

fuzzy numbers. Ʉ and N are two measures for uncertainty, Ʉ accounts for possibility while 

N accounts for necessity. Failure occurrence which is stated by means of factor of safety 

should be between Ʉ and N. Model presented by Rajani and Tesfamariam (2007) is 

identical to one presented in ñEstimating Time to Failure of Ageing Cast Iron Water Mains 

under Uncertaintiesò (Rajani and Tesfamariam, 2005) and ñPossibilistic Approach for 

Consideration of Uncertainties to Estimate Structural Capacity of Aging Cast Iron Water 

Mainsò (Tesfamariam et al., 2006). A case study was used to validate the model. Results 

showed large and small diameter pipelines are more susceptible to external loads and 

bedding loss respectively. Input parameters required for this model are elastic modulus, 

normal and bursting tensile strength, ring modulus of rupture, Poissonôs ratio and fracture 

toughness, pipe nominal diameter, thickness, length, thermal coefficient, soil unit weight, 

trench depth and width, unsupported length, soil dead load and traffic live load, water 

pressure, transient water pressure, remaining wall thickness and temperature difference. 

Fares and Zayed (2010) presented a hierarchical fuzzy expert system for risk of failure in 

water mains. The 16 input parameters are classified into 4 groups of physical, 

environmental, operational and post failure. The risk of failure varies between 0 (least risk) 

and 10 (highest risk). At first, the impact factor of the parameters of four categories were 

evaluated utilizing the Mamadani rule system. Then, they were used to calculate the risk 

of failure. The model was verified by a case study that resulted in the fact that cast iron and 

small size pipes are the most sensitive parts in the network. The input parameters are type 

of soil, average daily traffic, groundwater level, pipe diameter, material, age, protection 
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method, breakage rate, hydraulic factor, water quality, leakage rate, cost of repair, damage 

to surrounding, loss of production, traffic disruption, and type of serviced area.  

This kind of performance models are mostly used where there is lack of data and the 

relationship between parameters are vague. One challenge in this methodology is choosing 

the fuzzy rule sets and defining the defuzzification procedure. Choosing triangular fuzzy 

numbers are more common in literature.  

2.4.6. Summary 

The deterioration models can be grouped into five categories of deterministic, statistical 

and probabilistic, artificial neural network (ANN), and heuristic models based on the 

methodologies employed. Each method has its own features. Deterministic and statistical 

models entails use of sample specimens and large number of long term observed data while 

fuzzy and probabilistic models are often used when data is scarce or there is very limited 

information. Most of the methodologies such as deterministic, probabilistic and ANN are 

site-specific and it is not possible to generalize the results unless the situation remains the 

same.  

The relationships between the parameters are certain in deterministic models whereas fuzzy 

models are utilized in the situations where cause-effect knowledge is imprecise. Moreover, 

as ANN seems like a black box, there is no description about the creation of neural network. 

As can be seen from models, ANN, heuristic and fuzzy models are recently developed and 

proved to be more efficient than previous models, e.g. ANN and fuzzy models consider 

more parameters than others. Future works are required to propose generalized models, 

which considers further parameters and utilizes less data requirements.  
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2.5. Maintenance scheduling models  

Renewal and replacement scheduling models are mostly used optimization methods to 

develop a cost-effective and appropriate model for rehabilitation programs. Nowadays, 

application of Genetic Algorithm as a method of optimization is very prevalent in literature 

and there are several studies about optimized maintenance scheduling for different assets. 

It is merely because of the robust search abilities of Genetic Algorithm which can 

undertake complexity of outsized optimization problems. Those with focus on water 

distribution network will be explained here. Kleiner et al. (1998) proposed a methodology 

in which structural and hydraulic deteriorations are considered to analyze economic and 

hydraulic capacities of pipe segments in water distribution network over a planning 

horizon. The model in this study carried out this methodology into a decision support 

system which chooses rehabilitation alternative for each pipe segment of the network to 

minimize the cost of maintenance plans. The validation process entails comparing results 

to the data gathered from a restricted exhaustive enumeration and by asking questions from 

experts and managers. Bach et al (2000) suggested new approaches for optimal repair fund 

assignment and allocation of budget in water distribution networks. The model assumed 

there is no limitation for the budget at first and developed to allocate the funds and then it 

optimized the allocation of the limited budget for the city. The ultimate goal of model is to 

minimize the total cost of repair and water loss. The actual data of the network of Ho Chi 

Minh City in Vietnam is used as the numerical example in this study to display the 

practicality of the proposed models. Mailhot et al. (2003) defined an optimal replacement 

standard for individual pipe based on their expected future costs estimated form conditional 
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probability function. To minimize the cost, hazard functions are involved to estimate a 

critical pipe break order in order to perform replacement.  

Moglia et al (2006) have developed PARMSPRIORITY method to support decision 

making in replacement scheduling of water pipelines. Previously, similar method of 

PARMS-PLANNING provided decision makers with long-term plans and budget set-ups 

associated to pipe replacement. This model performs risk calculation from asset and failure 

records data and then predicts the failures. After that, it estimates the related costs and 

evaluates the scenarios. Based on the application of PARMS-PRIORITY in two water 

utilities, it has the potential to be a useful tool for rehabilitation scheduling. Alvisi and 

Franchini (2006) recommended a multi-objective rehabilitation scheduling which aim to 

minimize the total cost associated to repair or renewal of pipelines and maximize hydraulic 

capacity of the network. The budget is constrained over a selected period. In addition to 

the optimizer, there is a hydraulic simulator which identifies hydraulic and breakage 

situations. Applying the proposed model to a case study showed that the methodology is 

beneficial for future rehabilitation scheduling. The authors later developed a procedure for 

multi-objective optimal medium-term scheduling in rehabilitation and leakage detection of 

water distribution systems. They assumed a predetermined budget constraints and 

identified the time and location of the pipe segment that should be replaced. The objective 

of this study are to minimize the volume of the wasted water through breakage and leakage 

and repair costs of the breaks. The outcome of this research is not only one optimal solution 

but also the Pareto front of other solutions. This model has applied to a real case study and 

results showed that the proposed methodology is appropriate for leakage detection and 

rehabilitation strategies (Alvisi and Franchini, 2006). Nafi and Kleiner (2009) proposed an 
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efficient scheduling renewal method for water pipes focusing on individual water mains. 

They considered adjacent known infrastructure works and economies of scale and built 

their model based on short to medium planning period. The projected solution of the model 

is different combinations of segment renewal programs for decision makers.  

2.6. Related research techniques 

2.6.1. Delphi technique 

Delphi technique was first introduced in 1950s in RAND Corporation. It is a decision 

making method based on opinions of experts (commonly referred to as the panelists, 

participants or respondents) concentrating on a certain issue. It is supposed that several 

people are more unlikely to make wrong decision rather than an individual over an issue 

(Hasson et al., 2000). Delphi is also defined as ñallowing a group of individuals, as a whole, 

to deal with a complex problem while avoiding their direct confrontation and retaining 

their interactionsò (Linstone & Turoff, 1975).  

Anonymity, iteration and controlled feedbacks from prior round to the current round, 

statistical aggregation of group responses and expert panels are the key features of the 

Delphi. Anonymity is achieved by performing the survey through emails or personal 

interviews because when the respondent put his/her name on an idea, it would be more 

difficult to change the idea later (Ngeru, 2012). Iteration and controlled feedback provide 

refined results. Statistical aggregation is completed through quantitative analysis and data 

interpretation (Ngeru, 2012). This technique is considered as quick, not costly and 

relatively competent way to obtain consensus from opinions of the panelists (Von Der 

Gracht & Heiko A, 2012) and has the potential to investigate the issues that necessitate 
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judgment. On the contrary, some researchers believe that it is very time consuming and 

labor intensive (Gary & Heiko, 2015). Delphi has also been criticized for forcing panelists 

to reach a consensus and having no area for the participant to clarify their opinions (Hasson 

et al., 2000). 

In the process of the Delphi, the problem statement should be defined at first. Then a panel 

of experts familiar with the subject is selected. Since Delphi is a group decision technique, 

it needs several experienced experts familiar with the issue who could deliver correct 

answers to the questions. Therefore, the process of selecting skilled panelist is of major 

importance (Okoli & Pawlowski, 2004). Most of the studies use 15 to 35 experts as a panel; 

however, there are evidences of participation of 100 to 1000 respondents in the literature. 

Reid reported panel sizes of 10 to 1685 from the previous studies (Reid, 1988). Murphy 

noticed that there is no empirical relationship between number of experts and validity and 

reliability of the survey and some researchers believed that number of experts is subjected 

to the available resources and scope of the problem. Murphy also suggested that the 

geographical diversity of the members leads to consideration of exhaustive aspects of the 

issue and results in better decisions (Meijering, Kampen, & Tobi, 2013). Afterwards, the 

first questionnaire is designed which provides information on the issues it has been 

designed for. The questionnaire must be sharp and answerable. Usually, the questions are 

designed by a small group of experts, however there are few cases in which a semi-

structured questionnaire or structured questionnaire were used to collect data in the 

literature (Powell, 2003).  

Giving feedback to the participants helps them to figure out whether they may have failed 

to consider any parameter and gives the panelists the opportunity to revise their answers if 
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necessary (Mutikanga, Sharma, & Vairavamoorthy, 2011). The survey continues until the 

expected convergence achieved or the law of diminishing returns sets in (the number of 

returns decreases). It should be noted that early finishing of the survey causes erroneous 

results and many rounds would waste expertôs time. Three to four rounds are reported in 

most of the literature (Xia, 2010). However, several studies showed that two or three rounds 

are ideal. It is believed although two or three rounds gives the approximate convergence in 

the collected responses, more rounds would not result in increased accuracy of the decision. 

Moreover, balance of time, cost and possible participantôs fatigue should be considered 

(Powell, 2003; Yu et al., 2014). 

One limitation in Delphi technique is level of response which needs to be high in reaching 

a consensus (Yeung, 2007). The panel of the experts should include both academic and 

technical individuals to prevent from biased conclusions based on their background (Mack, 

2011). The success of the Delphi highly depends on the skills of the researcher. He has to 

track the respondents from the first round to the end, reminding them to fill the 

questionnaires and analyzing the collected responses (Hasson et al., 2000). 

2.6.2. Analytical Hierarchy Process (AHP) 

AHP gives weights to set of variables by organizing experience and judgments of 

individuals into hierarchical structure. This structure illustrates relationships between goal, 

parameters and sub-parameters. Fuzzy analytical hierarchy process (FAHP) is the fuzzy 

format of AHP and is a well-known multi criteria decision making technique introduced 

by Saaty in 1988. It could be said that the ultimate goal of the AHP is collecting the expertôs 

judgment, however it is not able to reflect the uncertainty in the judgments and knowledge 
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of humans in decision making process precisely. The uncertainty could be modeled using 

fuzzy logic. It adds two more inputs and respectively two other outcomes of smallest and 

largest possible values. FAHP is used to solve the hierarchical and multi criteria decision 

making problems by using trapezoidal and triangular fuzzy numbers. These two mentioned 

fuzzy numbers are mostly used to reduce the complexity of the problem due to the large 

number of criteria and decision makers. The fuzzy characteristics should be compared and 

ranked to find the priority of the criteria. 

When the judgments are made, the hierarchical levels are ready to be analyzed using FAHP. 

The experts are asked to identify the relative importance of each criterion separately and 

respect to other factors in AHP. AHP has some limitations such as subjectivity and it does 

not consider uncertainty in inputs. FAHP has solved this problem; however, it is time-

consuming if calculations are done manually. In FAHP, the experts are asked to enter all 

possible outcomes of modal, lowest and highest possible values in the pairwise comparison 

matrix. It means that they are entering the values three times more than they enter in regular 

AHP which is difficult and time consuming (Fares, 2008). To analyze FAHP, Laarhoven 

and Pedrycz (1983) suggested a method which was based on minimum logarithmic squares. 

This method did not become popular due to its complexity and ambiguity (Nepal et al., 

2010). After that, Chang (1996) proposed a method called óthe Extent Analysis Method 

(EA)ô which uses fuzzy triangular numbers and becomes more common in FAHP 

calculations (Nepal et al., 2010). In this study, the EA method is chosen for analysis and 

more details will be described in the next Chapter. 
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2.6.3. Shannon Entropy 

In 1984, Claude Shannon proposed a mathematical theory to measure amount of 

information content of an information source. The concept of this theory has been used in 

a variety of scientific areas such as physics, social science, and etc. It was taken from 

definition of entropy by Boltzmann in the second law of thermodynamic, which describes 

entropy in terms of uncertainty in energy states of a system. In this mathematical theory, 

the term of Entropy, refers to the portion of information content. This portion indicates the 

uncertainty of both the information source and the random variable and defines how much 

information is earned when result i is observed. When the raw data of the decision making 

matrix are identified completely, Entropy method could be used to evaluate the weights. 

There is more chance of occurrence for each value of i when entropy is higher. Considering 

ὖ as a random variable and ὴ as the probability, the theory identifies the relationship 

between Shannonôs Entropy E and random variable of all the n criteria (Shannon, 2001):  

Ὁ  Ὓὖȟὖȟȣȟὖ Ὁ ὖÌÎὖ  2.3  

Where n is the total number of possible outcomes. Measuring uncertainty of a random 

variable i means that when Ὁ = 0, i would be a certain variable not a random one. Also in 

case of maximum quantity of Ὁ, i is a random variable with uniform distribution. In this 

formula, entropy and uncertainty are used for the same concept. In other words, average 

quantity of information which is collected after the observation of result xi in the random 

variable of X, is entropy. Lotfi and Fallahnejad (2010) classified Shannon Entropy into 

Interval Shannonôs Entropy and Fuzzy Shannonôs Entropy and proposed a method to solve 

them. 
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2.6.4. Fuzzy Logic 

Fuzzy set theory was first proposed by Zadeh in 1965. The theory is based on the fact that 

ñgoals, criteria, consequences of a decision making process in real world are ambiguousò 

(Ozer, 2007). Therefore, decision makers prefer to express their opinions in a range instead 

of an exact value. Fuzzy theory covers four main concepts: fuzzy sets, linguistic variables, 

possibility distributions and fuzzy if-then rules. A fuzzy set A in X is defined by a 

membership function fA(x) which associate a real number in the interval [0, 1] to each point 

of X. The value of fA(x) represents the grade of membership function. If fA(x) = 1, it means 

that x is fully belongs to A and x does not belong to A, if fA(x) = 0 (Zadeh, 1965). 

Approximate environment is well illustrated by fuzzy logic and it can be utilized in 

mathematical operation. Thus, the use of fuzzy logic has a sudden growth during the past 

decades. 

Fuzzy membership functions are those functions that relate outputs to inputs. There are 

many forms of membership functions, however, main ones are triangle, trapezoid, bell 

curve, Gaussian and sigmoid. Trapezoidal membership function is identified by four 

parameters while Gaussian and sigmoid membership functions are represented by two 

parameters. Bell shaped functions are identified by three parameters of width, slope and 

center of the function. Triangular function only has three possible outcomes of smallest 

possible, most probable, and largest possible value of the phenomenon. Triangular 

membership functions are the most popular function in literature and are the most common 

functions in fuzzy applications. 
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2.6.5. Artificial Neural Networks  

Artificial Neural Network (ANN) technology is a predictive artificial intelligence that can 

model the comprehensive and complex real systems and recently has substituted regression 

analysis (Baxter et al., 2002). Since ANN is very fault tolerant and generalized, it 

encompasses uncertainty which makes it an appropriate solution for infrastructure 

management problems (Baxter et al., 2002). It is designed based on the learning mechanism 

of human brain. Due to the ability of ANN to learn by example, Sawhney and Mund (2002) 

believed that ANN is very effective and significant in data related problems. ANN is 

composed of neurons and layers. Neurons are classified in layers and are working together. 

The layers generally are the combination of an input layer, hidden layer(s) and an output 

layer. The input layer includes the input data which the analysis is based on whereas the 

output layer illustrates the product of the model. The number of hidden layers is defined 

by trial and error and may rise in relation to the complexity of the problem (Fahmy & 

Moselhi, 2009; Khan et al., 2010). There are lots of learning methods in ANN, however 

back-propagation approach attracted the most attentions in construction management 

studies.  

Sbarufatti et al. (2005) reported that ANN has two phases of learning (training) and 

recalling (testing and validation). Learning phase finds the relationship between parameters 

and recalling predicts output from the input based on the trained network. In unsupervised 

learning the output is unavailable in the training phase, otherwise it is supervised. In the 

training phase, the network trains itself through data records to figure out a relationship 

between inputs and outputs by adjusting the weights. The purpose of training is that certain 

input results in a particular target value and adjustments are made to network based on the 
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differences between target values and outputs until they match. If learning process is 

finished faster, then the network performance will improve. Thus, the network inspects the 

pattern in order to stop training when error is about to rise. 

In ANN, both weight (w) and bias (b) are scalar parameters of the neurons which can be 

modified. Bias is similar to weight excluding that it has a fixed input of 1. These two 

parameters are adjusted until the network models the behavior successfully (Achim et al., 

2007). Neurons of each layer are connected to others through connection lines which has 

an assigned weight. These weights are summed with bias ultimately to construct the ñNET 

neuronò. To evaluate the accuracy of the model, Mean Square Error (MSE) is applied 

which calculates the sum of differences between output and target values (Nazari et al., 

2015) 

The ANN has its own advantages and drawbacks. The key benefit is the ability to load 

historical data in order to train and modify the neurons weights until output values reach 

target ones. As for the limitation of the ANN, it is believed that the training speed is slow, 

the structure is not precise and the optimum design is not very wisely directed. 

Furthermore, the black box nature of the ANN prevents from understanding the weights of 

network.  

General Regression Neural Network (GRNN) is often used for nonlinear function 

approximation. It has a special linear layer and a radial basis layer which makes it different 

from radial basis network. It was first proposed by Donald F. Specht in 1990. GRNN falls 

into the class of probabilistic neural networks and requires less training samples in 

comparison to a backpropagation neural network. Since available data from training the 
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networks are not usually sufficient, probabilistic neural networks are of interest. Therefore, 

GRNN is a very beneficial tool for approximation of smooth functions. It is able to solve 

any function approximation problems in case sufficient data is available in short time. The 

only limitation of GRNN is dimensionality since it is not able to ignore unrelated inputs 

itself and needs major modifications in algorithm. Consequently, this method is not chosen 

in problems with more than 5 to 6 related inputs. 

2.6.6. Genetic Algorithm  

Genetic Algorithms were first introduced by John Holland in 1975. They are stochastic and 

random algorithms which imitate the natural selection and are based on genetics. GA 

generates optimal solutions through developing new and improved generations from 

parents holding best characteristics repetitively. The whole process is started through 

producing the first population in which members are selected randomly or based on some 

rules. The fitness function is defined and calculated for each chromosome. Since fitness 

function values show how much optimal each solution is, the best individuals are chosen 

for mating pool. Next generation is produced through crossover in which two parents who 

were selected from the pool, exchange their genes and create offspring. The main limitation 

of crossover is that it reduces the variety of the population. Thatôs why mutation is needed.  

Mutation is employed in offspring pool and altered portion of offspringôs genetic. The 

chromosomes of the new offspring are compared based on fitness value to select the best 

chromosomes for the next generation. These steps are repeated until no further 

improvement is recognized and the best solution is identified. 

Haupt et al. (2004) summarized the GA implementation steps into 7 steps: 
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1. Initialize the first population: the first population namely parents are generated 

which are set of solutions (chromosomes). This population size should be large 

enough to accomplish the favorite solution. However, a satisfactory size could 

assure the least elapsed time for running the algorithm. 

2. Determine the fitness function: fitness function is the objective function which 

solutions will be evaluated based on. 

3. If the results are satisfactory, then select the best solution 

4. Else, choose new parents. 

5. Crossover: crossover means the mixing of chromosomes of parents to initiate a new 

generation and mostly generates better solutions. The most common crossover 

methods are single point crossover, two-point crossover and uniform crossover. 

6. Mutation: considering new and undiscovered genes in the population is mutation  

7. Go to step 2: This step is used to prevent from choosing non-optimum solutions. 

Single objective optimization has only one optimal solution, while multi-objective 

optimization has more than one objective that should be achieved. Therefore, there are 

more than one solution which can be considered as near-optimal solutions. Consequently, 

ranking tools such as Pareto Front, TOPSIS, EZStrobe, etc. should be employed to help in 

deciding which near-optimal solutions is the ultimate optimal solution.  

GA has major advantages in comparison to other methods. It can run the optimization with 

both discrete and continuous variables and is able to deliver not only one solution but a list 

of solutions. Moreover, GA can solve different objective function and can deal with 

complicated cost problems. 
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2.7. Findings, Limitations, and Research Gap 

There has been extensive endeavor to address different aspects of water distribution 

networks such as the inspection methods, deterioration, residual life and rehabilitation 

plans of the pipelines. In the case of inspection, literature review proved that since each 

method has its own features, a hybrid two-tier method is needed to employs more than one 

technology, for timely assessment and cost reduction. Some researchers have tried to 

develop performance models for each aspect; however, literature review confirms that the 

existing research works have not developed a comprehensive model that predicts condition 

and residual life of the pipes and construct the rehabilitation plans based on the constrained 

budget. Most of the previous studies concentrated on one aspect of the pipelines such as 

deterioration curves, failure rate or condition. Considering the existing deterioration 

models, it could be seen that each model considers different variables to predict 

deterioration and remaining useful life in pipeline. It is assumed that certain variables have 

been selected in these researches because they are available rather than important. 

Therefore, a part of this study deals with prioritizing the factors affecting the deterioration 

and residual life based on their significances. Two methods were used simultaneously to 

consider both subjective and objective weights of the parameters. Furthermore, most of the 

models are site-specific and are applicable only for those particular situations they have 

been designed for. Therefore, a comprehensive model is needed to cover the limitations of 

the previous models and predict the performance of the pipes regarding their different 

features.  

Mostly in pipe repair programs of faulty water distribution network, whenever a leak is 

detected, the pipe goes under maintenance. This will repeat until allocated funds are 



67 

terminated. The budget is generally billed on yearly basis without careful analysis. 

Therefore, an optimized replacement and rehabilitation strategy is needed to prevent 

budget from exhaustion. In the literature review, several powerful methods were found that 

can be used for efficient scheduling the replacement and renewal of water pipeline. For 

example, it was found that Genetic Algorithm is a strong method for prioritizing the 

pipelines for replacement or rehabilitation in small networks when there are multiple 

objectives to satisfy. However, this method would be more powerful when it is combined 

with another analytical method such as neural network. Since neural network is able to 

cover non-linearity and complexity of water network behavior and it is capable to deal with 

numerous variable, it would boost the prediction capability of the model by being used in 

predicting the remaining useful life of the pipeline. Also the maintenance plans would be 

more cost-effective when rehabilitation and replacement strategies are selected considering 

a constrained budget and the estimated remaining useful life along with the predicted 

breakage rate.  
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3. CHAPTER 3: RESEARCH METHODOLOGY  

3.1. Chapter Overview 

This chapter starts with a section which elaborates the overall research methodology of this 

thesis. It goes briefly on the developed models and schematically displays the steps of the 

calculations at first (section 3.2). Next, the condition model is addressed and its three 

consecutive phases are discussed to show how condition index is calculated (section 3.3). 

Section 3.4 is about the way neural network is applied to calculate the remaining useful life 

of the water segments in a network and several models are trained to find the most accurate 

model for RUL prediction. This chapter is wrapped up by budget allocation model 

(section 3.5) which explains an optimized budget allocation model for water distribution 

network. The constrained budget is assigned based on the remaining useful life and 

breakage rate of each segment in the design horizon and the model define the replacement 

and rehabilitation programs of the network for different horizons. 

3.2. Overall research methodology 

The overall flow of the research process is depicted in Figure 3-1. As Shown, the research 

starts with comprehensive literature review about factors influencing the deterioration and 

leak detection methods. Existing deterioration models and decision making techniques 

were also studied to make use of them in the analysis. Preliminary analysis is commenced 

by distributing and collecting the first series of questionnaires about factors affecting 

deterioration for three rounds. The questionnaires are analyzed and the parameters of the 

model are selected through Delphi survey.  
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Figure 3-1. Main flowchart of the thesis 
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3.3. Condition model 

3.3.1. Identification of contributing deterioration variables  

The flowchart diagram of this part is illustrated in Figure 3-2. The study was conducted to 

find the important parameters in deterioration. Delphi is used to collect data since it is 

capable to explore answers for designed questions as addressed in section 2.6.1. First, the 

problem should be defined and all the aspects of the issue should be considered. After that, 

the questionnaire is designed and the experts were selected considering their expertise in 

water and pipeline. The success of Delphi obviously depends on the related expertise of 

the panelists. The required expertise was divided into three categories: piping, water and 

maintenance. To select the experts, their personal social networks were reviewed and the 

name of those who would fit into categories were written. Since the personal contacts of 

the researcher are limited and biased, different municipalities were contacted and asked for 

experts who have deep understanding in mentioned categories.  
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Figure 3-2. Flowchart of Delphi method 






























































































































































































































































