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Abstract

Analysis and Design of Microwave Devices based on Ridge Gap

Waveguide Technology

Shokry I. Shamseldin, Ph.D.

Concordia University, 2016

The usage of high frequency microwave devices is rapidly increasing with the advances

achieved in the communication systems. However, the standard guiding structures

have high losses such as microstrip technology, or di�culty in manufacturing such as in

the case of waveguides. The newly developed ridge gap waveguide (RGW) technology

resolves the problems above as it has low losses and does not require electrical contacts

as required in the waveguides. The concept of RGW is simple as it allows the wave

propagations in the guiding part and eliminates the leakage in all other directions.

The region that surrounds the ridge consists of two parallel surfaces; one is a perfect

electric conductor (PEC) and the second is a perfect magnetic conductor (PMC).

The gap between the two surfaces should be less than a quarter wavelength. Periodic

conducting nails realize the PMC that practically has a possible bandwidth 2.5:1 and

in some cases exceeds 3:1. Usually, the design of these surfaces relies on the unit cell

analysis that is based on determining its band gap, the estimation of the band gap is

performed numerically. The band gap of the cell is the operating bandwidth of the

complete structure. For the �rst time, we presented a method to measure the band gap

from s-parameter measurements. Utilization of the broadband characteristics strongly

depends on the proper design of the transition between the RGW and the standard

guiding structures and connectors. Most of the available transitions make use of

around one-third of the possible bandwidth. Therefore, we present new transitions
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that utilize the whole possible bandwidth of the RGW. The presented work can be

divided into four major parts. Several microwave components are designed based on

the RGW such as power divider, hybrid couplers, and a circulator. New methods

are presented for e�cient and accurate design of these components. One of the

main contributions is related to the RGW circulator design; it's an accurate design

procedure that can be used with other technologies as well. In addition, a new setup

to measure the low relative permittivity of thin materials such as fabrics is presented.

An example of a leaky wave antenna using split slot arrays is presented. These

studies highlight the RGW advantages and can be considered as a step towards the

standardization of this technology.
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Chapter 1

Introduction

1.1 Historical Overview

Guiding structures of microwave signals are always one of the most challenging top-

ics in the RF microwave �eld of research. Although the basic ideas of the guiding

structures are discussed, almost, along with the introduction of Maxwell equations

in the 19th century, but the advances in the communication systems generally and

in the microwave engineering especially always demand enhancements to overcome

the limitations of the existing structures or presenting new types. In 1864, James

Clerk Maxwell observed that electromagnetic disturbance travels with the speed of

light. Maxwell introduced twenty equations involving twenty variables. These equa-

tions summarized the work of Hans C. Oersted, Carl F. Gauss, Andre M. Ampere,

Michael Faraday and others. Maxwell not only summarized the contributions of these

scientists, but also added the concept of displacement current to complete the theory.

Maxwell's original equations were modi�ed by Heinrich Hertz to be four equations

involving four variables. Oliver Heaviside then introduced these equations in vector

form. Hertz proved the predictions of Maxwell experimentally and these brilliant

experiments managed to obtain the universal acceptance of this theory. After this
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veri�cation, the primary principles of the wave propagation inside guided and un-

guided structures were well established [1, 2]. Based on these four equations, the

wave equations were directly obtained by Helmholtz in 1886. The wave equations

are second order di�erential equations that bound the electric �eld and the magnetic

�eld behavior inside any structure. Solving these di�erential equations and applying

the boundary conditions of the structure will result in a full description of the elec-

tric �eld and the magnetic �eld inside this structure, which will be presented as a

summation of TE, TM, TEM and hybrid modes inside the structure. This solution

is addressed in hundreds of references in many di�erent structures like parallel plate

waveguide, rectangular waveguides, circular waveguides, etc. [3]. The transmission

lines are a subgroup of the guiding structure in which the TEM mode can propagate.

The TEM mode has no intramodal dispersion, which is preferred in communication

systems.

1.2 Traditional Guiding Structures

The term "microwave frequencies" is used to describe the frequency range of 300

MHz to 300 GHz. In the MHz range of frequencies, transmission lines are preferred

to be used as they carry the signal in the form of TEM waves. The TEM mode is

not subjected to any dispersion, which gives this mode a great advantage. Moreover,

the TEM mode has a cuto� frequency of zero Hertz, which enables this mode to

carry any signal at any frequency. As the carrier frequency increases the losses in the

transmission lines increase. This leads to the use of other types of guiding structures

such as waveguides. Although these types of guiding structures do not support the

TEM mode (except the coaxial transmission lines), but they have much lower losses.

The lower losses enable these types of guiding structures to be used in higher fre-

quency ranges. The major disadvantage of these waveguides is the dependency on
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TE (most likely) as a dominant mode, which is subjected to intra-modal dispersion.

The bandwidth of these waveguides is limited to the stable band. The stable band

is the frequency band between the cuto� frequency of the dominant mode and the

cuto� frequency of the next higher order mode. It is important to mention that, typ-

ically, the practical operating bandwidth should start higher than the lowest mode

and less than the next higher order mode to have some safety factors. It is important

to operate far from the cuto� frequency of both modes. This safety factor will ensure

neither having an evanescent mode nor having propagating higher order mode.

1.3 Modern Guiding Structures

A lot of guiding structures are addressed in the microwave applications. The mi-

crostrip lines and the coplanar waveguides are examples for the substrate printed

guided structures. Being easy in fabrication as well as their low cost enables these

types of structures to replace the traditional types in many applications. In the

previous few decades, many modern guiding structures were introduced to replace

the traditional types, especially at high frequency ranges. The substrate integrated

waveguides (SIW) and the ridge gap waveguides (RGWs) were introduced to be used

in high frequency applications. These types are not well-established standard com-

pared to the traditional types of guiding structures. The main concern of this work

is about the RGW and the reasons behind this choice will be discussed later. Both

the SIW and the RGW have advantages and disadvantages compared to each other.

The RGW carries TEM mode, while the SIW propagating mode is the TE mode,

which results in a more dispersion. The RGW has no dielectric loss where the sig-

nal propagates inside an air gap. Regarding the conductor loss, although the RGW

has a wider current distribution on the upper ground, the SIW has conductor losses

inside form the vias that surround the guide. In terms of the size, the width of the
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RGW with two rows is about the size of the SIW for the same frequency band. The

Fabrication is much easier in the case of the SIW. However the mechanical durability

of the RGW component is much higher for the same components based on SIW.

1.4 Periodic Structures

The periodic structures concept is a very old concept in the electromagnetic �eld of

research. The periodicity of the structure adds some features and properties for the

propagation inside. In addition, utilizing the periodicity of the structure to achieve

some requirements in the device itself is a well-known procedure in microwaves. One

of the most famous examples is the �lter design, and there are many applications

based on the concept of periodic structures. Some of the periodic structures are

given a special name based on their con�guration, behavior or basic operation. In

the following subsections, a brief explanation will be shown for two main categories

of periodic structures.

1.4.1 Soft and Hard Surfaces

The concept of soft and hard surfaces was introduced by Kildal in 1988 [4]. This

concept is used to describe the propagation of electromagnetic waves along these

corrugated surfaces. The choice of this terminology is based on the analogy with

soft surfaces and hard surfaces in acoustics. The soft surfaces are the transversely

corrugated surfaces where the power �ux density at the surface is equal to zero. This

means that this kind of corrugation stops the electromagnetic wave propagation.

The reason behind this feature is that this kind of corrugation eliminates both the

transverse electric �eld and the transverse magnetic �eld. Eliminating both transverse

�eld components will stop the �eld propagation. On the other hand, the hard surfaces

eliminate only the longitudinal �eld components and this support the propagation
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of the only TEM mode. The corrugation consists of successive strips of metallic

conductors and grooves. The grooves are of quarter guided wavelength depth at the

operating frequency, and this implements a PMC surface. Finally, within the soft

and hard bands, these surfaces act as periodic strips of PEC-PMC surface. However,

for hard surfaces the corrugation must be �lled with dielectric material that has a

dielectric constant larger than the permittivity of the medium above the surface.

The direction of the wave propagation relative to the direction of the corrugation

determines whether it enables or prevents the wave propagation at the surface [5].

Figure 1.1 shows the classi�cation of the corrugated surface graphically into soft

and hard relative to the electromagnetic wave propagation direction. The red arrow

indicates the direction in which the signal propagation is prevented, while the green

arrow indicates the enabled propagation direction. A lot of applications are based

on this concept, since it has been introduced in 1988, especially in the antenna �eld

of research [6]. By controlling the corrugation in the antenna feeding structure or

in the antenna itself, it is easy, based on this idea, to control the mode or the �eld

distribution of the antenna aperture. This enables the antenna designer to control the

antenna parameters like the radiation pattern, the gain, the half power beam width,

etc. The soft and hard surfaces describe a 1D periodic structure where the PEC-

PMC strips are repeated in one direction. There are other periodic structures that

implement the periodicity in two dimensions. These structures called Electromagnetic

Band Gap (EBG) structures. A brief discussion about the EBG structures will be

addressed in the following section.

1.4.2 Electromagnetic Band Gap structures

The terminology of EBG structures was proposed in [7] to describe the 2D frequency

selective structures (FSS). They are periodic structures that prevent the wave propa-

gation of all polarizations and in all directions within the stop band. This terminology
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Figure 1.1: Soft and hard surfaces with respect to the wave propagation direction.

is based on the analogy with the Photonic Band Gap (PBG) in optics. A lot of work

was done in this research area to design and analyze the cell that is repeated in such

a structure. Also, much work was done to utilize the frequency selective property of

these cells in microwave and antenna applications.

1.5 Ridge Gap Waveguide Structure

The ridge gap waveguide structure was published by Kildal in 2009 [8]. A 3D view

of an example of this structure is shown in Figure 1.2 with the upper ground plane

removed to show the con�guration details. It was patented by the same professor in

2010. This technology can be considered as a normal extension of the soft and hard

surface or an application of this concept but in 2D periodicity. The idea is based on

having nails of quarter wavelength to form a PMC surface. These nails are covered by

a ground plane made of a conducting material as shown in Figure 1.2. These nails form

a PMC surface and in between these nails a PEC ridge is passing through to guide

the signal. The signal path is a parallel plate-like structure and surrounded by PEC-

PMC parallel plate through which the propagation of the electromagnetic signal is
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prohibited. This �gure clari�es that there is a band gap in which the wave propagation

inside the periodic cells is eliminated. Recently, gap-waveguides have been considered

as guiding structures in high frequency applications. These guiding structures carry

the signal in the form of a quasi-TEM mode while the arti�cial PMC around the signal

path prevents the leakage. Since the ridge gap waveguides were proposed a few years

ago, it became the focus of the attention due to its own advantages. These guiding

structures support signal propagation inside an air gap and due to this fact, the

gap waveguides are subjected to lower losses than both microstrip lines and SIW as

the signal in both con�gurations passes through a dielectric substrate. The arti�cial

PMC that surrounds the signal path plays an essential role in guiding the signal

and inhibit the leakage, which gives the gap waveguides another advantage over the

microstrip lines. One of the key elements in the gap waveguide con�guration is the

design of the unit cell that constructs the PMC surface. The operating bandwidth

of the gap waveguide is controlled by the stop band of the cell structure that forms

the arti�cial magnetic conductor surface, which creates the need of having unit cells

with the highest possible stop band. In the coming section, more detailed discussions

will be provided regarding the unit cell analysis. In the same section, the dispersion

relation associated as well as the stop band of the bed nail unit cell (BNUC) will be

illustrated. A lot of work has been done in this area, introducing di�erent shapes of

unit cells, achieving a bandwidth ratio about 2:1 and in some cases the bandwidth

ratio might exceed a ratio of 3:1. One common need is a transition between the ridge

gap waveguide and the standard connectors. In almost all of the published work,

the used transitions are always responsible for limiting the bandwidth of the ridge

gap waveguide. This limitation, in many cases, is about one-third of the possible

bandwidth. In the following section, some of the published excitation mechanisms

will be highlighted and criticized.
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Figure 1.2: RGW vertical coaxial excitation mechanism in di�erent views.

1.5.1 RGW Cell Analysis

The unit cell is the basic building block of the RGWs. These cells can be of many

shapes to have di�erent operating frequency ranges. The basic shape published in

the �rst trials of the ridge gap waveguides is the nail with circular and rectangular

cross section, which is called the BNUC [8]. Other shapes were introduced to increase

the operating band like pyramid shape and also other trials were done to combine

this technology with the microstrip line technology in the packaging process [9]. As

mentioned before the stop band of the unit cell represents the bandwidth in which

the structure prevents the leakage outside the ridge. This means that the stop band

of the unit cell corresponds to the possible operating bandwidth of the whole ridge

gap waveguide structure. This can also be called the maximum ideal band gap. The

operating band of the RGW or the stop band of the unit cell is obtained numeri-

cally with the help of the eigenmode solver of any of the microwave packages. All

simulations presented in this work are performed by CST MWS or HFSS. Figure 1.3

(a) represents the cell structure where a, b, d, and h represent the cell size, the nail

width, the nail height and the air gap height, respectively. The dispersion relation
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Figure 1.3: (a) The unit cell structure (b) The corresponding dispersion relation.

of a sample of the BNUCs is illustrated in the same �gure part (b). This �gure il-

lustrates the �rst four modes inside the cell through the eigenmode solution. In this

�gure, it is very clear that the range of frequencies between 10GHz and 23GHz has no

corresponding values for the phase constant, which means that this is the stop band

of the BNUC or the operating bandwidth of the RGW based on this cell. Of course,

the ideal bandwidth of the structure is a function of the BNUC dimensions and the

mentioned values here are just a numerical example to simplify the concept of giving

a BNUC sample to be studied.

1.5.2 The Field Distribution Along the Line

Another level of veri�cation for the previously introduced concept is to study the �eld

distribution along the ridge surrounded by the BNUCs. This simulation objective is

to make sure that the �elds are bounded by the ridge itself inside the operating

frequencies, while it is not limited to this ridge at higher or lower frequencies. It can

be seen easily from Figure 1.4 that the electric �eld is tightly bounded to the ridge

at frequencies 10GHz and 13GHz in (b) and (c), while the leakage occurs beyond the

operating bandwidth at 3GHz as shown in the same �gure part (a).
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Figure 1.4: The �eld distribution in the RGW at di�erent frequencies.

1.5.3 Excitation Mechanisms in Literature

The transitions presented in the literature used a simple tuning circuit to perform the

matching. The transitions are mostly to transfer the signal from the coaxial connector

to the ridge. This type of transition is proposed in [10�12]. The basic idea of this

transition was to have a vertical probe coming out of the coaxial connector and located

in a hole inside the ridge itself. By modifying the dimensions of the hole and the probe,

the matching could be achieved. Regarding the ridge in this transition, it is extended

with a half wavelength in one direction with an open circuit termination. This led to

direct the signal in only one direction, which is the required objective. The transition
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structure is illustrated in Figure 1.5 in top view and 3D view, while the upper ground

plane is removed to show the structure details. Although this excitation technique

was tested many times in di�erent applications, it had a clear disadvantage of limiting

the operating bandwidth of the RGW to one-third of the possible bandwidth. This

can be noticed clearly in Figure 1.6. In this �gure the operating bandwidth at -15

dB is about 2.5 GHz and 4.5GHz at -10dB. By considering the -10dB level, even it

is not su�cient matching level of such transition, the operating bandwidth utilizes

only about 34 % of the possible bandwidth of the BNUCs. The same transition was

discussed in a lot of work [10,13�15]. The mentioned references are just some samples

of the work that made use of the �rst published work of Kildal and deployed it in

their applications. Some other transitions were presented previously to connect the

RGWs and other types of connectors like coplanar waveguides or microstrip lines.

Some of these connectors have shown better performance than the traditional one.

The transition between the coplanar waveguide and the RGW was presented in [16].

The transition is based on a coupling between a rectangular patch at the end of the

coplanar waveguide and the ground plane of the RGW. This shape behaves also like

a resonant circuit, where the dimensions of this patch are the key elements to achieve

the matching. The published results of this transition showed a bandwidth ratio

about 1.2:1, which is not covering the possible bandwidth provided from the cells.

However, it should be stated that this transition is for the W-band (100 GHz). The

operating bandwidth resulted in having a wide absolute bandwidth of the transition

(about 10GHz) in spite of the small bandwidth ratio. Other trials were presented to

connect the RGW and the microstrip lines. The transition presented in [18] is one of

the best transitions in terms of the operating bandwidth as it covered the whole band,

but it still su�ered from the poor matching level and insertion loss. The transition

basic idea is to connect the ridge and the microstrip line with a ridge section of the

same height of the ridge and the same width of the microstrip line. The microstrip
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Figure 1.5: RGW vertical coaxial excitation mechanism (a)3D view (b)Top view.

line is packed with two rows of BNUCs to introduce smooth transition between the

covered microstrip line with the BNUCs and the ridge surrounded by almost identical

unit cells. It is clear that this reference is a good starting point to build up a transition

between the RGW and the microstrip line, but it still needs some modi�cations to

achieve a better matching level. After this discussion, it is clear that lots of transitions

were presented in the literature to connect between the RGWs and other connectors.

The most popular transition is the one presented by Kildal in his �rst experimental

setup to test the RGWs. It is a connector between a vertical coaxial connector and

the RGW. This transition is used and tested a lot in di�erent references, but it

covered only a small part of the possible bandwidth provided by the BNUCs. Also,

other transitions were proposed to connect between the RGWs and other lines like

the transition between the RGW and the coplanar waveguide. Another transition is

the one connected between the RGW and the microstrip line. The common feature

among all the presented transitions is that they all failed to provide a good matching

level, below -20 dB, for the ideal bandwidth supported by the BNUCs. The presented

transitions either provide a good matching level for a small part of the expected band

or cover the whole band with an insu�cient matching level.
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Figure 1.6: The scattering parameters of the vertical coaxial to RGW transition.

1.6 Objectives

As mentioned before, this work is a step toward the RGW standardization. The

previous survey indicates that the presented transitions are band limited as they

cannot utilize the provided bandwidth of the periodic cells. Hence, these transitions

limit the proposed devices based on this technology. A wideband microwave device

is not fully used with all its bandwidth as long as it is excited through a narrow

band transition. The objectives of this work can be classi�ed into �ve parts, where

each part is to be discussed in a separate chapter in this thesis. The �rst objective

is to propose wideband transitions to utilize the whole bandwidth supported by the

unit cells. The second part is to propose di�erent analysis techniques to measure and

enhance the operating bandwidth of the RGW. The third and the fourth goals are to

introduce reciprocal and nonreciprocal microwave devices, respectively. The last goal

in this work is deploying this technology in di�erent applications such as the material

characterizations and antenna applications.

The work to be presented can be scaled to any frequency band. However, most

of the proposed structures cover the frequency bands of airborne radar applications.
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These bands are centered at 13.75 GHz and 16 GHz. Hence the actual frequency

band, in this work is the Ku-band.

1.7 List of Contributions

This work can be considered as a step toward the standardization of the ridge gap

waveguide. The work contributions can be summarized as follows:

• Two di�erent transitions for the ridge gap waveguide with a deep matching

level. These transitions can form an excellent measurement setup for the ridge

gap waveguide components.

• An experimental validation procedure for the unit cell dispersion relation.

• An accurate way to evaluate the bandwidth of the ridge gap waveguide. This

enables the designer to build up various components based on an accurate esti-

mation of the bandwidth.

• Novel cell con�guration as well as a novel type of the ridge gap waveguide is

presented with dual gap height.

• Wideband power divider based on ridge gap waveguides is introduced to cover

the whole Ku-band and a part of both X-band and K-band.

• Novel 3-dB Hybrid coupler based on ridge gap waveguide

• Wideband RGW circulators are presented based on a novel closed-form solution

for the middle junction.

• A new technique for textile material characterization based on RGW measure-

ment setup

• A leaky wave antenna fed by RGW structure that is able to scan the beam with

frequency without having any grating lobes.
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1.8 Thesis Organization

The thesis is divided into seven chapters. This chapter covers the basic concepts, the

motivation, and the objectives. The coming chapter presents two di�erent transitions.

One of them connects between the RGW and a standard coaxial connector and the

second one transfers the signal in between the microstrip line (MSL) and the RGW.

Both transitions are able to cover the possible bandwidth of the unit cells. Chapter

three describes a new methodology to determine the cell behavior experimentally.

The same chapter also criticizes the traditional methods for identifying the possible

bandwidth of the structure and introduces low cost printed cells to enhance the band-

width of the whole structure. In Chapter four, two di�erent microwave devices are

to be presented. A wideband power divider and a hybrid coupler are two samples of

passive microwave devices implemented based on the RGW technology. In chapter

�ve, the junction circulators are studied in detail. A closed-form solution is obtained

for the �rst time to this problem. This closed form solution is applied to the design

of RGW circulators. Two di�erent applications are studied in Chapter six. The �rst

application is to use the straight RGW and the transitions in the dielectric constant

measurement of textile material. The second application is a grating lobe free RGW

slot antenna array. The last chapter summarizes the results obtained in this thesis

and suggested further developments.
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Chapter 2

Ridge Gap Waveguide Excitation

2.1 RGW Transitions For Airborne Radar Applica-

tions

The ridge gap waveguide technology can be deployed in many systems, but this fact

is highly a�ected by the existence of high-performance transitions and components

that are compatible with this type of technology. The selected frequency band, in

this work, aims to serve airborne radar applications in Ku band. These applications

utilize the frequency bands 13.25 − 14.2 GHz and 15.5 − 17.5 GHz. This work is a

part of a complete project to propose high-performance ridge gap waveguide transi-

tions and components to replace the existing guiding structures in the airborne radar

applications due to their advantages over other types of the well-known structures.

The lower losses, the less dispersion and less need for perfect electrical contacts are

the motivation to use ridge gap waveguide in radar systems. The selected dimensions

of the ridge gap waveguide structure are 6.5 mm, 3 mm, and 1 mm for the cell size,

the pin width, and the gap height, respectively, which leads to a possible operating

frequency band from 10 GHz to 23 GHz to cover the required application frequency

bands.
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The proposed transitions in this work are divided into two types: The �rst one is

a transition from a 2.92 mm coaxial connector to RGW. The second one is an MSL

to RGW transition. They are addressed in the subsequent sections in details.

2.2 Coaxial Line to RGW Transition

2.2.1 Coaxial to Ridge Gap Waveguide Direct Transition

Since ridge gap waveguides had been introduced in 2009, many experimental setups

are established to test such structures [10]. The previously published transitions are

designed to use a hole inside the ridge with a probe coming from the inner conductor

of the coaxial cable to form a matching section con�guration. An optimization process

is performed to adjust the dimension of the probe and the hole to achieve matching

in the required frequency band. Having an open circuit (OC) at one end of the ridge

at a distance of a half wavelength directs the signal constructively in the required

direction. Figures 2.1 and 2.2 (a) show the 3D structure and the top view of the direct

transition from a coaxial connector to ridge gap waveguide, taking into consideration

that the upper and the lower metal sheets are removed to illustrate the internal

details of the structure. This con�guration, vertical coaxial with OC termination,

limits the bandwidth of the ridge gap waveguide to be 12.5 : 17 GHz (at −10 dB

threshold), which is about one-third the possible band of the ridge gap waveguide.

The dimensions of this transition can be found in [10]. The S-parameters for a double

transition of this con�guration is shown in Figure 2.2 (c). This ridge gap waveguide

has a bandwidth of 10 : 23 GHz and this will be discussed in more detail in a

later section. It is very important to mention that taking −10 dB as a threshold to

evaluate the bandwidth is not su�cient, and this is a clear drawback in the previously

proposed transition, so the threshold in the following work will be taken as −15 dB

for the double transition. A remarkable improvement can be obtained by having a
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short circuit (SC) at a distance of a quarter wavelength at one end instead of the open

circuit. This is based on the fact that leaving the terminal of the guided structure with

no connection will not ensure the open circuit termination. The fringing �elds will

form some reactance part, and this will a�ect the matching level. Connecting the ridge

to the backward wall and ensuring the electrical contact will give better performance.

The short circuit solution has a shorter distance to the back wall. Figures 2.2 (b)

and (c) show the modi�ed con�guration with short circuit termination and the S-

parameters of double connection, respectively. It can be seen from this �gure that

the bandwidth of the modi�ed structure is 11.5 : 19 GHz, which is about half of the

possible bandwidth of the ridge gap waveguide at −10 dB. Taking the bandwidth

threshold at −15 dB the bandwidth of both transitions is 23% and 34% in the case of

the open circuit and the short circuit terminated transitions respectively. By visual

comparison between the S-parameters of both con�gurations, it is easy to notice the

performance improvement in the short circuit termination con�guration. It has a

wider bandwidth and a lower re�ection level in the out of band region. The only

drawback will be the procedure used to ensure the electrical contacts and this can

be easily done if the lower half of the structure will be fabricated out of one piece of

conductor.

Both techniques presented in this section have similar disadvantages. They are

not covering the whole possible frequency band. Moreover, they have a poor matching

level within the operating bandwidth as the provided matching level is about −10

dB, which is not su�cient in straight line guided structures. Finally, both depend on

connecting an SMA connector with a probe to be placed in a speci�c hole in the ridge

with a certain height. The matching level is very sensitive to the height of this probe.

This increases the di�culty of the fabrication process and reduces its �exibility and

tolerance.
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Figure 2.2: The direct transition from coaxial line to ridge gap waveguide (a) Open
circuit terminated (b) Short circuit terminated (c) The S-parameters.
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to be 10.5 GHz, starting from 12.5 GHz and ending at 23 GHz. The bandwidth in

this part is evaluated with −15 dB threshold, which is a more acceptable criterion

in such a transition. It is important to mention that the matching level is exactly

as the threshold at the �rst part of the bandwidth, as shown clearly in Figure 2.3

(b). Although this �gure indicates that the matching is maintained beyond 23 GHz,

but the theoretically expected value of the maximum operating frequency is 23 GHz,

which is calculated via the eigenmode solver based on assuming in�nite periodicity.

The wave port in this model is very close to a single ridge waveguide. The transition

design is divided into two parts. The �rst part is a transition from a standard coaxial

connector to a single ridge waveguide with optimized dimensions to achieve a quite

good matching level. Lots of old transitions were introduced long time ago to convert

the coaxial connector to rectangular waveguide or double ridge waveguides [18�20].

These kinds of transitions can be considered as a guiding line or an initial point

for the �rst part. The second part is a �tting section to convert the dimensions

of the single ridge waveguide at the end of the �rst part to the needed dimensions

suitable to act as the wave port excitation. This part, speci�cally, can be redesigned

if there is some slight modi�cation of the ridge gap waveguide dimensions. Dividing

the transition into two parts is intentionally performed as this transition is made to

provide the required excitation for various components like couplers and circulators

based on ridge gap waveguide technology in a research project for introducing di�erent

types of ridge gap waveguide components in airborne radar applications. Building

up the transition in two separate parts makes the transition more adaptable to the

required changes in the following component dimension. The transition is designed

of two successive parts to increase the design capability of being used with di�erent

ridge gap waveguide structures. The transition can be employed with other ridge gap

waveguides of various heights by reproducing the second part only. As the second

part has a lower cost, around half the cost of the �rst part, the overall cost of having
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Figure 2.3: (a) The simulated model of ridge gap waveguide excited via wave ports
(b) The S-parameters.

a few transitions can be reduced a lot by this design methodology. In addition, the

fabrication time of the second part depends only on the CNC machining availability,

while the �rst part is a function of both the CNC machining and the connector

availability. In the following subsections, a detailed discussion is presented to explain

both parts.
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PART 1: A 2.92 To Single Ridge Waveguide Transition

The selected standard coaxial transition is the 2.92 mm connector. Its operating

bandwidth covers up to 40 GHz. It is also compatible with SMA and 3.4 mm con-

nectors. Figure 2.4 shows a schematic for the �rst part of the proposed transition.

This part is constructed of an extension of the inner conductor of the standard coaxial

connector to be placed in a base. The base is basically a solid cylinder of a conducting

material. On one side, a wideband short circuit is placed at a distance of a quarter

wavelength from the inner conductor at the center of the operating bandwidth (17.5

GHz). In the other direction, a �ve-section matching network is designed to achieve

the required matching level. The objective bandwidth starts at 10 GHz and ends at

25 GHz to cover a bandwidth ratio of 2.5 : 1. The mathematical procedure for the

impedance estimation of each section can be explained as follows.

Initial Dimensions Estimation: Mathematical Formulations

Cohn presented expressions for the cuto� frequency and the guide characteristic

impedance in the case of single and double ridge waveguides [21]. Based on the

cross section shown in Figure 2.4, where h , Wr are the height of the gap and the

width of the single ridge waveguide, respectively, the following phases will be de�ned

θ1 = 2π
(Wt −Wr) /2

λ′c
θ2 = 2π

Wr/2

λ′c
(2.1)

where λ′c is the cuto� wavelength in the presence of the ridge, which can be related to

λc �the cuto� wavelength of the guide in the absences of the ridge� with the following

equation

λ′c =

(

π/2

θ1 + θ2

)

λc (2.2)
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which is obtained through modeling the ridge as three parallel admittances. These

admittances are an open circuited line, a short-circuited line, and the discontinuity.

This discontinuity is denoted by B0 and it is modeled by Whinery and Jamieson

in [22]. This leads to obtaining the �rst root of the following equation

(h+ zr)

h
=

cot(θ1)− B0/Y01
tan(θ2)

(2.3)

De�ning Z0,∞ to be the guide impedance at in�nite frequency, which is the ratio

between the voltage to the total current in the upper face exactly across the center

of the guide [22],

Z0,∞ =
V0
I

=
hE0

2
∫Wt/2

0
i dl

=
120πh

λ′c

(

sin(θ2) +
h

h+zr
cos(θ2) tan (θ1/2)

) (2.4)

while the guide characteristic impedance is related to the guide impedance at ∞

through

Z0 = Z0,∞
1

√

1− (λ/λ′c)
2

(2.5)

Using (2.4) and (2.5), the initial value of the characteristic impedance of the sin-

gle ridge waveguide can be estimated. The values of h and Wr are 1.4 mm and 2.6

mm. The total width of the single ridge structure is Wt = 14.5 mm and the height

of the ridge zr = 1 mm. The starting dimensions can be obtained by solving a usual

Chebyshev matching problem between 50 Ω line, which is the standard coaxial con-

nector, and 200Ω, which represents the single ridge waveguide side. All impedances

are calculated exactly at the middle frequency of the band. Having the required

impedance values to be placed between the coaxial line and the single ridge side, the
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Table 2.1: The �nal dimensions of the matching network sections in millimeters.

Section i hi zi Li Wi Wui

1 0.481 1.46 3.418 1.93 2.574
2 0.605 1.398 2.864 1.739 2.215
3 0.891 1.255 3.963 1.765 2.308
4 1.164 1.118 3.563 1.937 2.333
5 1.194 1.103 3.925 1.961 2.358

initial dimensions of the ridge sections can be obtained through the relation between

the characteristic impedance and the gap height h. This can be simply calculated

after rewriting (2.4) to be

h =
Z0b sin(θ2)

120πb/λ′0 − cos(θ2) tan(θ1/2)
(2.6)

where b is the distance between the upper and lower plates, which is a constant value

for all ridge sections.

Starting with the initial dimensions, an optimization process is performed to ob-

tain the required matching all over the band. The simulated model used within the

optimization process with di�erent views as well as the internal dimensions notations

and the �nal response are shown in Figures 2.5 and 2.6, respectively. The proposed

dimensions of the �ve sections matching network are listed in Table 2.1. In this table

hi represents the gap height, zi represents the ridge height, Li represents the sec-

tion length, and Wi/Wui are the ridge width in the lower half and the upper half,

respectively. Regarding the dimensions of the wideband short circuit, they are listed

in Table 2.2 where the same notation technique is used. The negative dimensions in

this table mean that the ridge is just a groove in the upper and lower plates of the

structure. The distance between the upper and lower walls is denoted by b in Figure

2.4, and its value is 3.4 mm for the whole design.
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Table 2.2: The wideband short circuit dimensions in millimeters.

Section i hi zi Li Wi Wui

1 0.908 1.246 1.159 2.067 2.441
2 3.911 -0.256 1.096 2.433 2.462
3 4.386 -0.493 1.694 3.026 3.033
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Figure 2.4: A schematic of the �rst part of the transition. (a)Side view. (b) Front
view.
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Figure 2.5: Part 1: 2.92 to single ridge waveguide transition (a) 3D view (b) Side
view cross section.

27





Figure 2.7: Part2: The �tting section two face dimensions.

two �tting sections of di�erent lengths. This will be addressed again in the measure-

ment section for the complete transition. The �nal transition has an asymmetric

�tting section for best overall performance. In the case of deploying this transition

in a ridge gap waveguide measurement, the transition e�ects are removed through

the calibration process. This is performed whether the transitions on both ports are

symmetric or not. The selected dimensions result in the best overall matching level,

which gives more ability in the measurement of di�erent RGW structures.

The wideband coaxial to single ridge waveguide with both parts and the scattering

parameters are shown in Figure 2.9. One more note is that the matching level of both

parts connected together is deteriorated to be around −17 dB in the frequency range

of 10 GHz to 11 GHz and this is due to the �tting part alone. It should be taken

into consideration that as the bandwidth threshold level is −15 dB for the double

connection, the threshold for the single connection should be below −20 dB.
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Figure 2.8: The S-parameters of the �tting section alone with di�erent values of Ltr
(transition length).

Figure 2.9: The scattering parameters of the wideband coaxial to ridge with the
�tting part.
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2.2.3 Testing the Wideband Transition

In the previous section, the design of the wideband transition was presented as well

as the �nal dimensions of the proposed structure. The single transition has shown

a pretty good matching level as discussed before. Another step of veri�cation is

testing the double connection. This will identify the re�ection due to the excitation

using the proposed con�guration. After connecting this excitation to the ridge gap

waveguide, which is the �nal goal of this work, it is a straightforward procedure

to know the amount of mismatch associated with the ridge gap waveguide itself.

The double connection (coaxial to single ridge waveguide to coaxial again) achieves a

matching level below −16 dB for the double connection along the required bandwidth,

which will be illustrated graphically in the comparison between the measurements and

simulations in a coming section. Figure 2.10 shows the comparison between PEC,

silver, copper, aluminum, and stainless steel. This �gure shows that the insertion loss

is very sensitive to the fabrication material as there is no loss due to radiation in the

proposed design.

2.2.4 The Ridge Gap Waveguide Fed by the Proposed Tran-

sition

The �rst step is to design the ridge gap waveguide with 50Ω characteristic impedance

that has a �ange with the same dimensions as that of the proposed transition. A

starting value can be calculated from the parallel plate characteristics equation Z0 =

η h
W

, but to achieve a better accuracy, the expression of the strip line can be used

where [3]:

Z0,RGW = 2Zstripline = 2
η

4

[

W

2h
+ 0.441

]−1

(2.7)

The characteristic impedance of the RGW was studied before [10], and the value of
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Figure 2.10: The comparison between di�erent conducting material in fabricating the
transition in terms of S21 (dB).

the characteristic impedance for the RGW is less than the values calculated through

the stripline method. This can be compensated by decreasing the width of the ridge.

The width of the ridge is 5mm and the separation between the ridge, and the adjacent

nail is the same separation between any two successive nails is p = 3.5 mm and the

width of all nails is 3 mm. The bed nail unit cell design is based on the relations

between the usable bandwidth limits and the nail dimensions [8]

d =
λup
4

(2.8)

d+ h =
λlow
2

(2.9)

Using the eigenmode solver to plot the dispersion relation of these dimensions,

Figure 2.11 is obtained for both circular and square cross-sections for the nails. This

�gure shows that these dimensions give a bandwidth ratio about 2.3:1. As mentioned

before, the possible bandwidth of these unit cells starts at 10 GHz and ends at 23
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GHz. The solver assumes in�nite periodicity in calculating these values, which is not

applied in the real case. The �nite periodicity and the ridge existence reduce the

possible band to be 10.5 GHz instead of 13 GHz. This fact is illustrated in Figure

2.12, which simulates the ridge gap waveguide structure with a �nite periodicity and

single ridge waveguide ports. Plotting the �eld distribution along the cross-section of

the ridge indicates that the signal is almost fully con�ned within the ridge, and there

is no leakage, which is illustrated in Figure 2.13.

Finally, connecting the ridge gap waveguide to the proposed transition and the

corresponding scattering parameters will be shown in the subsequent section to com-

pare between the simulated and the measured results. The �nal scattering parameters

of the ridge gap waveguide excited by the proposed transition clarify the ability of the

proposed excitation mechanism to cover the operating bandwidth. The limitation in

the operating bandwidth is due to the �nite number of cells in the transverse direc-

tion, which results in shifting the starting frequency to be 12.5 GHz as will be shown

in the subsequent section. The proposed transition is able to cover a wider bandwidth

than the bandwidth provided via the realized ridge gap waveguide structure, which

is the ultimate goal of this work.

2.2.5 Experimental Validation

Part 1 Validation

The key element of the proposed transition is the �rst part which is, simply, a wide-

band coaxial to single ridge transition. Two pieces of this part are fabricated and

tested in back-to-back con�guration. Figure 2.14 shows the internal con�guration

of the fabricated connector. The measured results of the double connection are il-

lustrated in Figure 2.15. The matching level in the fabricated double connection is

below −18 dB across the entire band. This means that this transition covers the whole

bandwidth with −15 dB threshold level for the double transition with an insertion
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Figure 2.14: The internal con�guration of the fabricated connector.

Figure 2.15: The scattering parameters of the double transition.
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of a slightly larger diameter compared to the inner conductor of the coaxial connec-

tor. To introduce a tight �tting for the inner probe, which ensures a good electrical

contact, a soldering silicon layer is used to increase the inner probe diameter. This re-

sulted in a slight increase in the insertion loss. It is worth mentioning that all pieces

are fabricated of Aluminum to reduce the fabrication cost. The insertion loss can

be enhanced by changing the material and having better techniques to achieve the

electrical contact between the inner conductor of the coaxial and the ridge matching

sections. This indicates a better response than previously presented transitions for

RGW in di�erent applications [23,24]. The good insertion loss is due to the absence

of the radiation and the dielectric losses [25�27].

2.3 MSL to RWG Transition

Although the ridge can be designed to be 50 Ω lines [10], it is still not a straightforward

procedure to attach it to a standard 50Ω connector. In many published works in this

area, the direct connection between the standard coaxial and the ridge is constructed

by placing simple matching section consists of a hole in the ridge with a probe placed

inside. The size of the hole and the length of the probe are the parameters used

to achieve the matching, as mentioned before. Although this technique is able to

achieve the matching, but this is applied only for one-third of the possible bandwidth.

Another straightforward idea is to connect the ridge to a standard 50Ω line like the

microstrip line. Having a transition between microstrip lines and ridge waveguides

will solve the excitation problem as connecting the standard 50Ω connectors to the

microstrip line is a simple and well-established procedure.In the following part, the

transition design procedure and the dimensions will be explained in details.
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Figure 2.16: (a) The complete structure after assembly. (b) The measurement setup.
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Figure 2.17: The S-parameters comparison for the whole structure.

2.3.1 The Transition Design

First of all, a low relative permittivity substrate is selected to build the microstrip line.

As the microstrip line is a dielectric �lled parallel plate-like structure, while the ridge

gap waveguide is an air �lled parallel plate-like structure, the matching will be easier

as long as the dielectric constant of the substrate is closer to one. The microstrip

line is fabricated on a Rogers RT5880LZ substrate with a relative permittivity of

1.96. The substrate thickness is 0.625 mm, which will be exactly equal to the gap

height in the ridge gap waveguide. The periodic cells are extended on the microstrip

line side to provide a sort of shielding. This extension eliminates the radiation as

well as introducing a smoother transition, which will be now a transition from a

ridge gap waveguide surrounded by periodic cells and a microstrip line packaged by

identical cells. The packaged microstrip lines have been addressed many times before

in the literature to get rid of the radiation losses [9, 17]. The matching between the

microstrip line and the ridge gap waveguides can be performed by changing the ridge

dimensions [28]. This work introduces another technique to achieve the matching by
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inserting multi-sections of lower dielectric constants substrate between the ridge and

the microstrip line. The lower relative permittivity substrates will be obtained by

using the same substrate and apply some perforation to achieve the required relative

permittivity. The dielectric constant value is controlled by the density of perforation,

and this will be discussed in a later section.

Starting with the double cone back to back cell design proposed in [29], the cell

is analyzed with a gap height of 0.625 mm to match exactly the selected substrate

thickness. Figure 2.18 shows the dispersion relation of this unit cell as well as the

cell structure, where the cell width a = 5.6 mm, the cap diameter b = 3.2 mm,

the nail height d = 5 mm and the gap height h = 0.625 mm. These are not the

optimized dimensions as listed in [29] because of some constraints in the fabrication

facilities resulted in shrinking the used cell size in this design to provide the whole

structure size within the limits of the used 3D printing technique. The schematic of

the proposed design is illustrated in Figure 2.19. This �gure shows that the microstrip

line is passing through the original substrate �rst for a very short distance to provide

a suitable space for soldering the SMA connector. Then the same line is passing

through a substrate covered by almost identical periodic cells. The nails in this �rst

row of cells are shorter by 0.45 mm with the same cell size and cap diameter. It

is important to mention that the characteristic impedance of the microstrip line is

a�ected by the periodic cells loading of the �rst row, where the existence of these nails

will increase the characteristic impedance for the same line width as discussed in the

literature [17]. This means that the microstrip line width covered with these nails

should be increased to maintain the 50 Ω characteristic impedance in the existence of

the nails. This is followed by two matching sections formed by placing two perforated

substrates below the ridge. Both sections can be considered as gap waveguide sections

�lled with a dielectric instead of air. The e�ective relative permittivities for both

sections are taken to be 1.8 and 1.58 respectively. It is evident that taking lower
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Figure 2.18: The dispersion relation of the double cone back to back unit cell.

values of relative permittivity will provide better matching, but the selected values

of the relative permittivities must be feasible to be implemented via perforation as

will be explained in the following section. The ridge width in the matching section

1 &2 is designed in a way to satisfy the 50 Ω characteristic impedance. Regarding

both matching sections lengths, they are assumed to be one cell size as a starting

point. It is very important that the values of these sections lengths should be equal

to the quarter wavelength at a certain frequency within the operating bandwidth.

Afterward, an optimization process is performed to achieve a good matching level.

Figure 2.20 shows the scattering parameters in the ideal case. We mean by the ideal

case that matching sections 1 and 2 are implemented with a substrate of exactly the

required dielectric constants (1.8 and 1.58).

The losses in the transition sections are included as the simulations take into

considerations the loss tangent of the substrate and the conductivity of the line and

the ground. The shown �gure illustrates that the achieved matching level is about

−20 dB for the whole double transition.
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2.3.2 The Perforated Substrates Design Procedure and Veri-

�cation

The second step is to replace the ideally simulated matching sections by perforated

Rogers RT5880LZ substrate that has very close relative permittivities to the assumed

values. The implementation of particular values of the relative permittivities using a

standard substrate of higher relative permittivity is discussed in many applications

like the dielectric resonator antennas and the re�ectarrays [30]. Many equations relate

the perforation dimensions and the e�ective relative permittivity. Equation 2.10 is

mentioned and utilized in a lot of work related to the re�ectarrays [30] to provide this

relation.

εeff = εr

(

1− π

2
√
3

(

dh
dh + p

)2
)

+
π

2
√
3

(

dh
dh + p

)2

(2.10)

where dh and p are the hole diameter and the period between two adjacent holes,

respectively. This equation is plotted in Figure 2.21 to illustrate the validity range

of the e�ective relative permittivity via perforation, where the value of p is taken to

be 0.25 mm, which is the minimum recommended value by the fabrication machine.

The minimum possible hole diameter is 0.2 mm due to the used milling machine,

while the maximum hole diameter considered is about 0.8 mm to ensure that the

medium will act in a homogenous way and give the required behavior. The value of

0.8mm is less than one tenth of the wavelength at the maximum frequency within the

operating bandwidth. It can be seen easily from this �gure that the valid implemented

range using this perforation starts at 1.45 and ends at 1.9. The selected values of

the relative permittivities should be, somehow, far from the edge of these boundaries

to have a realizable design. This leads to the previously mentioned chosen values of

the dielectric constants of both matching sections (1.8 and 1.58). The required initial

value of the hole diameter is obtained from Figure 2.21. Equation 2.10 has been
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deployed in re�ectarray problems, where the wave in a normal incident on the top

face of the perforated substrate. The selected values of the hole diameters should be

veri�ed and tuned to achieve the required dielectric constant. A numerical extraction

for the relative permittivity is performed by simulating a parallel plate waveguide

�lled with the perforated substrate; then the relative permittivity is extracted from

the phase of S21as the mode propagating, in this case, is pure TEM mode. Figure

2.22 shows the extracted value of the relative permittivities with the frequency after

tuning to obtain the requested dielectric constants in the design. Considering these

values of the hole diameters in the perforated sections and building up the model,

Figure 2.23 is obtained to show the scattering parameters of the �nal design of the

transition printed on RT5880LZ substrate. The �nal dimensions of the matching

sections are listed in Table 2.3.
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2.4 RGW Measurement Setup

The transitions shown in this chapter provide excellent performance. These transi-

tions can be used as basic elements in the measurement setup of various ridge gap

waveguide components. Some matched loads have been made as well as through

section to be used in calibration. After having these transitions, we should have

an accurate evaluation of the ridge gap waveguide bandwidth. This point will be

addressed in the following chapter in details.

46



Chapter 3

RGW cell analysis and BW

enhancement

The traditional methodology of the RGW analysis starts with the cell analysis. This

analysis is performed in the literature by solving the cells through the eigenmode

solution. The stop band of the cell is always considered as the operating bandwidth

of the ridge gap waveguide. In this procedure, there are two major drawbacks. The

�rst one is the dependency on the Eigenmode solution without verifying the outcomes

experimentally, especially that, this simulation methodology can easily give a wrong

indication of a superious mode. The second drawback is that the ideal cell simulated

through the Eigenmode simulator assumes the in�nite periodicity and neglects the

e�ect of the ridge presence and the �nite number of cells. Both have non-negligible

e�ects on the operating bandwidth. In this chapter, both problems are discussed

and solved in detail. The �rst part of this chapter introduces a new methodology

for experimental validation of the dispersion relation. This method can be used to

validate the outcomes of the eigenmode solutions. The second part of this chapter

criticizes the traditional methods for RGW bandwidth determination process and

suggests some techniques for bandwidth calculation and enhancement.
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3.1 RGW Cell Dispersion Relation in the Literature

The �rst step in the design procedure of such a con�guration is the cell analysis and

design. The cell analysis is performed by the Eigenmode solver, which is available in

many simulation tools. In this simulation technique, the in�nite periodic boundary

conditions are assumed, and the �nal solution is the valid values for the propagation

constant corresponding to di�erent values of frequencies to specify the dispersion re-

lation for various modes inside the required structure. Although this methodology is

well established, no experimental setup can be con�gured to implement these bound-

ary conditions. The RGW measurement as a whole was introduced before in many

articles [10, 12], but no measurement setup is presented to characterize the unit cell

alone. In the literature, the primary concern about the RGW unit cell is always the

stop band of the cell and the possible techniques to widen this band [29,31], which is

directly related to the usable frequency band for the whole circuit. Not much atten-

tion is given to the cell analysis accuracy and validation. Theoretical approaches are

presented, in the literature, to obtain expressions for the dispersion relations of the

bed nail unit cells (BNUC)s. Despite neglecting some boundary conditions in these

trials, some of these expressions results are pretty close to the Eigenmode solution

results [32, 33], where the �elds are solved inside the real BNUC structure. In other

presented papers, an equivalent surface impedance is assumed to have more simple

mathematical manipulations [34].

Some trials are presented in many articles to obtain the mode dispersion relation

given the �elds inside the structure [35, 36]. The methodology, presented in [36],

utilized the FDTD solution to extract the dispersion relation of all modes. This tech-

nique can never be implemented practically as it depends on having full knowledge

about the �elds inside the Device Under Test (DUT), while, in practical cases, it is

only valid to perform the measurement outside the DUT at the ports. Moreover, the

dispersion relation can be obtained, regarding the periodic structures if each cell can
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be resolved into N elements of a well-known behavior connected in a cascaded way. In

this simple case, the ABCD matrix representation of one cell is obtained mathemat-

ically, then the propagation constant as well as the Bloch impedance can be directly

calculated for each cell [3, 37]. Another methodology for extracting the dispersion

relation is through the unit cell modeling. Many models are presented to describe

the unit cell, especially in metamaterials [38]. The unit cell can be represented as a

2D transmission line model, which leads to extracting the cell properties [39, 40].

The previous discussion can be summarized as follows: if the cell structure is

simple or composed of simple elements, the dispersion relation can be obtained in a

closed form expression. Another solution is to have a model that represents the cell

behavior. Otherwise, the traditional solution is to get this relation numerically ei-

ther with the Eigenmode solution or with some modi�ed algorithms having the �eld

solution everywhere inside the cell. The objective of our work is to have a simple

mathematical algorithm to extract the dispersion relation of a speci�c structure from

the measured scattering parameters. Using the Vector Network Analyzer (VNA), it

is a straightforward procedure to obtain the S-parameters for the DUT. The electro-

magnetic signal is propagating through the DUT in a certain mode or modes then it

is collected back by the ports to form the transmitted and the re�ected signals. The

scattering parameters depend on the propagating modes inside the DUT as well as the

relation between the DUT characteristics and the port characteristics. In a two-port

network case, there are two interfaces between the DUT and both ports, where the

re�ection at each port is a function of the di�erence between the DUT impedance and

the port impedance. This simpli�ed description puts emphasis on the fact that the

scattering parameters contain the information about the propagating mode inside the

DUT joined with the relating values of the DUT and the Ports impedance. The pro-

posed algorithm depends only on the scattering parameters calculated or measured

at the port. Although the slotted line measurement technique was well established
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many years ago [41�43], it cannot be deployed here due to the di�culty of placing a

non-radiating slot above the unit cell region.

In the following part, a detailed description of the proposed mathematical algo-

rithm is presented. This algorithm is introduced to extract the dispersion relation

of the DUT from the S-parameters regardless of the type of this DUT, which can

be implemented based on measured data. This is followed by a procedure valida-

tion by applying the proposed algorithm to two examples of well-known dispersion

relations. The selected examples are the ideal parallel plate waveguide and the rect-

angular waveguide with di�erent �lling materials. Then, the algorithm is applied to

the target problem. Moreover, the model used to obtain the dispersion relation of

the BNUC is presented and the �nal comparisons between the extracted dispersion

relations and those obtained through the Eigenmode solution are shown.

3.1.1 Dispersion Relation Extraction Algorithm

3.1.1.1 DUT Under Single Mode Operation Conditions

The block diagram of the DUT in between the two ports is shown in Figure 3.1, where

the wave impedance inside the DUT is assumed to be Z1, while the port impedance

is Z0. The signal passes through the interface between the �rst port and the DUT

then it undergoes an in�nite number of re�ections between both faces. The total

re�ected signal is the summation of the �rst re�ection and the series of the back

transmitted signals. The total transmitted signal is a summation of the forward

transmitted signals. The �rst forward transmitted component can be described by

the multiplication of the signal amplitude times both transmission factors T , T ′and

the propagation term along the DUT. This will result in AT T ′ e−jβl, which can be

reduced to A (1− Γ2) e−jβl as Tand T ′are equal to (1 − Γ) and (1 + Γ) respectively.

For each successive component, the signal re�ects twice and propagates a distance

of 2l. The previous term is multiplied by Γ2e−j2βl to consider every successive term.
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Based on the previous discussion, the output signal of the second port can be written

as follows:

Sout2 = A
(

1− Γ2
)

e−jβl

[

1 + Γ2e−j2βl + Γ4e−j4βl + ...
]

(3.1)

Sout2 =
A (1− Γ2) e−jβl

1− Γ2e−j2βl
(3.2)

keeping in mind that the �rst re�ection is AΓand the �rst component in the back

re�ected series passes through the �rst port interface in both directions and re�ects

on the second port interface once. It is also clear that the signal propagates a 2l

distance inside the DUT. Thus, the total re�ected term is written as follows,

Sout1 = AΓ{1−
(

1− Γ2
)

e−j2βl

[

1 + Γ2e−j2βl + Γ4e−j4βl + ...
]

} (3.3)

Sout1 = AΓ

{

1− (1− Γ2) e−j2βl

1− Γ2e−j2βl

}

(3.4)

The �nal forms in Equations 3.2 and 3.4 can be used to obtain an expression for the

scattering parameters for the DUT as follows:

S11 = Γ

[

1− e−j2βl

1− Γ2e−j2βl

]

(3.5)

S21 =
(1− Γ2) e−jβl

1− Γ2e−j2βl
(3.6)

where the re�ection coe�cient is assumed to be in the general form of Γ = |Γ|ejθΓ .
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Figure 3.1: The DUT block diagram.

Single Propagating Mode inside the DUT

In this case, a single propagating mode is assumed inside the DUT with a real value

of β. Using Equations 3.5 and 3.6, it is straightforward to obtain expressions for the

scattering parameters magnitudes as follows:

|S11| = |Γ|
√

2− 2 cos (2βl)
√

1 + |Γ|2 − 2|Γ| cos (2βl + θΓ)
(3.7)

|S21| =

√

1 + |Γ|2 − 2|Γ| cos (2θΓ)
√

1 + |Γ|2 − 2|Γ| cos (2βl + θΓ)
(3.8)

For any propagating mode inside the DUT, the wave impedance takes a real value

with an angle of the re�ection coe�cient equals to multiple integers of π. Replacing

θΓ with nπ will reduce Equation 3.8 to:

|S21| =
(1− |Γ|)

√

1 + |Γ|2 − 2|Γ| cos (2βl + θΓ)
(3.9)
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The previous equation shows that the transmission coe�cient has a periodic be-

havior. This expression reaches its maximum value of 1 when the �cos� term is equal

to 1 and reaches its min value when the �cos � term is equal to −1. The minimum

value of the transmission coe�cient can be expressed by the following equation

|S21|min =
1− |Γ|
1 + |Γ| (3.10)

The extraction algorithm depends, mainly, on �nding the minima and maxima

of the transmission coe�cients or the re�ection curves over a certain frequency band

and equating the �cos� term with ±1. Based on the expected value of the DUT

impedance relative to the port impedance, whether it is greater or less than the port

impedance, the angle θΓ will take a value of an odd multiple or an even multiple of

π. The previous analysis leads to the following two cases

• Case 1: θΓ = 2nπ

� |S21|max at 2βl = 0, 2π, 4π, · · ·

� |S21|min at 2βl = π, 3π, 5π, · · ·

• Case 2: θΓ = (2n+ 1)π

� |S21|max at 2βl = π, 3π, 5π, · · ·

� |S21|min at 2βl = 0, 2π, 4π, · · ·

The proposed procedure can be described as follows: The DUT is placed in-

between two standard single-mode port, and the scattering parameters are obtained

�through simulations or measurements as will be done in the coming sections.� The

minima and maxima locations in |S11| and |S21| exist when the phase constant equals
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to multiple integers of π. The value of 2βl starts with 0 at the starting propagating

frequency, then increases by π at every minimum or maximum, afterward. Finally,

repeat the process after each stop band.

To illustrate the meaning of the stop band in this algorithm, the case of the

evanescent modes should be addressed, which is the main concern of the following

subsection.

Evanescent Mode inside the DUT

In regard to evanescent modes, only inside the DUT, the propagation inside the DUT

takes the form of e−αl. Based on the assumption that the length of the DUT is

su�cient for the signal to collapse, this term will approach zero. In this particular

case, Equations 3.5 and 3.6 can be reduced as S11 = Γ and S21 = 0, in the case of

having enough length to for evanescent mode elimination. It is worth mentioning

that the value of Γ is a unity magnitude and general phase as the wave impedance, in

this case, has a pure imaginary value. The band of frequencies in which all modes are

evanescent is the stop band of the structure. This band ends at the cuto� frequency

of the following mode, where β starts at zero as mentioned in the previous case.

3.1.1.2 DUT under Multi-Mode Operation Conditions

This case is more complicated as the equations describing the signal coming out

of each port will be a summation of all propagating modes contributions. This is

based on the assumption of ignoring the mutual e�ect between modes and assuming

that they are orthogonal. The problem in extracting the dispersion relation through

the measured scattering parameters in the multi-mode case is that the measured

S-parameters is performed through the network ports. The measured parameters

represent the summation of all mode contributions. Thus, Equations 3.2 and 3.4
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can be generalized to be

Sout2 =
∑ Am (1− Γ2

m) e
−jβml

1− Γ2
me

−j2βml (3.11)

Sout1 =
∑

AΓm

{

1− (1− Γ2
m) e

−j2βml

1− Γ2
me

−j2βml

}

(3.12)

where m stands for the mode number and the summation will be performed over

all the propagating modes inside the structure. One major note, in this case, is that

the amplitude of each mode is not only a function of the mode characteristics relative

to the port characteristics, as described before in the single mode operation, but it is

a function also of the ability of the used excitation technique to generate the mode.

The methodology that can be used to distinguish between di�erent modes depends on

the fact that each mode has its phase constant and its velocity. Having an accurate

time-domain experimental setup with su�cient resolution can utilize the time slot in

which only one mode contributes to the output signal. Repeat the same algorithm

in the second time slot in which two modes only contribute to the output signal and

by subtracting the �rst mode contribution obtained from the �rst step and so on to

include a certain number of modes. This process should be repeated until reaching

the steady state value within a certain accepted error. It is clear that to reach the

steady state value, all modes must be considered, however, in the case of structures

that support an in�nite number of modes, a �nite number should be considered with

an accepted percentage error.

The investigated RGW unit cell in this work is operating in the Ku and K bands.

In order to di�erentiate between the modes exist within the same frequency band in

this structure, a time domain setup with a resolution order of 10−15 second is needed,

which is hard to achieve. Applying the proposed algorithm presented in the previous

section, in the single mode case, results in having an e�ective dispersion relation for

the existing modes. This leads to having a deeper physical insight for the propagation
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inside the proposed setup.

In summary, if the DUT carries more than one mode, the measured parameters

represent the summation of all modes. To distinguish between these modes, a high-

resolution time domain measurement setup has to be deployed. The time domain

setup will depend on the velocity di�erence between modes and determine the time

slot in which only one mode exists. As this high-resolution time domain setup is not

available, the extracted dispersion relation represents an average e�ect of the modes.

A complete subsection is reserved to discuss the results obtained in the frequency band

in which two modes can propagate. In this subsection the single mode equations are

applied, even in the frequency band where multimode exist, to obtain an e�ective

value for the phase constant in this frequency band.

3.1.2 Procedure Validation on Bench-Mark Examples

In this section, two di�erent examples of well-known characteristics are given. These

two examples are used as validity checks for the algorithm. The �rst example is

an ideal parallel plate waveguide with a linear dispersion relation, while the second

example is a rectangular waveguide.

3.1.2.1 Example1: Parallel Plate Waveguide

The proposed example contains three successive parallel plate waveguides of the same

width and height but with di�erent �lling materials. The middle section, which is an

air-�lled section, is the DUT. The two terminal sections are �lled with a dielectric of

εr = 4 as shown in Figure 3.2. The parallel plates in this example are assumed to

be ideal. The fringing �elds are eliminated by applying perfect magnetic conductor

(PMC) boundary conditions on the side walls. Performing the simulation then ap-

plying the proposed algorithm on the exported scattering parameters, the dispersion

relation can be extracted for the DUT. Figure 3.3 shows the scattering parameters
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Figure 3.3: Scattering parameters of the parallel plate example.
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Figure 3.4: The parallel plate example: dispersion relation.
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Figure 3.6: Scattering parameters the rectangular waveguide example.
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Figure 3.7: The rectangular waveguide example: dispersion relation.
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3.1.3 Ridge Gap Waveguide Cells Dispersion Relation

Based on the procedure described and the validation process addressed in Sections

3.1.1 and 3.1.2, the proposed algorithm is applied to the target problem. The primary

objective is to implement this algorithm to obtain the dispersion relation of the Bed

Nail Unit Cells (BNUCs) used in the RGW con�guration. The cell to be investigated

in this work is the traditional BNUC shown in Figure 3.8, while the dimensions of

this cell are given in Table 3.1, where a is the cell width, b is the pin width, d is the

pin height and h is the gap height. Successive rows of the BNUCs are placed inside

a Ku-band rectangular waveguide (WR-62). The standard waveguide utilized in this

experiment is the WR-62, which has a height of 7.9 mm. On the other hand, the gap

height of the unit cell is 0.5 mm. This created the need for a transition due to the

di�erence in heights. A tapered transition is added to eliminate the sudden change in

the height of the waveguide, while keeping the gap above the pins with the required

value. However, it is possible to design a coaxial probe transition directly in the ridge

gap. It should be taken into consideration that the bandwidth will be limited by how

good this transition between the coaxial probe and the ridge gap is. It is believed

that the bandwidth will be smaller than the waveguide bandwidth. The proposed

con�guration to test the BNUC is shown in Figure 3.9. The scattering parameters

for the whole setup are shown in Figure 3.10. The proposed algorithm is applied to the

actual problem to obtain the dispersion relation of the BNUCs through measurements.

It can be depicted from Figure 3.11 that the results generated based on the proposed

algorithm are very close to the results calculated with the Eigenmodes numerical

technique. Many aspects that should be taken into consideration in the process of

applying the presented extraction algorithm for the dispersion relation. The proposed

technique is bounded by the measurement setup limitations. In the proposed case,

for example, no curve can be extracted before the dominant mode cuto� frequency

of the Ku-Band rectangular waveguide. It is evident, also, after the cuto� frequency
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Figure 3.11: The comparison between the dispersion relations extracted by the pro-
posed method and the eigenmode solution.

3.1.3.1 The Multi-Mode Band Results Interpretations

The results shown in Figure 3.11 lead to clear observations. The �rst observation

is that the extracted stop band is slightly larger than the theoretical one obtained

numerically through the Eigenmode solution. This band increase is expected as the

proposed measurement setup deals with �nite periodicity, while the simulated BNUC

structure in the Eigenmode solver is assumed to have in�nite periodicity. The second

observation is that the extracted curve of the dispersion relation is closer to Mode

3 obtained from the Eigenmode solution. The conclusion of this observation is that

this mode is the only excited mode, or at least it has a dominant e�ect. This gives

more physical insight to the problem. To make sure that this observation is correct

the �elds of both modes are plotted using the Eigenmode solution in Figures 3.12 and

3.13. These �gures represent the �eld distribution of the second and the third mode

inside the unit cell through the Eigenmode solution. These �gures indicate that the

two polarizations are, almost, of the same magnitude in Mode 2 case, while in the
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Figure 3.12: The �eld distribution of Mode 2.

case of Mode 3, the magnitude of one �eld component is �ve times the orthogonal

one.

By simulating the proposed setup and sketch the �eld distribution inside this

frequency band the previous conclusion is proved to be true. It can be depicted from

Figure 3.14 that the two orthogonal components around the pins inside the proposed

setup are of di�erent order of magnitudes. This emphasizes that Mode 3 has a

dominant e�ect in this setup. Finally, although high-resolution time domain setup

is mandatory to distinguish between two very close modes, applying the proposed

algorithm has remarkable bene�ts on the physical picture even in the absence of this

equipment.

3.1.4 Measurement Results of the RGW Dispersion Relation

The setup shown in Figure 3.15 is used to obtain the dispersion relation of the RGW

practically. The number of successive cells fabricated is 23 cells. This long structure

ensures that all evanescent modes inside the cells region will die out. The large

number of cells is selected to obtain a closer behavior to the periodic unit cells through

performing the experiment with a �nite number of cells. It is important to mention

that the structure is slightly modi�ed by adding a thin protrusion to ensure the gap
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Figure 3.13: The �eld distribution of Mode 3.

Figure 3.14: The �eld distribution inside the structure.

66



height with the required dimension. Two standard transitions are used to obtain

the results through a vector network analyzer (VNA). These two transitions transfer

the signal from the standard 2.92 mm connector to the WR-62 standard waveguide.

These transitions operate in the standard WR-62 frequency band from 12.4 to 18

GHz. This puts some limitations on the extracted dispersion relation. The bandwidth

limitation does not exist in simulating the structure as wave ports are deployed. The

number of modes in each port can be controlled in the simulation tool to ensure

only one mode propagation in the waveguide, even beyond the cuto� frequency of

the second propagating mode. This leads to the dispersion relation of the RGW for

extremely large bandwidth using a single simulation, as discussed in the previous

section. On the other hand, in the real setup, the used excitation technique limits

the extracted results to be valid only in the operating bandwidth. Performing the

scattering parameters measurements and after the waveguide calibration, Figure 3.16

is obtained, where the measured re�ection coe�cient is compared with the simulated

one. The fabricated parts are machined with a tolerance of 0.002 inches, which is

over 5% of the gap height value "The most critical parameter in the ridge gap unit

cells". This results in some discrepancies between the simulated and measured results.

This curve is limited to the frequency band till 18 GHz as the available adapter in

the lab works only in the standard Ku-band till 18 GHz. The matching level of this

adapter is not acceptable beyond this band. The measured curve is utilized to extract

the RGW cell dispersion relation through the proposed algorithm. In the previous

discussion, it is mentioned that the proposed algorithm can utilize the minima and

the maxima of |S11| or |S21|. In this case, it is easier to detect the minima of |S11|.

Figure 3.17 illustrates the comparison between the extracted dispersion relation via

the measurement setup and the Eigenmode solver results. It is clear that the extracted

results are shown only in the operating bandwidth. The bandwidth limitation is due

to the deployed measurement setup as the rectangular waveguide used is the standard
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Figure 3.15: The measurement setup to extract the RGW dispersion relation.

WR62 waveguide.

3.1.5 Utilizing the Dispersion Relation in the RGW Design

In this section, the previous relation is used in the design process of the RGW to pro-

vide an application and emphasize the importance of the accurate dispersion relation.

The Ridge Gap Waveguide is constructed of the parallel plate-like structure with the

ridge acts as the lower plate and a large ground on top of the whole structure. The gap

height of the cells is identical to the separation between the ridge and the upper ground

plate. The ridge height is equal to the pin height of each cell. The ridge width is

designed to have a 50Ω line. A starting value can be calculated from the parallel plate

characteristic impedance equation Z0 = η h
W

or with better accuracy through the ex-

pression of the strip line, where Z0,RGW = 2Zstripline = 2η
4

[

W
2h

+ 0.441
]−1

[3]. In fact,

the characteristic impedance of the RGW is studied many times before [10, 44�46],

where the extracted value of the characteristics impedance is utilized in many appli-

cations [15, 47]. In addition, the value of the characteristic impedance for the RGW

has been a little bit less than the values calculated through the stripline method.
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Figure 3.16: Comparison between the measured and the simulated scattering param-
eters.
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Figure 3.18: Straight ridge gap waveguide.

This can be compensated by decreasing the width of the ridge. Figure 3.18 shows a

50Ω ridge gap straight waveguide surrounded by the investigated cell in the previous

section excited by a wave port. The scattering parameters of the previous line are

shown in Figure3.19. This �gure illustrates the performance of the RGW as it pro-

vides the guidance of the signal within the stop band of the BNUCs. On the other

hand, this guidance is lost out of this band, where speci�c modes can penetrate the

BNUCs. The propagation constant of these modes is described through the disper-

sion relations discussed in the previous sections. The bandwidth of the structure can

be depicted from the insertion loss curve: starting around 17 GHz and ending before

39 GHz, which matches the results obtained from the dispersion relation of the cells.

It is worth mentioning that the bandwidth in this structure is not measured only by

a speci�c matching level as it may occur that the re�ection is below a certain level,

while the wave is subjected to leak out of the guide. Another step to verify the signal

con�nement within the usable frequency band is to plot the normalized �eld over a

cross section of the structure at di�erent frequencies. This normalized �eld is plotted

in Figure 3.20, and this con�rms the wave guidance at di�erent frequencies inside the

operating bandwidth.
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3.2 Ridge Gap Waveguide Bandwidth

Previous research has proposed the utilization of the RGW in many applications

such as antennas and antenna arrays [23, 24]. In addition, other microwave devices

have been developed based on this technology as �lters, couplers, and power dividers

[14, 45, 48]. One key element in any application is its operating bandwidth, which is

supposed to be the stop band of the unit cells surrounding the ridge. This created

a strong motivation to introduce novel cells with wider bandwidth to support the

development of wideband applications. The possible bandwidth of the traditional

cells is about 2.5:1 and a lot of work have been done to present wider band cells

approaching 3:1 in some cases [17]. In the previously studied shapes, the pyramidal

and cone shapes have shown a promising behavior for wide bandwidth [29,31], but it is

extremely di�cult to fabricate such a structure. Another important point is that the

unit cell bandwidth is very sensitive to the gap height, where tiny gap height provides

very broadband unit cells. However, this is limited by the fabrication mechanism.

Another drawback of minimizing the gap height is its e�ect on the matching of the

structure as a result of changing the ridge characteristic impedance.

In this part, a detailed study is presented to illustrate the realized bandwidth in the

ridge gap waveguides and how it is related to the possible bandwidth provided by the

unit cells. This study includes the traditional square cross-sectional unit cells as well

as the cone-shaped unit cells due to its remarkable wide bandwidth. A novel unit cell

is also presented to introduce a printed cone shaped unit cell in order to overcome the

barrier in fabricating the cone shape cell. Then, a comparison between four di�erent

types of unit cells is made. This is followed by a study of the gap height e�ect

on the bandwidth and illustration of simple solutions for keeping the characteristic

impedance at the same value in the case of small gap heights. A separate subsection

is dedicated for RGW of zero gap height, where the operating bandwidth is studied

as well as a closed form expression is derived to calculate the cuto� frequency of
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the proposed structure. The testing section introduces the con�guration used to test

the bandwidth for the proposed cells and the comparison between the measured and

simulated results.

3.2.1 The Realized Bandwidth Vs the Possible Bandwidth

As mentioned in the previous section, current research in RGW is focused on in-

creasing the bandwidth of the individual cell. However, the utilized bandwidth is

a�ected by the ridge existence in the �nal structure. In this section, four di�erent cell

structures are studied. In each case, the individual cell dispersion relation is studied

along with the dispersion relation in the existence of the ridge. The �rst step is to

examine the two previously published cell structures, the traditional bed of nails unit

cells with a square cross section, and the cone shaped unit cell, where Figure 3.21

shows the structure and the dimensions of both cells. For a fair comparison, the cell

size, the nail height and the gap height are kept at the same value for both cells,

which are listed in Table 3.2. The top cone diameter and the pin width equal to 3

mm, while the cone base diameter is half this value. The dispersion relation of the

square cross section unit cell and the cone shape unit cell is shown in Figure 3.22

(a) and (b), respectively, where the bandwidth ratios in these two cases are 2.39 and

2.63. The existence of the ridge introduces some modes in the cell band gap; this

results in shrinking the operating bandwidth. The dispersion relation in the presence

of the ridge for both cases is shown in Figure 3.22 (c) and (d), where the bandwidth

ratios are reduced to be 1.82 and 2.04 respectively. It is important to notice that the

bandwidth ratios in the previous two cases are reduced to 76.2% and 77.6% of their

initial values due to the existence of the ridge. The reduction percent is the same.

However, the realizable bandwidth with the cone is about the same as those for a nail

type without the ridge.

The previous observation encourages trying the cone cell with zero radius at the
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base. Although it is not practical to have such a cell structure, it is important to

investigate the extreme cases to check the validity of the previous phenomenon. Figure

3.23 displays the dispersion relation of the zero base cone cell alone and the same cell

dispersion relation in the existence of the ridge. The bandwidth of both cases can be

depicted from this �gure to be 2.75 and 2.68, which means that the bandwidth after

inserting the ridge is about 97.5% of its original value. Not only does the zero base

cone shape give the highest possible bandwidth among other shapes, but also it su�ers

from the lowest possible reduction in the bandwidth in the existence of the ridge. The

major problem of this cell is the fabrication barrier, where it is almost impossible to

produce such a con�guration. This leads to a simple idea of implementing a similar

con�guration through printing it to a substrate. The proposed con�guration, as well

as the dispersion relation for both the cell alone and the cell in the presence of the

ridge, are shown in Figure 3.24. The used substrate is RT 5880 with a relative

permittivity of 2.2, a substrate thickness of 1.575 mm and a metal layer thickness of

35µm. This substrate is selected for its relatively small dielectric constant to have

a close performance of the air-�lled cell. The printed cone base dimension is 5.75

mm, while all other dimensions are kept with the same values, as Table 3.2, for a

fair comparison. The dispersion relation of the proposed cell, entitled to printed cone

cell, shows a bandwidth ratio of 2.12 for the cell alone and 2.04 with the ridge. It

is important to mention that although the cell is not symmetrical in geometry, the

dispersion relations in both directions are very close to each other. One �nal problem

in the proposed cell is the di�culty in ensuring the electrical contact at the end

point of the cone shape, which is assumed in the simulations. The proposed cell is

modi�ed to be a grounded printed cone cell, which is shown in Figure 3.25. It can

be understood from the same �gure that the presented cell has a bandwidth ratio of

2.2, and this is reduced to be 2.02 in the ridge presence. The height of the ground

strip is 1 mm, which reduces the nail height and a�ects the operating bandwidth by
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Figure 3.21: The squared cross section bed nail unit cell (a) 3D structure (b) Front
view. The cone shaped unit cell (c) 3D structure (d) Front view.

shifting it up as displayed in Figure 3.25.

3.2.2 Gap Height E�ect on RGW Bandwidth

The gap height is one of the most e�ective parameters to control the possible band-

width of the unit cell. The bandwidth higher limit can be calculated by fh =

c/2(d+h), while the pin acts ideally as PMC surface at f = c/4d. It can be concluded,

Table 3.2: The unit cell dimensions of the ridge gap waveguide.

The dimension The value (mm)

ap (The cell size ) 6.5 mm
dp(The pin height) 5 mm

hp(The gap height above the pin) 1 mm
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Figure 3.22: The dispersion relation of (a) Square cross-sectional unit cell. (b) Cone
shaped unit cell. (c) Square cross-sectional unit cell with the ridge. (d) Cone shaped
unit cell with the ridge.

Figure 3.23: The dispersion relation of (a) Zero base cone shape unit cell. (b) Zero
base cone shape unit cell with the ridge.
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Figure 3.24: The printed cone cell (a) 3D structure. (b) Front view. (c) Unit cell
dispersion relation. (d) The dispersion relation in the presence of the ridge.
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Figure 3.25: The grounded printed cone cell (a) 3D structure. (b) Front view. (c)
Unit cell dispersion relation. (d) The dispersion relation in the presence of the ridge.
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based on these expressions that the bandwidth increases as the gap height decreases.

This was addressed before to have unit cells with extremely large bandwidth in the

case of tiny gap heights [29]. To illustrate the gap height e�ect on the four unit cells

discussed in the previous section, the bandwidth ratios of these cells are obtained for

di�erent values of the gap height in between 0.5 mm and 1.5 mm. Figure 3.26 gives

an indication of the bandwidth ratio behavior with the gap height, where it implies

the inverse proportionality between them as expected. This �gure introduces a study

of the gap height e�ect on the bandwidth ratio in the case of individual unit cells. As

described before the existence of the ridge limits the bandwidth of the individual cell

and a�ects the relation between the gap height and the bandwidth ratio. The gap

height e�ect in the presence of the ridge is shown in Figure 3.27. By visual compar-

ison of these two �gures, it is obvious that the zero base cone unit cell has the best

performance either alone or with the ridge existence. However, it can be totally ex-

cluded due to the fabrication infeasibility. Although the traditional cells show better

performance than the printed cone in the individual cell response, the existence of the

ridge deteriorates the performance for both traditional cells and has less e�ect on the

proposed unit cell. The grounded printed cone unit cell, in the presence of the ridge,

introduces larger bandwidth than the square cross-sectional nail for gap heights more

than 0.8 mm and very close bandwidth to that obtained through the cone-shaped cell

for gap height 1 mm and more. It should be taken into consideration that the ridge

width has to be modi�ed based on shrinking the gap height to maintain the ridge

characteristic impedance of 50Ω. This motivates the discussion of the following two

points.

• How to maintain the ridge characteristic impedance at the required level without

having a tiny ridge.

• What is the theoretical limit of having zero gap height RGW.
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Figure 3.26: The relation between the bandwidth ratio and the gap height for four
di�erent cells.

These two points will be illustrated in the coming subsections in more detail.

3.2.2.1 The Dual Gap Height RGW

Through the mentioned relation between the gap height and the possible bandwidth

of the unit cell, it is better to decrease the gap height. However, the characteristic

impedance of the ridge is proportional to the ratio hr/Wr, where the parameter "hr"

represents the gap height above the ridge and "Wr" represents the ridge width. This

proportionality can be expected in the case of the RGW as one of the parallel plate-

like structures. This means that the ridge width should be reduced by almost the

same ratio to maintain the required value of the characteristic impedance. In fact,

this results in tiny ridge width in the case of tiny gap heights, where it is very hard to

be coupled to the signal. The solution to such a problem is, basically, to separate the

gap height above the ridge and the gap height above the cells. This leads to having a

dual gap height RGW, where the cell gap height hc takes a di�erent value from that

is assigned to the ridge gap height hr. Figure 3.28 shows the comparison between the
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Figure 3.27: The relation between the bandwidth ratio and the gap height for four
di�erent cells in the presence of the ridge.

structure of the traditional RGW, where the gap height is the same above the ridge

and the cells, and the dual gap height RGW, keeping a 50Ω characteristic impedance

of both structures. This �gure illustrates that the ridge has to be of a smaller width

than the nails of the cells for the gap heights around 0.5 mm or below. In this case

the excitation of the ridge is di�cult, and it is getting more di�cult as the ridge

width decreases. Another major advantage of the dual gap height RGW is its power

handling capability relative to the traditional one in the case of small gap heights.

The breakdown �eld of the air gap is 3 MV/m [49,50] and the more gap height above

the ridge, the more �eld strength it can support. The relation between the gap height

and the bandwidth ratio in the case of the dual gap height RGW is shown in Figure

3.29. It can be depicted from this �gure that the grounded printed cone unit cell

has a better performance than the traditional square cross-sectional unit cell for all

values investigated for the gap height.
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Figure 3.28: (a) Front view of the traditional RGW. (b) Front view of the dual gap
height RGW.

Figure 3.29: The relation between the bandwidth ratio and the gap height for four
di�erent cells in the dual gap height RGW.
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3.2.2.2 Nail Connected RGW Con�guration "Ridge Waveguide with Pe-

riodic Walls"

The traditional RGW has a single value for the gap height either above the ridge or

the cells. Hence, this prevents the idea of the zero gap height RGW. However, the

proposed idea of the dual �h� RGWmakes it possible to investigate the zero gap height

RGW above the nails. The gap cell height can be zero, while the ridge gap height can

take another value as both values are independent. From another perspective, the

proposed structure can be considered as a single ridge waveguide replacing the solid

side walls by nails. The 3D structure of the proposed cell, the dispersion relation for

the cell alone and the dispersion relation in the existence of the ridge are shown in

Figure 3.30. It can be depicted from the dispersion relation of the cell that connecting

the nails to the upper ground eliminates all modes before the band gap. In this case,

the bandwidth ratio is in�nite, but this is reduced in the presence of the ridge to be

around 4:1. Here, the bandwidth limits are identi�ed by the region in which there is

only one linear mode that propagates. This is limited by the single ridge structure,

which was studied before [21, 22]. The same methodology utilized in calculating the

cuto� frequency of the single ridge waveguide can be applied with minor modi�cations.

At the cuto� frequency, the signal will bounce in the transverse direction with no

propagation in the longitudinal one. The transverse resonance conditions will be

satis�ed at in�nite and zero impedance values at the middle point of the structure.

The �rst resonance frequency, which corresponds to the cuto� frequency of the �rst

mode, occurs when the middle point impedance tends to in�nity. The structure in the

transverse direction can be divided into three admittances in parallel. These three

admittances are two transmission line sections and the discontinuity in between these

two sections.
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Mathematical formulation for the cuto� frequency

As illustrated in Figure 3.30 (a), the ridge width is denoted asWr, while the gap height

above the ridge is entitled hr. Regarding the total width of the guiding structure

between the two side walls Wt, an average value is considered, which is the distance

between the middle of the adjacent pins on each side. Based on the shown cross

section, the following phases will be de�ned

θ1 = 2π
(Wt −Wr) /2

λ′c
θ2 = 2π

Wr/2

λ′c
(3.15)

λ′c is the cuto� wavelength in the presence of the ridge, which can be related to λc,

the cuto� wavelength of the guide in the absences of the ridge, with the following

equation

λ′c =

(

π/2

θ1 + θ2

)

λc (3.16)

This cuto� frequency is obtained through modeling the ridge as three parallel admit-

tances. These admittances are an open circuited line, a short-circuited line, and the

discontinuity. This discontinuity is denoted by B0 and it is modeled in [22]. At the

�rst resonance, the summation of the three admittances equals to zero

−Y01 cot(θ1) + Y02 tan(θ2) + B0 = 0 (3.17)

By simple manipulations, taking into consideration that the ratio between the two

characteristic admittances of the two transmission line sections equals to the height

ratio

(hr + dr)

hr
=

cot(θ1)− B0/Y01
tan(θ2)

(3.18)

The discontinuity is modeled by a capacitor that takes the following expression [51,52]
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Figure 3.30: The zero gap height RGW (a) Front view. (b) 3D structure. (c) Unit
cell dispersion relation. (d) The dispersion relation in the presence of the ridge.

Cd =
2ε

π
ln

(

sin

(

π

2

dr
dr + hr

)−1
)

(3.19)

Substituting in Equation 3.18, the �nal transcendental equation is obtained as fol-

lows:

− cot(θ1) +
hr + dr
hr

tan(θ2)

+
θ2
π/4

hr + dr
Wr

ln

(

(

sin

(

π

2

dr
dr + hr

))−1
)

= 0 (3.20)

Solving the previous equation, the cuto� frequency of the proposed structure can be

obtained. The proposed methodology is applied in the simulated example and the

cuto� frequency of the nail connected RGW for the dimensions listed in Table 3.3 is

calculated to be 5.27 GHz, while the simulation indicates a cuto� frequency of 5.2

GHz.
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Table 3.3: The dimensions of the nail connected ridge gap waveguide.

The dimension The value (mm)

Wr (The ridge width ) 5 mm
dr(The ridge height) 5 mm

hr(The gap height above the ridge ) 1 mm

3.2.3 Measurements Results

To test the performance of the proposed cells, a comparison is held between a straight

line of a ridge surrounded by the square-cross sectional traditional cells and another

ridge surrounded by these proposed printed cells. The interface of both lines is iden-

tical, and the same frequency range is used as well. This enables the utilization of

the same excitation technique for both lines. A special coaxial to RGW transition is

designed based on a �ve-section Chebyshev matching transformer to cover the band

from 9 GHz to 25 GHz, which is wider than the bandwidth of both cells. Figure

3.31 shows the transition, which is tested to provide the transformation between 2.92

mm coaxial connector and the RGW interface for this wideband. This transition was

described in detail in Chapter 2. It is quite important to mention that the proposed

cells are printed on a substrate, and each row of cells is placed on a single piece to be

installed in a groove adjacent to the ridge. Due to the assembly mechanism, grooves

of 2 mm depth are made, and this results in increasing the pin length, which leads to

a shift in the operating frequency band. As mentioned, the same operating frequency

has to be utilized in order to make use of the available transition. To adjust the oper-

ating bandwidth by modifying the pin size, the pin height is reduced by increasing the

printed ground height. The gap height above the cell, the cone width and the ground

height are 0.5 mm, 4.95 mm and 1.5 mm respectively. These dimensions are selected

to have the realized bandwidth within the frequency band through the available tran-

sition. Figure 3.32 illustrates the dispersion relation of the proposed cells with the

modi�ed dimensions. It can be seen from this �gure that the proposed cells provide
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a bandwidth ratio of 2.01 that ends at 18.7 GHz and starts at 9.3 GHz, while the

traditional cell with a square cross-sectional pin provides a bandwidth ratio of 1.82,

from 10.7 GHz to 19.5 GHz, as mentioned in Section 3.2.1. Performing a waveguide

calibration to remove the transition e�ect in both measurements, the reference plane

is shifted to be at the starting point of the RGW port. The fabricated two RGW

straight lines are shown in Figure 3.33. The comparison between the measured and

the simulated scattering parameters are shown in Figure 3.34 (a) in the case of the

traditional square cross-sectional pin, while the same comparison in the case of the

grounded printed cone unit cells is shown in Figure 3.34 (b). By visual comparison

between the previous two �gures, it is clear that the printed cone unit cell can pro-

vide a larger bandwidth than the traditional square cross-sectional pin cell. Another

important note in these two �gures is that the band in both cases extends beyond

the expected end frequency. The bandwidth is expected to end at 19.5 GHz in the

case of the traditional cell, and it is anticipated to end at 18.7 GHz in the case of

the grounded printed cone cell. However, the bandwidth seems to cover beyond 20

GHz in both cases. In fact, the bandwidth is limited at the higher end by exciting

higher order modes above the cells that carry part of the signal outside the ridge and

introduce leakage. This may not occur in the case of a straight line of RGW, but it

shows up when bending or discontinuities exist in the tested line.

3.3 Bandwidth evaluation of RGW components

In this chapter, the unit cell dispersion relation is validated experimentally. The

bandwidths of di�erent cell shapes are accurately evaluated. In addition, novel cell

structures and novel types of the ridge gap waveguide are introduced. Based on the

best performing transitions and the accurate estimation of the structure bandwidth, it

is possible to start the design procedure of di�erent ridge gap waveguide components.
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Figure 3.34: The scattering parameters of a straight line of a ridge gap waveguide
(a) Surrounded by the square cross-sectional traditional cells. (b) Surrounded by
grounded printed cone unit cells.
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Chapter 4

Reciprocal Devices Based on RGW

Technology

The previously proposed designs for RGW transitions removed the limitations of the

excitation in RGW technology, which facilitates the development of wideband devices

based on RGW technology. In this chapter, two reciprocal devices are to be proposed.

The �rst device is a wideband power divider and the second one is a hybrid coupler

based on an RGW. In both cases, the design procedures, as well as the results, are

discussed in detail.

4.1 WideBand Power Divider Based on RGW

Ridge gap waveguides were deployed in many applications either in passive nonradi-

ating devices such as �lters [48] or antenna applications [23]. One of the commonly

used types of passive devices is power dividers. They are used in antenna feeding

structures to provide suitable excitations in the array antenna systems. Some trials

were presented in the literature for power dividers based on RGW technology [45,53].

However, these power dividers supported only less than 50 % of the possible band-

width of the structure. The subsequent section presents the unit cell that surrounds
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Figure 4.1: The AMC unit cell (a) Cross section view, (b) 3D view, and (c) Dispersion
relation.

the RWG and the stopband of the periodic cells. The top surface of the periodic

structure acts as a perfect magnetic conductor surface (PMC) that suppress wave

propagation between the upper conductor surface and the PMC surface within the

stopband. It should be clear that the device operating frequency band exists within

the periodic cells stopband. Section 4.1.2 provides a description of the proposed power

divider.

4.1.1 RGW Unit Cell Analysis

The unit cell is the traditional square cross-sectional nail. The structure in two views,

as well as the dispersion relation, is shown in Figure 4.1 (a), (b) and (c), respectively.

The existence of the ridge is considered in obtaining this dispersion relation. Figure

4.1 (c) shows that the stop band of the cell is from 10 GHz to 20.5 GHz, which is the

conceivable bandwidth of the structure using this cell. The cell dimensions are given

in Table 4.1.
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Table 4.1: RGW unit cell dimension.

The Dimension The value in (millimeter)

Cell size (a) 5
Nail width (b) 2.5
Nail height (d) 6
Gap height (h) 0.625

4.1.2 Power Divider Design

The power divider is designed based on a two matching level transformer. The input

impedance of the parallel connection is half of the characteristic impedance of each

single line. The starting value of the characteristic impedance can be obtained through

the strip line equation, which give a good approximation [10].

Z0,RGW =
η

2

[

W

2h
+ 0.441

]−1

(4.1)

This equation can be utilized to have a starting dimensions of the calculated matching

transformers based on a Chebyshev polynomial. A triangular cut is placed on the

connection between the two branches to provide better matching.Figure 4.2 (a) shows

the top view. Figure 4.2 (b)for the 3D view and Figure 4.2 (c) for the divider with the

microstrip transition and the coaxial terminator connectors, respectively. In all views,

the upper ground is hidden to show the detailed structure. An optimization process

is performed to obtain a better matching level for the required band, as the initial

dimensions are calculated based on the rule of thumb assumption. The widths of

both matching sections are 6.31 mm and 4.75 mm while the lengths are 6.61 mm and

4.71 mm. The triangular cut has a base dimension of 10.57 mm and a height of 3.59

mm. The ridge width is 3.58 mm. The response of the proposed power divider fed by

the microstrip line to RGW transition is shown in Figure 4.3. The matching level of

this design is better than −17 dB for 95 % of the possible band of the periodic cells.

The possible bandwidth of the cells is obtained based on the assumption of in�nite
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Figure 4.2: Power Divider con�guration (a) Top view. (b) 3D structure (c) The
con�guration with the feeding structure.

periodicity. The �nite periodicity of the cells results in shrinking the band a little bit

to start at 10.3 GHz and ends at 20.3 GHz.

4.2 RGW 3-dB Hybrid Coupler

Hybrid microwave circuits were presented in the 1940s as a development of hybrid

coils. The term hybrid was used to indicate the ensuring of the preferential isolation,

which is the function of the hybrid coils in the old telephone systems [54]. This type

of network is also called a bi-conjugate network, and it can be classi�ed into hybrid

rings, couplers, and hybrid junctions [55]. This terminology refers to the functional-

ity of the device, where the input signal from a particular port is coupled to some

ports and isolated from others. Through the previous seven decades, the microwave
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Figure 4.3: The scattering parameters of the power divider fed by the MSL to RGW
transition.

industry paid considerable attention to couplers. The basic concepts, as well as the

analysis of the couplers, were addressed in many publications for both the balanced

and unbalanced couplers [56,57]. The hybrid coupler was introduced with many con-

�gurations such as the coupled line and branch lines [58]. In addition, they were

implemented by di�erent guiding structures such as rectangular waveguides, stripline

and microstrip lines [59]. The continuous development of the guiding structures to

match the rapid changes in communication systems creates the need for similar de-

velopments in microwave components. Communication systems are moving toward

the utilization of bands to provide high data rates suitable for high de�nition and

virtual reality applications. The above 6 GHz bands, especially around 15 GHz, and

the millimeter wave bands around 30 GHz and 60 GHz are the most recommended

bands for the upcoming 5G mobile communication standard [60,61].

The following part presents RGW hybrid coupler design centered at the 15 GHz for

5G communication systems and airborne radar applications. We start with an ideal
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model assuming PMC surround the ridge. The PMC is realized by the periodic unit

cells. The following section gives a mathematical formulation to obtain the coupling

part dimensions. This is followed by the RGW hybrid coupler design procedure. Then

a section explains the experimental validation of the �nal design.

4.2.1 Hybrid Coupler Mathematical Formulation & Empirical

Design Equations

Starting with a similar analysis of the short slot rectangular hybrid coupler shown

in Figure 4.4, the even-odd mode analysis is deployed. The relation between the

scattering parameters of the structure and even-odd modes coe�cients can be stated

as follows [3]:

S11 =
1

2
(Γe + Γo) (4.2)

S21 =
1

2
(Te + To) (4.3)

S31 =
1

2
(Te − To) (4.4)

S41 =
1

2
(Γe − Γo) (4.5)

where Γe and Γo represent the re�ection coe�cients for the even and odd modes,

respectively, while Te and To are the transmission coe�cients for the even and odd

modes, respectively. The odd mode is not a�ected almost by the existence of the short

slot. The �rst condition is to satisfy the isolation between the input and the isolated

ports. For a complete isolation, the re�ection coe�cient of both modes should be

equal to zero. This puts a limitation on the width reduction inside the coupling part.

In the even mode, φr represents a phase shift at the end of the coupling sections. The

solution of Maxwell equations for the even mode is studied in detail by Carlson and
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Heins [62]. The second condition is satis�ed if the total coupling section length gives

a phase shift of π/2. This can be mathematically described by the following formula:

(βe − βo)L+ φr = π/2 (4.6)

Through this condition, the coupling area length can be obtained. Moreover, the

re�ection and transmission coe�cients can be evaluated [56]. Applying the previous

procedure on di�erent waveguide standards, The length of the coupling section (in

inches) can be obtained approximately by the following empirical expression

L = a1 λ
b1
g (4.7)

where a1 = 1.701, b1 = 1.072 and the guided wavelength is in inches. This is quite

simple and a good approximation, which can be considered as a starting point of the

coupling section length. The initial diameter of the capacitive domes is φd = 0.4L

with a height of hd = 0.05φd, while the coupling section width is 5% less than the

total width of the opening. The previous approximation initially can satisfy a good

matching and isolation levels. However, to ensure a balanced output, the middle

section width, and capacitive domes are used as tuning elements. To increase the

power directed to port 3 the middle section width should be decreased, or the dome

diameter should be increased and vice versa. The previous approximations are tested

on variety range of rectangular waveguides from S-band to Ka-band. Many examples

can be shown to validate the previous empirical equation. However, the major goal

of this work is the RGW hybrid coupler design. The dimensions obtained through

these expressions are considered as initial values for the ideal RGW coupler.
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Figure 4.4: The short slot rectangular waveguide hybrid coupler (a) 3D view (b) 3D
sectional view.
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4.2.2 RGW Hybrid Coupler Design Procedure

4.2.2.1 The Ideal Model with PMC Surface

The previously mentioned empirical expressions are used to obtain the initial dimen-

sions of the coupling section at the design frequency for the rectangular waveguide.

The electric �eld vanishes at both sides in the case of the rectangular waveguide,

while in the case of the RGW, the electric �eld is maximum at both ridge sides. This

can be compensated in the previous equations by multiplying by half. The previous

empirical equation is modi�ed for the RGW to be:

L =
1

2
a1 λ

b1
g (4.8)

where λg = λ0 = c/fd, the guided wavelength is equal to the free space wavelength

because the propagating mode is a Quasi-TEM mode, while c represents the speed

of light and fd represents the design frequency. The same constants in this empirical

equation are used a1 = 1.701 and b1 = 1.072. The diameter of the dome and its

height can be expressed as:

φd = 0.4L (4.9)

hd = 0.05φd (4.10)

In the rectangular waveguide, the coupling area width is selected based on the stan-

dard width of the guide, while in the RGW case, the coupling section is selected

initially as a square shape, then the width is varied to achieve the power balance

between Ports 2 and 3. The previous expressions are used to get initial design values

of the coupler con�guration in Figure 4.5 (a). In this �gure, the upper ground is

removed to show the structure details. The simulation is performed while a PMC
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Table 4.2: The dimensions of the RGW hybrid coupler with ideal PMC boundaries.

Dimension Value in (mm)

Coupling area length L 13.21
Coupling area width W 13.97

Dome diameter φd 7.9
Dome height hd 0.2
Ridge width Wr 5
Gap height hg 1

ideal boundary condition is surrounding the ridge. Hence, an optimization process is

carried out to reach the values listed in Table 4.2. The ridge width is Wr = 5 mm

and the gap height hg = 1 mm. These values are selected to match the available

transition in the lab for RGW. It can be designed with some suitable values for the

required frequency band. The simulated scattering parameters are shown in Figure

4.5 (b), where the response is considered only in 20% bandwidth centered at the de-

sign frequency. The four arms are separated in order to place the pins required for

isolation in between the four ports.

4.2.2.2 The Realized Structures with Periodic Cells

The �nal step in the design is to replace the PMC ideal boundary with periodic cells.

The cell design was addressed in many papers before to achieve a particular band-

width. The traditional bed of nail unit cell con�guration can achieve a bandwidth

ratio of 2:1 and many articles addressed di�erent techniques to achieve a wider band-

width. In this case speci�cally, there is no need to have a complicated cell design as

the objective operating bandwidth ratio is less than 2:1. The gap height is hg = 1mm,

as mentioned before, to match the available transition. Using the Eigenmode solver,

the proposed cell in Figure 4.6 (a) and (b) can be simulated to obtain the response in

Figure 4.6 (c), where the dimensions are listed in Table 4.3. It can be depicted from

this �gure that the stop band of the periodic cells starts after 11 GHz and ends at 25

GHz, which covers the required bandwidth of the RGW hybrid coupler. The periodic
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Figure 4.5: The RGW hybrid coupler with ideal boundary conditions (a) Structure
top view. (b) Simulated scattering parameters.
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Table 4.3: The dimensions of the unit cell.

Variable Value in (mm)

Cell size a 4.4
Nail width b 2
Nail height d 4.7
Gap height h 1

cells are placed around the ridge, where at least two rows should be covering the ridge

in all directions. The �nal simulated con�guration is shown in Figure 4.7 (a), while

the simulated response is shown in Figure 4.7 (b). The ports are converted to a single

ridge structure with a particular dimension to match the available transition. It can

be depicted from the simulated results that the realized coupler covers approximately

the band from 14 GHz to 16.5 GHz. This can be considered as 16.6% bandwidth with

a matching level of −14 dB.

4.2.3 The Experimental Validation

To test the RGW hybrid coupler, a complete measurement setup is designed. The

testing setup contains the following items: Two coaxial to custom single ridge transi-

tions with matching level below −18 dB for the double transition, two matched loads,

and a custom through for the calibration process.

The components used in the measurement setup are shown in Figure 4.8. The

�rst part of the measurement setup is coaxial to a single ridge transition. The coaxial

interface used is the 2.92 mm standard connector. The design of this adapter is

performed based on two parts. The �rst part is a �ve-section Chebyshev matching

transformer from coaxial to the single ridge with a particular size. The second part

is a �tting section from a single ridge to a single ridge with di�erent dimensions.

The details of the design and the testing of this transition are presented in previous

chapters, where the �nal design can cover the whole band 10-25 GHz. The matching

level of the double transition is −18 dB. Figure 4.9(a) shows the adapter used in the
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Figure 4.6: The unit cell (a) Front view. (b) 3D structure (c) Dispersion relation.
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Figure 4.7: The simulated RGW hybrid coupler (a)3D model upper ground is removed
(b) Scattering parameters.
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Figure 4.8: The measurement setup components (a) The custom through. (b) Coax
to single ridge transition. (c) Single ridge matched load.

testing, while Figure 4.9 (b) show the response of the double transition. Regarding

the matched loads, they are designed based on placing a wedge shaped lossy material

inside a tapered single ridge section. The lossy material used in this structure is Raisen

material with a dielectric constant of εr = 12.6 and a loss tangent tan δ = 0.76.

The ANRITSU MS46322A VNA is used in the measurement. The �rst measure-

ment was performed through a coaxial calibration, where the two transitions back to

back is evaluated as discussed before. Hence, the two matched loads were measured

with the same coaxial calibration. The measurement con�guration is shown in Figure

4.10 (a), and the response is provided in Figure 4.10 (b). It is important to note

that the previous curve represents the combined response of the transition and the

load. Finally, the fabricated RGW hybrid coupler was tested as shown in Figure 4.11

(a). The calibration methodology utilized is the 2-port double o�set short calibration

technique. This transfers the reference plane at the waveguide port of both adapters.

The �nal response is shown in Figure 4.11 (b), where the comparison between the

measurement and the simulation is presented. It can be depicted from this �gure that

both curves are in very good agreement.
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Figure 4.9: The Coaxial to RGW transition (a) Connected back to back (b) Back to
back measured scattering parameters.
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Figure 4.10: The matched load evaluation (a) Measurement setup. (b) Scattering
parameters.
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Figure 4.11: The �nal RGW hybrid coupler (a) measurement setup (b) comparison
of the simulated response.
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4.3 RGW Passive Components Summary

In this chapter, two di�erent devices are presented. Both devices are reciprocal com-

ponents. All elements deployed in the design are linear elements. In the following

chapter, the RGW circulators design methodology will be explained. The core ele-

ment in the design is the ferrite disc. This disc has an anisotropic behavior for the

permeability tensor, where the reciprocity condition is violated.
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Chapter 5

Non-Reciprocal Devices Based on

RGW Technology

5.1 Introduction

Microwave circulators have been considered essential components in radar systems

for more than six decades [63, 64]. The �rst type of circulator was based on Faraday

rotation. Other types of circulators were introduced for better power handling such

as resonance circulators and di�erential phase shift circulators [65�67]. The basic

concepts of ferrite materials physics were revisited many times to provide a solid

background for circulators analysis and design [68]. Among these types of circula-

tors, the junction circulators are paramount con�gurations. They are called turnstile

circulators [69,70], Y circulators [71,72] and junction circulators [73]. The con�gura-

tion of this type consists of three identical guiding structures connected in a Y-shape

while a ferrite disc is placed in the middle of the structure to provide the nonrecip-

rocal behavior. The three identical arms can be a rectangular waveguide, stripline,

microstrip-line or any guiding structure [74�76]. Some other designs were introduced

to utilize lumped elements for matching the junction circulators [77, 78].
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Over the past few decades, circulators were developed to achieve better electri-

cal speci�cations with a compact size and low cost [79, 80]. Also, many publications

addressed the junction analysis either by constructing a model [81�83] or by the

development of a suitable numerical technique [84�86]. Modern guiding structures

are deployed for circulators implementations such as the SIW and the coupled line

circulators [87�89]. Moreover, modern technologies were utilized to introduce semi-

conductors and MMICs circulators [90, 91].

The objective of the present work is providing a systematic approach to design

circulators with closed form expressions that reveal the hidden information regarding

the circulator design. The provided expressions are valid for a wide range of parame-

ters. It is also shown that the current expressions can be used for any frequency band

with proper scaling. In addition, this work presents the �rst design for a circulator

based on the RGW technology. The targeted circulators are centered at 15 GHz and

30 GHz, for 5G mobile applications. The frequency direction for the 5G technology is

above 6 GHz and mainly deploys the millimeter wave frequency range [60,61].The 15

GHz band can be used for the airborne radar applications, as well. The present work

is a part of a project to design microwave components based on RGW technology.

The following section explains, in detail, the mathematical formulations used for the

junction circulator analysis. This is followed by a description of the design procedure.

The design method is divided into two major steps. The �rst step is to consider the

surface of the pins as an ideal perfect magnetic conductor (PMC) boundary. In the

second step, the PMC is replaced by the actual structure.

5.2 Junction Circulator Mathematical Formulations

5.2.1 The Ferrite Disc Field Distribution

Starting from Maxwell equations that can be listed as:
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∇× Ē = −jωB̄ (5.1)

∇× H̄ = jωD̄ (5.2)

where, a tensor represents the permeability of the ferrite material

B̄ = [µ] H̄ (5.3)

for a ferrite disc saturated in the ẑ direction, this tensor is expressed, in the cylindrical

coordinates, by [3]

[µ] =













µ jκ 0

−jκ µ 0

0 0 µ0













(5.4)

The expressions for µ and κ are summarized in Table 5.1. Then the previous equations

can be rewritten as

∇× Ē = −jω [µ] H̄ (5.5)

∇× H̄ = jωεĒ (5.6)

Based on the assumption of no axial variation, the solution of Maxwell equations in

the cylindrical coordinates, taking into consideration this permeability tensor is listed

below:
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1

ρ

∂Ez
∂φ

= −jω (µHρ + jκHφ) (5.7)

−∂Ez
∂ρ

= −jω (−jκHρ + µHφ) (5.8)

Solving both together:

Hρ =
jY0eff
keffµ

(

jκ
∂Ez
∂ρ

+
µ

ρ

∂Ez
∂φ

)

(5.9)

Hφ =
−jY0eff
keffµ

(

µ
∂Ez
∂ρ

+
−jκ
ρ

∂Ez
∂φ

)

(5.10)

where the e�ective wavenumber, the e�ective intrinsic admittance, and the e�ective

permeability are listed in Table 5.1. Solving Equation 5.6, one more relation can be

obtained as follows:

1

ρ

[

∂ (ρHφ)

∂ρ
− ∂Hρ

∂φ

]

= jωεEz (5.11)

By direct manipulation a second order di�erential equation for the axial electric �eld

can be expressed as:

ρ2
∂2Ez
∂ρ2

+ ρ
∂Ez
∂ρ

+ ρ2k2effEz +
∂2Ez
∂φ2

= 0 (5.12)

The solution of the previous equation is commonly addressed in cylindrical waveguide

problems, and it takes the form of:

Ez =
∞
∑

n=−∞
AnJn (keffρ) e

jnφ + CnNn (keffρ) e
jnφ (5.13)
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Where Jn (keffρ) and Nn (keffρ) are the Bessel and Neumann functions of order n,

respectively. Nn (keffρ) goes to ∞ at the axis of the cylinder, which leads to having

Cn = 0. Substituting in Equation 5.10, the magnetic �eld Hφ takes the following

form:

Hφ = −jYeff
∞
∑

n=−∞
An

[

J
′

n(keffρ) +
n gκ
keffρ

Jn(keffρ)

]

(5.14)

The electric �eld can be expressed as:

Ez =
∞
∑

n=−∞
An Jn(keffρ) e

jnφ (5.15)

Figure 5.1 illustrates a schematic of the circulator, with the coordinates indicated.

The port widthW is related to the coupling area at each port. This area is controlled

by the coupling angle ψ, where

sin(ψ) =
W

2a
(5.16)

In any 3-port circulator, it is required to couple all the input power from port 1 to

port 2, while port 3 is isolated. The isolation condition of the circulator means that

no power is coupled to Port 3, which is only possible if the �eld distribution vanishes

at φ = φP3 = 240◦. The required �eld distribution to satisfy the circulator conditions

can be stated mathematically by:

Hφ, required(a, φ) =



































H0 −ψ < φ < ψ

H0 2π/3− ψ < φ < 2π/3 + ψ

0 4π/3− ψ < φ < 4π/3 + ψ

0 O.w.

(5.17)

The above boundary conditions are required to ensure the existence of the magnetic

�eld at Port 1 and Port 2. On the other hand, there is no magnetic �eld at Port 3

114



and no magnetic �eld in between ports. The last assumption is based on assuming a

PMC boundary on the disc surface due to the high permittivity of the ferrite disc with

respect to the surrounding permittivity. To apply the circulatory boundary condition

of the magnetic �eld, Equation 5.17 has to be written in the Fourier series form as

Hφ, required(a, φ) =
ψ

π

sin (nψ)

nψ

∑

n

[(

1 + e−j2πn/3
)

ejnφ (5.18)

This ideal �eld boundary condition can be satis�ed through equating the magnetic

�eld inside the ferrite disc with the required tangential magnetic �eld outside. This

amplitude An can be expressed as:

An = j
1

Y0eff

sin (nψ)

n

[

1 + ej2πn/3

J ′

n(x) +
n gκ
x
Jn(x)

]

(5.19)

The electric �eld at the port is the average �eld over the interval ψ, with the following

expression:

Ezp =
1

2ψ

∫ φp+ψ

φp−ψ
Ezdφ

∣

∣

∣

∣

∣

ρ=a

(5.20)

where φp = 0, 120◦ or 240◦ for ports 1, 2 and 3, respectively. Performing the integral,

the average electric �eld at the port is

Ezp =
∑

j ηeffr .η0

(

sin(nψ)

nψ

)2




(

1 + e−j
2πn
3

)

ejnφp

J ′

n(x)/Jn(x) +
n gκ
x



 (5.21)

5.2.2 The Junction Network Representations

Although the junction circulator is an n-port network, the 3-port network is the

commonly used con�guration. At Port 1, the magnetic �eld can be expressed as:

Hφp1 = 1 (5.22)
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Table 5.1: Permeability tensor important expressions

The Physical Quantity Symbol Expression

Gytropy (gκ) κ/µ ωωm

ω2

0
−ω2+ω0ωm

Diagonal elements µ µ0 (1 + ψxx) = µ0 (1 + ψyy)
O� diag. elements κ −jµ0 ψxy = jµ0 ψyx

Diagonal susceptibility ψxx
ω0ωm

ω2

0
−ω2

O� diag. susceptibility ψxy
jωωm

ω2

0
−ω2

Larmor angular freq. ω0 µ0γ ”H0 (A/m) ”
Magnetic angular freq. ωm µ0γ ”Ms (A/m) ”

Normalized Larmor freq. σ0
ω0

ω
= 2.8∗106 ”H0(Oe)”

f

Normalized magnetic freq. pm
ωm

ω
= 2.8∗106 ”(4πMs)(G)

f

The magnetic �eld expression, in the previous equation, is manipulated via the inte-

gration

Hφp =
1

2ψ

∫ φp+ψ

φp−ψ
Hφdφ

∣

∣

∣

∣

∣

ρ=a

(5.23)

Both �elds can be related to each other by the following matrix













Ezp1

Ezp2

Ezp3













=













η11 η12 η13

η21 η22 η23

η31 η32 η33

























Hφp1

Hφp2

Hφp3













(5.24)

Taking the symmetry and the circulator operation into account, the following equa-

tions can be stated

η11 = η22 = η33 (5.25)

η12 = η31 = η23 (5.26)

η13 = η21 = η32 (5.27)
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The number of unknowns is reduced to:













Ezp1

Ezp2

Ezp3













=













η11 η12 η13

η13 η11 η12

η12 η13 η11

























Hφp1

Hφp2

Hφp3













(5.28)

where

η11 =
∑

[

j
ψ

π

(

sin(nψ)

nψ

)2
ηeff .η0

J ′

n(x)/Jn(x) +
n gκ
x

]

(5.29)

η12 =
∑

[

j
ψ

π

(

sin(nψ)

nψ

)2
ηeff .η0e

j2nπ/3

J ′

n(x)/Jn(x) +
n gκ
x

]

(5.30)

η13 =
∑

[

j
ψ

π

(

sin(nψ)

nψ

)2
ηeff .η0e

j4nπ/3

J ′

n(x)/Jn(x) +
n gκ
x

]

(5.31)

In the case of total isolation, Ezp3 = 0 and Hφp3 = 0, simultaneously. The input

impedance of the junction can be written as:

Zin =
Z0

η0

(

η11 − η212/η13
)

(5.32)

where Z0 and η0 are the characteristic impedance of the input transmission line and

the intrinsic impedance, respectively. This equation can be reduced at the resonance

by forcing η12 = −η13. The �nal input impedance can be expressed as:

Zin =
Z0

η0
(η11 + η12) (5.33)

For the maximum coupling between the input and the output ports, the resonance

condition should be satis�ed. To achieve that the input reactance of the junction

must be equal to zero. This condition can be mathematically described as follows:

117



Figure 5.1: A schematic for the junction circulator.

Xin = Im

{

Z0

η0
(η11 + η12)

}

= 0 (5.34)

After assuming a particular value for gκ, the coupling angle ψ and the value of x can

be obtained to satisfy the previous condition. As such, the material and the physical

dimensions are determined. Hence, the scattering parameters are calculated from the

impedance matrix by:

[S] =

(

Zr
η0

[η] + [I]

)−1(
Zr
η0

[η] +−[I]

)

(5.35)
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5.3 The RGW Circulator Design

In this section, a detailed procedure is presented for the circulator design. The previ-

ous analysis is directed to obtain the ferrite disc speci�cation to satisfy the circulatory

conditions. Based on the required operating frequency the procedure can be classi�ed

in the following steps:

1. RGW circulator with ideal boundary conditions: In this part, the RGW is

implemented with a PMC boundary, where the following approach is proposed.

(a) Assuming the Gytropy value in the range between −1 to 0 for below reso-

nance mode of operation. It is recommended to be limited in between −0.2

and −0.8 to avoid resonance losses and below saturation losses. These facts

are addressed in many articles and textbooks [92,93]. It is possible also to

select positive values of the Gytropy for above resonance mode of opera-

tion, but this usually gives a smaller operating bandwidth [93]. Then the

saturation magnetization of the ferrite disc can be calculated through

4πMs =
gκ fd

2.8 × 106
(5.36)

(a) The input reactance is equated to zero to �nd the ferrite radius and the

coupling angle.

(b) The ferrite height is assumed, where hf < a (assume hf = 0.4 a). This

condition to ensure the neglected axial variations as assumed in the anal-

ysis. This is a design parameter, which means that this height can take

many other values as long as the axial variation is neglected.

(c) The input resistance is calculated at the design frequency.

(d) Design the matching network to connect the junction to the feeding line.

It must be taken into consideration that the permittivity of the RGW
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should be smaller than the ferrite permittivity. As such, a PMC boundary

assumption at the perimeter of the ferrite disc between the ports is a valid

approximation. A roughly estimated limit is that εd,max = 0.8 εf , where

the dielectric �lling of the RGW has a relative permittivity of εd, while

the ferrite relative permittivity is εf . There are no de�nite limits for the

maximum value of the dielectric permittivity deployed for matching. How-

ever, the PMC boundary assumption is more violated when both values are

getting closer. After calculating the required value of the relative permit-

tivity for the matching, a lower value should be considered. The objective

is the RGW circulator design, which has more fringing �elds around the

ridge compared to the model with PMC surface. This results in having a

larger e�ective electrical width than the physical width. The characteristic

impedance of RGW will be smaller than the ideal model. To compensate

for this phenomenon, in advance, the utilized dielectric constant is lower

than the required one by 30%.

(e) Finally, the analytically predicted response of the scattering parameters

has to be compared to the simulated response based on ideal boundary

conditions.

2. RGW circulator realization: The objective of this step is to replace the PMC

boundary around the ridge with the periodic cells. To achieve that, the following

procedure should be performed:

(a) Design the periodic cell with the same gap height with a bandgap that

contains the circulator operating bandwidth.

(b) Replace the ideal PMC surface with the designed cells. Hence, further op-

timization should be performed to obtain the required response, if needed.
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5.3.1 RGW Circulator with Ideal Boundary Conditions

As mentioned before the design frequencies are fd1 = 15 GHz and fd1 = 30 GHz. The

assumed Gytropy is chosen to be −0.6. This value is a design parameter, i.e. it can

be selected with any value in the speci�ed range. The saturation magnetization of

the ferrite is calculated to be 4πMs = 3214.3, 6428.6 G, respectively. The dielectric

constant of the ferrite materials should be obtained from the ferrite provider. The

nominal value of this parameter is in between 12 and 15. An example of the ferrites is

the TT1-3000, listed in [3] with εf = 12.9. The ferrite materials can be custom made

with a speci�c 4πMs or can be ordered with standard values. If the required material

is not available, the designer can use a material with slightly less 4πMs and obtain

the same Gytropy by some extra magnetization. It is assumed here that the required

value is available. The material deployed in the design has 4πMs = 3214.3 and 6428.6

G and εf = 12.9.

The input impedance imaginary part is equated to zero. This results in a coupling

angle ψ = 0.5344 radian for both designs and ferrite disc radii are a1 = 0.0686� and

a1 = 0.0343�. Hence, the ferrite heights can be assumed to be hf1 = 0.0274� and

hf2 = 0.0137. It is important to notice that, both, the coupling angle and the disc

radius, determine the ridge width. This widthWr can be calculated through Equation

5.16, whereWr1 = 0.0699� andWr2 = 0.0349�. The input resistance of the ferrite disc

is equal to 16.82Ω in both cases, but the characteristic impedance of the air �lled

RGW is 54.98Ω. The RGW characteristic impedance is calculated approximately

through the stripline equation [3]

Z0 =
30π

We/b+ 0.441
(5.37)

The required dielectric constant to ensure the matching is above 10. As mentioned

before, the selected �lling material of εd = 7.75, which is around 30% below the
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required value of the matching. Figure 5.2 illustrates the simulated model of the

ideal RGW, where Figure 5.2 (c) focuses on the top PEC boundary condition in green

and Figure 5.2 (d) shows the PMC boundary in a blue color. The PMC boundary

is considered only to obtain the ideal RGW response. Figure 5.2 also illustrates the

curved shaped lines in Ports 2 and 3. The main reason behind this curvature is

to show the ability to align all ports at the principal planes, which is a standard

mechanical requirement in these devices. The comparison between the analytical

and the simulated response is shown in Figure 5.3 (a) and (b), for both designs. The

circulator response is considered in a 40% bandwidth centered at the design frequency.

It can be depicted from these �gures that the designs are shifted down in frequency,

intentionally. This shift is due to the deployed matching section. The dielectric

constant used in matching is less than the required value in order to compensate for

the expected change in the characteristic impedance of the ridge. Both designs cover

more than 25% bandwidth with a matching and isolation levels of −15 dB, while the

proposed bandwidths for 5G mobile applications do not exceed 10%. In addition, the

realization of this design by RGW will compensate for the frequency shift, which will

increase the circulator bandwidth. This will be explained in the following subsection.

5.3.2 RGW Circulator Realization with Periodic Cells

The periodic cells deployed in this design are the traditional bed of nails unit cell

(BNUC). These types of cells can achieve a bandwidth better than 2:1. In some

applications, when the operating bandwidth exceeds 2.5:1, other types of unit cells

have to be used. The design of the BNUC is visited in many publications. The

designed unit cell is shown in Figure 5.4 (a) and (b), while the Eigenmode solution is

provided in Figure 5.4 (c). The cell dimensions are the cell width Wc, the pin width

Wp, the gap height hg and the pin height hp. The values of these parameters are

listed in Table 5.2 for both designs, where the gap height of the cell is precisely equal
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Figure 5.2: The simulated model of the RGW circulator.

Table 5.2: The bed of nail unit cell dimensions.

The Dimension Design 1 Value (inch) Design 1Value (inch)

Wc 0.1813 0.0515
Wp 0.0976 0.0343
hg 0.0279 0.0137
hp 0.1813 0.0984

to the ferrite disc height. It can be depicted from Figure 5.4 (c) and (d), that the

stopband of the designed cells covers wider bands in both cases.

The cells are placed surrounding the ridge to keep the PMC boundary conditions

assumed in the ideal deign. The circulator con�guration is shown in Figure 5.5 (a),

where the upper ground is removed to show the structure details. The responses of

the �nal designs are presented in Figure 5.5 (b) and (c). It is evident from these

�gures that the curves are shifted up again. The practical ridge implementation has

more �eld fringing around the ridge compared to the ideal PMC boundaries, which

increases the e�ective width of the ridge. The wider ridge reduces the characteristic

impedance of the feeding line, which compensates the characteristic impedance of the

matching network. The �nal design covers, almost, a 40% bandwidth with a matching

level of −15 dB.
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Figure 5.3: The comparison between the analytical and the simulated response of the
RGW circulator with ideal PMC around the ridge. (a) Design example 1. (b) Design
example 2.
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Figure 5.4: The unit cell (a)Front view. (b) 3D view. (c) Cell 1 dispersion relation.
(c) Cell 1 dispersion relation.
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Figure 5.5: The realized RGW circulator (a) 3D structure. (b) Design 1 scattering
parameters. (b) Design 2 scattering parameters.
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5.4 Summary of the Introduced Components

In the previous four chapters, the measurement setup, as well as the accurate estima-

tion of the RGW bandwidth have been introduced. Moreover, samples of reciprocal

and non-reciprocal devices have been put in place. The design methodology of these

components has been illustrated in details. In the following chapter, some applica-

tion will be introduced to utilize these transitions and components in textile material

measurements and antenna applications.
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Chapter 6

Applications of Ridge Gap Waveguide

Devices

This work introduced a step toward the standardization of the RGW technology. Dif-

ferent transitions have been presented. In addition, better analysis techniques have

been proposed, especially, for the bandwidth evaluation. Moreover, samples of recip-

rocal and non-reciprocal devices have been introduced. These previous contributions

can be deployed in many applications. In this chapter, two examples will be given to

utilizing the RGW technology in di�erent applications. The �rst application is textile

material characterization through using a straight RGW. The second application is a

grating lobe free slot antenna array fed by anti-phase two ridge gap waveguides.

6.1 Textile Material Characterization using RGW

Technology

Wearable antennas and microwave medical applications create a high potential to

utilize and characterize the textile materials in microwave applications. Although

these materials have well known mechanical characteristics, but it is not enough for
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deploying in antenna applications. The electrical characteristics, especially the rela-

tive permittivity, are key elements in the antenna design process. Many traditional

methods to identify the relative permittivity of unknown materials are presented in

the literature. Resonance techniques and cavity perturbations were introduced, 50

years ago, to determine the dielectric permittivity [3, 94�96]. Another well-known

method is to identify the dielectric constant by performing measurements inside

waveguides [97�99]. The coaxial probe method and the free space method are some

of the presented techniques as solutions to the same problem. It is evident that the

previously mentioned methods are general techniques used with any type of materi-

als. These methods are applied to ceramics and substrates, for microstrip line and

coplanar waveguide applications, for example [100, 101]. Some of these methods are

applied even to semiconductors and liquids [96,102]. The measurement techniques of

the relative permittivity are developed rapidly to be extended for higher frequency

bands [103] or to be applied to new materials such as textile materials. In the case of

textile materials, the standard thicknesses are relatively small. This adds limitations

of the used measurement technique. This work introduces a novel methodology for

relative permittivity measurements that can be listed in the category of guided struc-

ture measurements. The goal of this partial is to propose a suitable measurement

technique for wideband operation and a small thickness of the sample under test

through using the Ridge Gap Waveguide (RGW). The proposed methodology has an

advantage of utilizing only the scattering parameters steady-state magnitude. Some

dielectric constant measurement techniques are based on time domain measurements

[12] other needs the complex value of the scattering [13]. In both cases, the measure-

ment devices imperfection a�ects the algorithm accuracy severely. This imperfection

has more e�ects on high frequency measurements. As the signal propagates inside

an RGW in the form of quasi-TEM, it is subjected to minimal dispersion. The sig-

nal is also subjected to small attenuation as there are no dielectric losses inside the
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structure.

The con�guration also requires no electrical contacts between its lower and upper

parts, which is a major problem in other structures like rectangular waveguides. The

ridge gap waveguide is similar to the traditional ridge waveguide in terms of the

widebandwidth while carrying the TEM mode is giving this new structure a better

performance compared to the traditional ridge waveguide. Two major characteristics

of this con�guration are the main reason behind the idea of using RGWs in the

relative permittivity extraction procedure. The quasi-TEM mode of propagation and

the small gap thickness encourage the employment of RGW in the measurement

setup. The wideband is another important feature of this technology. RGWs have

a bandwidth of 2.5:1 and this band can be increased by modifying the shape of the

unit cells that surround the ridge.

RGWs measurements have been presented in many papers before, but most of

them are performed only for small bandwidth relative to the possible band of this

guiding structure or with relatively lossy transition [10, 12, 28]. The idea presented,

here, to identify the relative permittivity depends on extracting the dispersion relation

of the propagating signal inside the RGW �lled with the sample under test. Extracting

the dispersion relation of a speci�c mode is quite simple if the numerical solution of the

whole structure exists. This case is addressed before in some publications, where the

FDTD solution is developed to generate the dispersion relation of each mode [35,36].

Other methods are presented to extract the RGW dispersion relation in a closed form

solution by solving the wave equation inside the periodic cells [32, 33] or having a

surface equivalent impedance of the cells top surface [34]. The proposed algorithm,

in this work, is able to extract the dispersion relation of the RGW with no prior

knowledge of the in�ll material relative permittivity.

In the following section, a detailed description is given for the used measurement

setup and the excitation technique for the whole experiment. This is followed by
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a section for the mathematical formulation to extract the relative permittivity out

of the measured data. The relation between the e�ective and relative permittivity

and the e�ect of the relative permittivity value on the measurement bandwidth are

discussed in two successive sections. In section 6.1.6, some benchmark examples are

illustrated to validate the proposed algorithm. The algorithm application on many

samples of textile materials is discussed in a separate subsection.

6.1.1 The Measurement Setup Description

The proposed setup consists of an RGW structure with a total length of 10 cells.

This line is excited through 2.92 mm coaxial connector to RGW transition. This

transition covers the whole possible bandwidth with a matching level below 15 dB

for the double transitions, as described in a previous chapter. Figure 6.1a shows the

cross section of the structure and Figure 6.1b shows the 3D model of the complete

setup. The model takes into consideration the coaxial ports and the 2.92 mm con-

nectors. It also considers the transitions from the coaxial ports to RGW and vice

versa. The middle section of this model is the straight RGW. The sample under test

has to be placed in this middle section as will be explained later. The �rst step is to

measure the setup response in the case of air �lling RGW. The calibrated measured

transmission coe�cient phase contains the air �lled RGW dispersion relation. In the

case of an air �lled guide, it is very important to obtain the dispersion relation for the

relative permittivity calculations. The second step is to place the sample under test

(SUT) inside the gap of the RGW. Performing the calibration via the TRL method

shifts the reference plane to be exactly at the starting point of the sample under test.

The scattering parameters are obtained while the textile material is �lling the gap.

The overall insertion loss and return loss curves are of a sinusoidal behavior. The

mathematical formulations are discussed in detail in the next section. It is worth
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Figure 6.1: The simulated model of the complete setup (a) Cross section. (b) 3D
model.

mentioning that although the re�ection coe�cient is a function of the relative per-

mittivity, the proposed methodology is based on extracting the required information

through the dispersion relation.

6.1.2 The Proposed Algorithm Mathematical Formulations

This relies on having only one propagating mode within the operating bandwidth of

the RGW. The block diagram of the SUT in between the two ports is shown in Figure

6.2, where the wave impedance of the sample under test and the port impedance are

Z1 and Z0, respectively. The signal passes through the interface between the �rst

port and the sample under test; then it su�ers from an in�nite number of re�ections

between both faces. This is a simple block diagram to model the loaded RGWwith the

material under test in between two air-�lled gap waveguides. The total re�ected signal

is the summation of the �rst re�ection and the series of the backward transmitted

signal components. The total transmitted signal can be expressed as a summation of

the forward transmitted signal components. The �rst forward transmitted component

is the multiplication of the signal amplitude and both transmission factors T , T ′and
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Figure 6.2: The SUT block diagram.

the propagation term along the sample under test. This results in AT T ′ e−jβl ,

which can be simpli�ed into the following form A (1− Γ2) e−jβl as T and T ′are equal

to (1 − Γ) and (1 + Γ) respectively. The signal re�ects two times and propagates

for a distance of 2l between each two re�ections. The previous term is multiplied by

Γ2e−j2βl to get next terms.

Based on what is mentioned above, the output signal at port 2 can be written as

follows:

Sout2 = A
(

1− Γ2
)

e−jβl

[

1 + Γ2e−j2βl + Γ4e−j4βl + ...
]

(6.1)

Sout2 =
A (1− Γ2) e−jβl

1− Γ2e−j2βl
(6.2)

Similarly for the return loss curve, AΓ is the �rst re�ection, while the �rst com-

ponent in the back re�ected series passes through the �rst port interface in both
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directions and re�ects on the far port only once. It is also evident that the signal

propagates for 2l distance. The total re�ected term can be written as follows,

Sout1 = AΓ{1−
(

1− Γ2
)

e−j2βl

[

1 + Γ2e−j2βl + Γ4e−j4βl + ...
]

} (6.3)

Sout1 = AΓ

{

1− (1− Γ2) e−j2βl

1− Γ2e−j2βl

}

(6.4)

Equations (6.2) and (6.4) are used to get an expression for the scattering parameters

for the sample under test to be

S11 = Γ

[

1− e−j2βl

1− Γ2e−j2βl

]

(6.5)

S21 =
(1− Γ2) e−jβl

1− Γ2e−j2βl
(6.6)

The general complex value of the re�ection coe�cient is Γ = |Γ|ejθΓ at each interface.

Starting from equations (6.5) and (6.6), expressions for the S-parameters magnitude

can be obtained as follows

|S11| = |Γ|
√

2− 2 cos (2βl)
√

1 + |Γ|4 − 2|Γ|2 cos (2βl + θΓ)
(6.7)

|S21| =

√

1 + |Γ|4 − 2|Γ|2 cos (2θΓ)
√

1 + |Γ|4 − 2|Γ|2 cos (2βl + θΓ)
(6.8)

For the propagating mode inside the sample under test, the wave impedance is

a pure real value. The angle of the re�ection coe�cient equals to nπ. Replacing θΓ

with nπ in Equation (6.8) results in
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|S21| =
(1− |Γ|2)

√

1 + |Γ|4 − 2|Γ|2 cos (2βl + θΓ)
(6.9)

The previous equation shows that the transmission coe�cient has a sinusoidal

behavior. The cos term is oscillating between 1 and 1. The minimum value of the

transmission coe�cient can be expressed by the following equation

|S21|min =
1− |Γ|2
1 + |Γ|2 (6.10)

The idea of the extraction algorithm is to �nd the minima and maxima of the

transmission coe�cient curve over a particular frequency band and equating the �cos�

term with ±1, which corresponds to the maximum and minimum of the re�ection

coe�cient. It is very clear in equations (6.7) and (6.8) when the �cos� term is equal

to 1 the value of the re�ection reaches its minimum value at 0, while the transmission

coe�cient will be equal to its maximum value. It is important to keep in mind that

in some cases, where |Γ| is very small, recognizing the minimum and the maximum

in the transmission coe�cient is di�cult and the values of |S21|maxand |S21|min are

very close to each other. In these cases, �nding the minima of the return loss curve is

more suitable and accurate. The previous analysis leads to having the following two

cases.

• Case 1: θΓ = 2nπ

� |S21|max at 2βl = 0, 2π, 4π, · · ·

� |S21|min at 2βl = π, 3π, 5π, · · ·

• Case 2: θΓ = (2n+ 1)π

• |S21|max at 2βl = π, 3π, 5π, · · ·

� |S21|min at 2βl = 0, 2π, 4π, · · ·
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The proposed extraction algorithm contains two major steps:

1. Indicate the frequency points correspond to the minima and maxima locations

in the magnitude of S21, or the corresponding values of the maxima and minima

of S11 magnitude .

2. Equate 2βl with 2nπ starting with 0 at the starting propagating frequency.

Applying the previously discussed algorithm, the dispersion relation curve for the

RGW �lled with the dielectric material can be extracted. The phase constant of the

RGW �lled with dielectric can be related to the same quantity of the air-�lled through

βfilled = βair gap
√
εeff (6.11)

By plotting the curve βfilled/βair gap the required quantity is equal to the curve

slope squared. It is very important to note that the algorithm �nds the e�ective

permittivity, while the �nal target is to obtain the relative permittivity. This creates

the need of having a general relation between the e�ective permittivity and the relative

permittivity or at least a curve that describes this relation for the guided structure

used in the measured setup.

6.1.3 The Tolerance Analysis of the Proposed Algorithm

The previous algorithm is based on two major assumptions, which are having a lossless

and frequency independent material under test. In this section, a tolerance analysis

is performed to study the case of low loss and frequency-dependent materials. Taking

into consideration the low loss materials, the complex relative permittivity can be

written as follows

εrc = εr (1− j tan(δ)) (6.12)
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to introduce frequency dependent to the losses, the imaginary part is considered with

the dielectric conduction losses [3], where

tan(δ) =
σ

ωεrε0
. (6.13)

This leads to generalizing equations (6.5) and (6.6) to be as follows:

S11 = Γ

[

1− e−2αl e−j2βl

1− Γ2e−2αl e−j2βl

]

(6.14)

S21 =
(1− Γ2) e−2αl e−jβl

1− Γ2e−2αl e−j2βl
(6.15)

Moreover, the complex value of the re�ection coe�cient at each interface is Γ =

|Γ|ejθΓ , where the phase can be related to the material parameters with the following

expression

θΓ = tan−1

[

2
(

1−√
εr
)

√
εr tan(δ)

]

+ tan−1

[

2
(

1 +
√
εr
)

√
εr tan(δ)

]

(6.16)

In this general case, the magnitude of the scattering parameters can be expressed as

|S11| = |Γ|
√

1+e−4αl−2e−2αl cos(2βl)√
1+|Γ|4e−4αl−2e−2αl|Γ|2 cos(2βl+θΓ)

(6.17)

|S21| =
√

1+|Γ|4e−4αl−2e−2αl|Γ|2 cos(2θΓ)√
1+|Γ|4e−4αl−2e−2αl|Γ|2 cos(2βl+θΓ)

(6.18)

for low loss materials under test the term e−2αl is approaching 1, and the angle of

the re�ection coe�cient equals to nπ, which retrieves the same equations described

before in the case of lossless frequency independent materials. Applying the same

algorithm to extract the phase constant implies that 2(βextracted)l will be equated by

2nπ or 2(n + 1)π. The extracted value of the phase constant through the proposed
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algorithm can be expressed as follows

βextracted = β (1 +4β/β) (6.19)

and the error in the extracted value of the phase constant is related to the loss tangent

by the following equation

4β/β =
1

2lβ

{

tan−1
[

2(1−√
εr)εrε0ω

σ
√
εr

]

− tan−1

[

2
(

1 +
√
εr
)

εrε0ω

σ
√
εr

]}

(6.20)

Based on the relation between the relative permittivity and the phase constant the

error in the relative permittivity can be proved to have the following expression

4εr/εr = 1− (1 +4β/β)2 (6.21)

The previous expression is a function of the frequency and the material conductivity.

To study the e�ect of having lossy and frequency dependent material, Figure 6.3 is

plotted for a material of relative permittivity of 1.96, which is the case of RT 5880

LZ standard substrate. It can be depicted from this curve that the error in the real

part of the relative permittivity is about 1% in the case of σ = 0.1 and a frequency

of 10 GHz.

Another factor that can a�ect the measured value of the dielectric constant is the

thickness of the sample under test. The proposed algorithm assumes that the sample

completely �lls the gap above the ridge. In the case of any deviation for the height

of the sample, an air gap between the sample and the top ground may occur, or if

the sample is thicker, it will be compressed without possible air gaps. In the latter

case, the permittivity might di�er than the actual one as well to be higher. This
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Figure 6.3: The error in the relative permittivity with both the material conductivity
and the measurement frequency.

leads to a di�erent e�ective value of the extracted phase constant, which results in a

variation of the e�ective value of the relative permittivity. The previously described

problem has a signi�cant e�ect on the extracted values of high relative permittivity

materials. However, its e�ect is reduced as the sample dielectric constant decreases.

The objective materials to be tested in this work are the textile materials, which

generally have a low dielectric constant. In the following part, the case of an air gap

above the sample under test (SUT) is considered.

The e�ect of an air gap above SUT

The existence of an air gap above the sample under test (SUT) results in having a

lower measured relative permittivity than the actual value. This occurs when the

sample height is slightly less than the gap height. The measured relative permittivity

can be expressed as:

ε(m)
r =

εr(h− ha) + ha
h

(6.22)
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where ha represents the air gap height above the sample under test. The percentage

error in the relative permittivity value can be expressed as:

4εr
εr

=
ha
h

[

1− 1

εr

]

(6.23)

This expression indicates that an error of 10 % in the height of the sample under test

leads to an error of 3 % in the relative permittivity value if the relative permittivitty

in the range of 1.5. This error increases to 9 % for samples of relative permittivity

around 10. Based on this, the existence of an air gap above the sample under test has

a minimal e�ect because the textile material, generally, have low dielectric constants.

6.1.4 The Relation Between the E�ective and the Relative

Permittivity

The basic idea of this work is to deploy the RGW in the measurement of the dielec-

tric constant. The available RGW structure in the lab has the dimensions listed in

Table 6.1 with the cross section illustrated in Figure 6.4 where all dimensions are

indicated in this �gure. This cross section has the ridge in the middle surrounded by

periodic nails from both sides. The nails and the ridge have the same length. Both

the ridge and the nails have the same gap height with the upper ground. Perform-

ing many simulations with di�erent values of the relative permittivity and extract

the corresponding e�ective permittivity through the simulation tool, Figure 6.5, can

be obtained. This is based on simulating an RGW �lled with material of a prede-

termined dielectric constant and calculate the corresponding e�ective permittivity.

The e�ective relative permittivity is calculated from the phase constant using the

quasi-TEM assumption. The simulation is repeated for many values of the relative

permittivity in the range of 1 to 3, while the corresponding e�ective permittivity is
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Figure 6.5: The relation between the e�ective and the relative permittivities.

6.1.5 The Operating Bandwidth of εr Measurement

The proposed algorithm is based on having single mode inside the middle section,

where the SUT is placed. The air �lled RGW has the maximum possible operating

bandwidth. Figure 6.6 illustrates the dispersion relation of the air �lled RGW. The

operating bandwidth can be seen in the previous �gure to start at 11 GHz and end

at 23 GHz. The actual operating bandwidth is slightly less than the bandgap of the

periodic cell due to the ridge existence.

Adding any material inside the gap between the ridge and the upper ground de-

creases the operating bandwidth. Figures 6.7 and 6.8 illustrate the dispersion relation

of the ridge gap waveguide partially �lled with material of εr = 2 and 3, respectively.

The RGW mode is the quasi-TEM mode, where the dispersion relation is linear in

the operating bandwidth. The dispersion relation linearity leads to a straightforward

extraction procedure. Moreover, these �gures indicate that as the relative permittiv-

ity increases, the operating bandwidth decreases. It is evident also that the lower end

of the operating bandwidth is constant while the upper limit is going down as the
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dielectric constant increases. These �gures are extracted for the RGW with the listed

dimensions for the available measurement setup. As the proposed algorithm is valid

as long as there is a single mode propagating along the ridge in the measurement

band, this is a limitation of the extracted value of the relative permittivity using this

setup. The objective materials are the textile materials, where the expected range

of the relative permittivities is relatively small. The expected value of the relative

permittivity is less than 3, and this makes the available setup valid for measuring

the dielectric constant of the objective materials. It is important to mention that

the limitation here is due to the possible setup. The available range of the measured

relative permittivities can be expanded by decreasing the gap height of the RGW

used in the measurement procedure.

The previous analysis gives an impression of having some contradiction with the

objective of the algorithm as it shows that the operating bandwidth is a�ected sig-

ni�cantly by the dielectric constant of material under test. Although the bandwidth

is a�ected by the �lling material, the cell design can be modi�ed to provide su�cient

bandwidth initially. Some proposed cells in the literature are able to provide an op-

erating bandwidth ratio of 3 to 1 and even more [29]. The study in the previous part

focused on the already fabricated setup to utilize the available resources. However,

the algorithm can be applied to better ridge gap waveguide designs.

6.1.6 The Proposed Algorithm Validation

For the validation of the proposed algorithm, the con�guration shown in Figure 6.9

is simulated. In this �gure, a dielectric �lled RGW is placed in between two air

�lled RGWs. The �lling dielectric height is exactly equal to the gap height while

the width is equal to the ridge width. The upper ground is plotted in a transparent

color in order to show the internal details of the structure and the sample position.

In the case of increasing the width, some resonance frequencies are generated within
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Figure 6.6: The dispersion relation of an air �lled RGW in the existence of the ridge.
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Figure 6.7: The dispersion relation of a partially �lled RGW in the existence of the
ridge (εr = 2).
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Figure 6.8: The dispersion relation of a partially �lled RGW in the existence of the
ridge (εr = 3).

the operating bandwidth which is a�ecting the simulation results, especially for high

dielectric constant �lling. Di�erent standard substrates are used to obtain the re-

sponse. Figure 6.10 shows the scattering parameters of the validation setup with

three di�erent Rogers materials RO3003, RO5880 and RO5880 LZ, where the rela-

tive permittivities are 3, 2.2 and 1.96 respectively. Applying the proposed algorithm,

the dispersion relation for the dielectric �lled guide is obtained. The second step is

to get the slope of each curve compared to the air �lled case, which is the square

root of the e�ective permittivity. The dispersion relations for the RGW �lled with

dielectric in these di�erent cases are shown in Figure 6.11 compared to the value of

βair
√
εeff . The values of the e�ective permittivities are obtained to be 2.34, 1.82 and

1.66 respectively. Using the curve that relates the e�ective to relative permittivities

in Figure 6.5, the relative permittivities extracted are 2.97, 2.19 and 1.93. The error

in extracting the relative permittivity values is less than 2% in the previous three

cases.
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The second validation step is performed experimentally. The TRL calibration

performed using customized Through, Short Circuit, and Line is shown in Figure

6.12. This �gure indicates two transitions from coax to RGW are connected to a

straight ridge gap waveguide, where the upper ground of the RGW is removed to

show the structure details. This �gure also shows di�erent guide lengths in order to

be deployed in the calibration procedure. A sample of RO5880 LZ standard substrate

with the required dimensions is placed on top of the ridge. The validation setup is

shown in Figure 6.13. In this �gure a piece of the material under test is prepared

with the gap height exactly and placed above the ridge. The upper ground is also

removed to show the testing con�guration. The comparison between the scattering

parameter measured and simulated for this setup is illustrated in Figure 6.14. The

previous comparison shows a very good agreement between the simulated and the

measured scattering parameters; then these parameters are utilized to obtain the

e�ective permittivity through the proposed algorithm in Section 6.1.2. The extracted

e�ective permittivity is 1.65, and the corresponding relative permittivity is 1.92.,

while the sample has a dielectric constant of 1.96. The percentage error in measuring

the relative permittivity, in this case, is 2%. It is important to mention that the

methodology used to determine the dielectric constant of these standard substrates

is entitled the strip line test [104] as referred to in the data sheet of this speci�cation

substrate.

6.1.7 The Relative Permittivity Extraction in Textile Materi-

als

The same procedure was applied in the case of two di�erent textile materials. The

selected SUT are based on the suitability of using them at high frequencies. After

literature review and dealing with multiple samples in our experiment, it is observed

that prior knowledge about material composition is a valuable parameter. There are
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Figure 6.9: The setup validation model.
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Figure 6.10: The scattering parameters of dielectric �lled RGW between two air �lled
RGWs.
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Figure 6.11: The extracted dispersion relation of three standard substrates.

Figure 6.12: The customized TRL calibration kit parts.
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Figure 6.13: The measurement setup with a sample under the test of RO5880 LZ
substrate.
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Figure 6.14: Comparison between the simulated & measured scattering parameters
of a partially �lled RGW with 5880LZ substrate.
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Figure 6.15: The dispersion relation extracted through the measurement setup.

a variety of textile materials available in the local market, but not all materials are

suitable for microwave application due to their individual electrical properties.

The conventionally used textile materials for wearable applications in literature

have a di�erent composition such as 100% cotton materials, 100% polyester materials,

65 % cotton and 35% polyester material, and 65% polyester and 35% cotton materials

[105�108]. It is observed that the materials with 100% polyester are not suitable for

antenna designing due to their extra softness and di�cult to measure the required

thickness in an accurate way. In the RGW, the gap between the ridge and the

upper plate is a critical parameter. If the SUT does not have exactly the proper

thickness, the overall system performance is deteriorated. The SUT thickness should

be accurately measured by some speci�c tools to ensure the required dimensions

suitable for the measurement procedure. The selected materials are shown in Figure

6.16 where Sample 1 has a characteristic composition with 65% cotton and 35%

polyester while Sample 2 contains 100% cotton. Both pieces are to be cut exactly to

the width of the ridge. They are placed inside the gap above the ridge.
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Figure 6.16: The textile samples under test.

The two samples were prepared with the required dimensions to be placed correctly

inside the gap of the RGW. Figure 6.17 shows the measurement setup with the two

samples. Sample 1 has a pink color, while the black colored material is sample 2.

The upper ground of the ridge is removed to show the sample placement. For textile

materials of thickness less than 1 mm, stacked layers of the material can be used to

construct the required sample. The setup in Figure 6.18 is deployed to measure the

scattering parameters of the loaded RGW with the textile materials. After applying

the TRL calibration, the scattering parameters of the two samples are shown in

Figure 6.19, and the extracted dispersion relations for both samples are shown in

Figure 6.20, where the e�ective permittivities for Sample 1 and 2 are 1.33 and 1.425

respectively. The corresponding values of the relative permittivities are 1.38 and 1.53,

which are indicated in Figure 6.21. The same algorithm was applied three times, and

the extracted results have a neglected deviation of the nominal values, about 0.1

%. This highlighted the repeatability of the proposed algorithm. Another validation

step was performed by comparing these results with another extraction procedure

based on the resonance technique. The �rst sample was measured through resonance

technique in [109]. The estimated dielectric constant is 1.41, which is very close to

the value extracted through the proposed algorithm.
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Figure 6.19: The scattering parameters of a partially �lled RGW with two di�erent
samples of textile materials.
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Figure 6.20: The dispersion relation extracted through the measurement setup for
two textile material samples.
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Figure 6.21: The extracted relative permittivities of the textile material samples Vs
frequency.

6.1.8 The Uncertainty in the Measured Results

The proposed algorithm is validated with a sample of a well-known dielectric con-

stant. In addition, the measured results are compared with the values obtained by a

resonance method, and they are in excellent agreement. However, some points may

contribute to some measurement errors. These sources of errors have di�erent e�ects

on the extracted relative permittivity. It can be classi�ed into three categories: The

sample electrical properties e�ect, the sample mechanical properties e�ect, and the

instruments imperfection.

Measurement error due to losses and frequency dependency

As mentioned before, the losses and the frequency dependency lead to an expected

error in the measured dielectric constant as shown in Figure 6.3. The max expected

error due to both losses and frequency dependency is about 1% as long as the ma-

terial conductivity is below 0.1 S/m. It is important to mention that these errors
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are calculated based on a simple model of the frequency dependency in Equation

6.13. More complicated and accurate models can be considered to generalize the pro-

posed methodology, however, in the application in focus, the results are very close

to the results provided by narrow band algorithms based on resonance. This gives

an indication of the insigni�cant e�ect of the frequency dependence on the extracted

results.

Sample Mechanical properties e�ect

The dimensions of the sample under test has an e�ect on the extracted value. The

sample height e�ect is studied in section IV, where the dielectric constant percentage

error is about 3 % if the sample thickness is reduced by 10 %. The width of the

sample under test will have a small contribution as the propagating mode inside the

RGW is a quasi-TEM mode with the electric �eld is con�ned within the ridge width.

It is important to make sure that the sample width is equal to or slightly greater than

the ridge width. If it is greater than the required width, some of the fringing �elds

will be a�ected by the existence of the dielectric material. This has an insigni�cant

e�ect on the e�ective permittivity.

Instruments imperfection

One of the major advantages of the introduced method is the immunity of the instru-

ments imperfections. The presented algorithm depends only on the magnitude of the

steady state scattering parameters. There is no need for an accurate time domain

measurement or even the scattering parameter phase. The proposed algorithm is

able to extract the relative permittivity from the dispersion relation slope. This slope

is obtained through the peaks and minima of the scattering parameters magnitude.

Most of the errors due to the instruments and the calibration a�ect the phase of the

S-parameters, which is not considered in the presented technique.
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6.2 Leaky-wave Antenna Array Fed by RGW

Antennas excited by ridge gap waveguides were �rstly proposed in 2012 [110]. The

previously mentioned work proposed feeding a two-slot antenna by a ridge gap waveg-

uide T junction. In [23] an RWG structure with pro�led ridge to increase the width

of the ridge and to act as an H-plane sectoral horn was used to excite an array of

long slots with uniform �elds. To reduce the grating lobes, the slots were split and

separated by a half wavelength after introducing 180� phase shift to one-half of the

structure [111]. Here a similar slot arrangement is used, but without the need for a

phase shifter.

6.2.1 Magic Tee Design

In order to eliminate the necessity of a frequency varying phase shifter as in [111], a

four port magic tee is designed to operate in the Ku-band. The co-linear arms are fed

from the H-plane port to achieve the power splitting with out of phase �eld output or

they are supplied from the E-plane port to achieve the power splitting with in-phase

�elds in both ports. The matching is accomplished by placing a hemisphere in the

ground facing of the H-plane port. Figure 6.22(a) illustrates the cross sections of the

magic tee circuit with the matching hemisphere while Figure6.22 (b) shows the 3D

structure of the same component. The response of this magic tee circuit is provided

in Figure 6.23, which indicates that the magic tee has a matching level of −15 dB for

both ports over more than 80% of the Ku-band.

6.2.2 Ridge Gap Waveguide Analysis

As mentioned before, the magic tee circuit was used to feed the RGW to achieve

180◦phase shift between the two halves of the RGW. The RGW is designed with cell

size to operate in the Ku-band. It can be seen in Figure 6.24 that the unit cell with
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Figure 6.24: The unit cell dispersion diagram.

the dimensions provided in Table 6.2 covers the whole Ku-band. The RGW connected

to the magic tee circuit as shown in Figure 6.25(a) where the upper ground is made

invisible to illustrate the internal details of the structure, while the �eld distribution

is shown in the same �gure part (b). The �eld distribution plotted in this �gure

indicates that the phase di�erence between both halves of the RGW is 180◦. Placing

the slot array alternating between the two parts of the RGW with half wavelength

separation will keep all slots in phase. This feeding mechanism provides wider band

compared to similar transitions presented in the literature [112].

Table 6.2: The dimensions of the unit cell design

The Parameter The Value (inch) The Parameter The Value (inch)

Cell width 0.25 Gap Height 0.07

Nail Width 0.15 Nail Height 0.2
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Figure 6.25: The RGW fed by the magic tee (a) 3D structure (b) The �eld distribu-
tion.

6.2.3 The Leaky Wave Slot Array

All slots have the same phase as described in the former section. Moreover, the �eld

distribution in the line is almost uniform due to the RGW propagating mode. The slot

widths are gradually increased to compensate the decrease in the amplitude caused

by each slot radiation. Increasing the slot width in a successive way provides equal

magnitude for all the array elements. Figure 6.26(a) shows the complete structure

with the slots placed in the upper ground. The radiation pattern of this leaky-wave

slot array is plotted in Figure 6.27.

The return loss of the complete structure, as well as the Gain Vs frequency, is

shown in Figure 6.28. To illustrate the frequency scanning of this structure, the

radiation patterns of the array are plotted in the Figures 6.29 through 6.32. It is

worth mentioning that the worst matching occurs in the case of the broadside beam

at a frequency of 13.8 GHz. It is always hard to achieve the matching at the broad

side operation. The return loss and the gain plotted in this design indicate that the

least matching and the smallest gain occur in the broadside case.
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Chapter 7

Conclusion and Future Work

Recently, a new guiding structure referred to as the ridge gap waveguide (RWG) was

developed. The RWG has interesting characteristics that make it suitable for mil-

limeter wave applications. However, the RWG is not one of the standard guiding

structures that can be measured directly with the standard connectors and equip-

ment. Therefore, transitions between the RWG and other guiding structures must

be developed. In addition, the conventional components that are developed for other

technologies must be developed based on the RWG technologies. This thesis has been

dealing with some of these requirements.

The �rst part of this work has proposed transitions showing promising behaviors.

Two di�erent transitions have been presented: A coaxial to RGW transition and a

microstrip line to RGW transitions. These transitions enable the establishment of

measurement setups of devices based on RGW technology. Then, di�erent analysis

techniques were introduced to give a more accurate estimation of the RGW band-

width and a deeper understanding of the meaning of this bandwidth. In this work,

a new practical methodology for the dispersion relation extraction has been intro-

duced, which depends only on the two-port scattering parameter measurements of

the embedded device under test (DUT). The di�erence between the unit cell possible
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bandwidth and the realized bandwidth has been highlighted to introduce more ac-

curate parameters for di�erent cell comparisons. Moreover, a novel structure of the

RGW unit cells has been developed, which is called the grounded printed cone unit

cell that is easily fabricated providing wider operating bandwidth. In addition, a new

type of the RGW based on using two di�erent gap heights has been introduced.

Based on the designed transitions and the accurate evaluation of the RGW band-

width, various microwave components have been designed. Three di�erent microwave

components have been developed. The �rst component is a wideband power divider.

The introduced power divider has covered 50 % of the X-band, all the Ku-band and

25 % of the K band, which is based on two Chebyshev matching transformers. The

second passive component is an RGW hybrid coupler, where the core mathematical

formulations, as well as the empirical expressions, have been deployed in the design

procedure. The �nal design has been fabricated and tested through a special test

setup for the RGW components with an excellent agreement with the simulation.

A systematic approach to analyzing and design circulators has been developed.

The results, based on this approach have been compared with the analytical model

that relies on assuming ideal boundary conditions. Two circulator examples have

been presented at two di�erent frequencies for mobile and radar applications. The

introduced circulators provided a 40% operating bandwidth with a matching and

isolation levels of 15 dB.

The �nal part is related to the applications of the introduced transitions and com-

ponents. Two di�erent applications have been presented based on RGW technology.

The �rst one is the development of a wideband measurement set up for the rela-

tive permittivity. The existence of a single quasi-TEM mode inside the RGW leads

to having a simple relation between the dispersion relations of the air �lled RGW

and the partially �lled one. The algorithm has been validated with some standard

substrates and has been utilized to measure di�erent textile materials. The second
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application is a novel idea of building a leaky-wave slot array fed by RGW structure.

The feeding structure enables the separation between the successive split slots by a

half wavelength to eliminate the radiation pattern grating lobes without the need

of a phase shifter that limits the operating bandwidth. Moreover, more slots in the

structure will provide higher gain and a narrower beam in the E-plane.

This work can be extended by exploring other passive devices based on the ridge

gap waveguide technology such as the loop couplers and magic tees. Moreover, many

nonreciprocal devices have to be designed based on the RGW like the phase shifters

and duplexers. These devices enable the deployment of the RGW in future communi-

cation systems. In addition, the active components can be a very useful extension of

this work. Hence, the full high frequency link can be implemented through the RGW

technology, which is the �nal goal of this work.
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