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Abstract 

 

Numerical Modeling of Suspension and Particle Transport in Thermal Spray 

Processes 

 

Mehdi Jadidi, Ph.D. 

Concordia University, 2016 

Fine microstructured coatings have attracted many attentions in recent years due to various 

unique properties such as remarkable wear resistance, enhanced catalytic behavior, and superior 

thermal insulation. Suspension thermal sprays have been shown to be viable techniques in 

generating this kind of coatings. In these techniques, suspension which is a combination of a base 

liquid and fine solid particles is injected into a high-temperature high-velocity jets. After 

suspension breakup, the evaporation/combustion of base liquid becomes dominant. Then, the 

remained particles are accelerated and heated up by the gas flow and are deposited on a substrate 

which results in the generation of dense and well-adhered coatings.  

Suspension thermal spraying is very complex and many fields such as turbulent flow, 

multiphase flow, compressible flow, combustion, atomization, suspension properties, and plasma 

physics are involved in the mentioned technique. In addition, many parameters and mechanisms 

in this technique are still unknowns. Therefore, both numerical and experimental studies should 

be performed to obtain a comprehensive understanding of various phenomena in suspension 

thermal spraying and to improve the coating quality. The main goal of this study is the numerical 

modeling of suspension thermal sprays.  
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An Eulerian-Lagrangian approach with two-way coupling assumption is presented and 

suspension droplet evolution in the atmospheric plasma spraying and high velocity oxygen fuel 

spraying techniques is investigated. In this model, suspension is considered as a multi-component 

mixture and a predefined droplet distribution is injected into the jet. In this approach, the breakup 

process is simulated using Taylor Analogy Breakup (TAB), and Kelvin-Helmholtz Rayleigh-

Taylor (KHRT) breakup models. After breakup process is complete, the liquid component of 

suspension droplet evaporates/burns, and the particles/agglomerates are tracked in the domain. In 

general, the effects of suspension injection velocity, suspension properties, suspension injector 

location, standoff distance, substrate shape, and gas properties on the coating characteristics can 

be investigated by this approach. For example, in the case of radial injection of suspension into a 

plasma plume, it is illustrated that if particles move close to the jet centerline, particle velocity and 

temperature as well as probability of particle impact on the substrate will increase.  

The mentioned Eulerian-Lagrangian approach revealed that the breakup phenomenon mainly 

controls the droplets/particles trajectories, temperatures and velocities. However, the typical TAB 

and KHRT models ignore liquid/suspension column deformation, and need experimental 

calibration. To study the breakup process in more details, the effect of nonuniform gaseous 

crossflow and liquid column perturbations on the primary breakup of liquid jets are investigated. 

A coupled level set and volume-of-fluid method together with the large eddy simulation turbulence 

model are used to study the behavior of nonturbulent liquid jets in nonuniform crossflows. It is 

shown that liquid penetration height is significantly affected by the crossflow nonuniformity. In 

addition, to investigate the effects of liquid column perturbations on the breakup process, 

experimental studies are performed using shadowgraphy technique. General correlations for the 

penetration height, the column breakup point, and the onset of surface breakup are presented. It is 
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found that the liquid column perturbations result in formation of large ligaments very close to the 

liquid and gas flows interaction point. These ligaments control the droplet size distribution and 

have significant effects on particle in-flight behavior, and coatings quality. The results of these 

studies can be used to estimate the spray trajectory in suspension plasma spray process, and to 

improve the accuracy of TAB and KHRT breakup models.   
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Chapter 1 

“Some parts of this chapter is reprinted from the paper published in journal of Coatings, 2015, volume 

5, pp. 576-645, [1], with permission” 

 

1 Introduction 

1.1 Overview  

Thermal spraying is a process in which molten, semi-molten or solid particles are deposited 

on a substrate. Various thermal spray techniques such as atmospheric plasma spraying (APS), and 

high velocity oxygen fuel spraying (HVOF) are extensively used in industry to generate many 

different types of coatings such as thermal barrier, wear resistance, and corrosion resistance. As 

the coating particles are molten or solid and sufficiently fast in a stream of gas, they can plastically 

deform while impacting on the substrate which results in coating production. Obviously, the 

particle temperature and melting state and its kinetic energy have enormous influences on the 

coating properties. Therefore, the temperature, trajectory, and velocity of these fine particles must 

be well controlled to generate repeatable and desirable coatings [2-5].  

The plasma torch usually consists of an anode made of copper and a cathode of thoriated 

tungsten (see Figure (1.1)). The plasma gas is heated up by the electric arc discharge and goes 

through a nozzle. Then, the gas typically expands in the atmosphere and forms a jet with Mach 

number around 0.6. The plasma gases are typically Ar, Ar+H2, Ar+He, Ar+N2, Ar+He+H2, and 

Ar+He+N2. It is worth mentioning that, Ar causes the arc inside the nozzle to be stabilized and the 

presence of He, H2, and N2 in the mixture results in the enhancement of heat transfer from gas to 
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particles. In a typical plasma torch, the gas temperature and velocity at the nozzle exit is around 

14000K and 800 m/s, respectively. Using a carrier gas, the powder is usually injected into the jet 

radially. The powders are typically oxide ceramics in the range of 20-90 µm. The distance between 

the nozzle exit and the substrate is between 60 and 130 mm [2]. 

 

 

Figure 1.1 Schematic of a typical plasma torch 

 

In a typical HVOF process, fuel (gas or liquid) and oxygen are injected into the combustion 

chamber and ignited. Then the exhaust gas goes through a nozzle and a supersonic jet is obtained 

which emerges into the surrounding air (see Figure (1.2)) [2]. The powder can be injected into the 

jet in radial or axial directions using a carrier gas which is usually nitrogen or argon [2]. The HVOF 

system can be used to spray metals, metallic alloys, cermets, ceramics, and polymers [2, 5-7]. 

However, particles are usually composites with carbide reinforcements, metals, and alloys, and are 

in the range of 5-45 µm [2]. Due to the nozzle geometry, chamber pressure and flame temperature, 

the particles in the HVOF process undergo high velocity (more than 500 m/s) and temperature in 

a way that their temperature reaches the melting point or above. The wire/rode is also applied in 

this technique to generate the molten particles. The end of wire/rode become molten in the flame 

and then atomized by compressed air to form droplets and these droplets accelerate toward the 

substrate. The distance between torch exit and the substrate is typically in the range of 150-300 
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mm [2]. Water, air or a mixture of both (hybrid) can be used for cooling the combustion chamber 

and the nozzle [1]. 

 

 

Figure 1.2 Schematic of a typical HVOF nozzle [1] 

 

As fine microstructured coatings have great performance, coating with nano and submicron 

sized particles is the main trend in development of emerging thermal spray processes. There are 

various unique properties related to fine microstructured coatings such as enhanced catalytic 

behavior, noticeable superhydrophobicity behavior, remarkable wear resistance, superior thermal 

insulation and thermal shock resistance [1, 7]. Nevertheless, coating fine particles using 

conventional atmospheric thermal spray techniques is a difficult task to do, due to several reasons. 

The first reason is that nano and sub-micron particles usually form agglomerates which lead to 

clogging the feed lines. The second reason is the strong tracking of gas phase streamlines by the 

sub-micron particles. In other words, very fine particles decelerate and get diverted by the gas flow 

in the stagnation region near the substrate. The third reason is the easily distribution of nano scaled 

particles in air, which lead to their penetration in human skin or passing through the respiratory 

tract, the lungs and finally entering the blood circuit [1, 8].  

To address the above mentioned issues, spraying suspension of fine solid particles is one of 

the best known techniques [7, 8]. A combination of fine solid particles (usually in the range 500nm-

5µm) and a base liquid such as water or alcohol is known as suspension. To stabilize the suspension 
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(preventing particle agglomeration and sedimentation) a proper chemical stabilizers or surfactants 

are usually added to the system [8]. Suspension is commonly performed with the APS and HVOF 

techniques that are usually called as suspension plasma spraying (SPS) and high velocity 

suspension flame spraying (HVSFS). Instead of powder injection, suspension is injected into the 

jet/flame using spray atomization or injection of continuous jet methods (see Figure (1.3)) [9]. In 

addition, suspension can be injected into the jet radially or axially [7-10]. Figure (1.4) illustrates 

the radial injection of suspension into a plasma plume in more details. As can be seen, the spray 

field can be divided into three zones: 1) liquid jet, 2) disintegration of liquid column and formation 

of ligaments, 3) droplets [11]. In HVSFS process, axial injection of suspension into the combustion 

chamber is more common [10].  

 

 

Figure 1.3 External radial injection of suspension into HVOF jet, (a) spray atomization and (b) 

mechanical injection (continuous jet) [9] 
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Figure 1.4 The cross-flow suspension atomization is divided into three zones; cylindrical liquid 

jet, disintegration of liquid column, and droplets [11] 

 

 

Figure 1.5 A schematic of a suspension droplet evolution in a high temperature jet or flame [8]  

 

Figure (1.5) shows a schematic of the suspension droplet evolution in a high temperature jet 

or flame [8]. After suspension injection, the flame/jet atomizes the suspension (primary and 

secondary breakup) firstly and the liquid evaporation becomes dominant subsequently. Because of 

liquid evaporation, the solid particles or their agglomerations remain in the field and the flame/jet 

temperature decreases. Then, the particles are heated up by the flame/jet and accelerated toward 
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the substrate. It should be noted that the strong cooling of the hot gases by liquid vaporization and 

the very low inertia of particles implies very short spray distances [8, 12, 13]. 

It is clear that the coating quality obtained by the suspension spraying technique depends on 

the suspension penetration within the jet, the primary and secondary atomization of the suspension, 

and the slurry droplet evaporation/combustion [8, 12]. To control the above mentioned 

phenomena, the suspension characteristics such as density, specific heat, viscosity, surface tension, 

thermal conductivity and velocity as well as the main flow (i.e. jet/flame) properties, momentum, 

temperature, pressure, and turbulence should be known [1]. It should be noted that the mentioned 

that suspension properties strongly depend on the particle concentration, particle material, size and 

shape, base fluid material, surfactant/additives composition and concentration, suspension 

temperature, and acidity (pH) [14-17]. Moreover, the type, location, and angle of suspension 

injectors have significant influences on droplet size and velocity distributions, and consequently 

on the coating properties [9, 18, 19]. The significance of most of the mentioned parameters related 

to the coating properties have not been explored yet. 

In a comprehensive article, the main phenomena involved in suspension thermal spray process 

(e.g. suspension properties, primary breakup, coaxial atomization, jet in crossflow, secondary 

breakup, evaporation, and etc.) have been reviewed [1]. It has been discussed that many parameters 

and mechanisms in the suspension spraying technique are still unknowns and must be understood 

to control and improve the coatings properties. It is obvious that both numerical and experimental 

studies should be performed to prepare a complete understanding of the key phenomena involved 

in this process. It is worth mentioning that suspension thermal spray simulation is more 

complicated than the modeling of conventional thermal spray processes because of the presence 

of some physical phenomena such as suspension atomization. Furthermore, experimental 
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measurement of in-flight particle parameters such as velocity, diameter, and temperature in 

suspension thermal spray conditions is more challenging due to smaller size of particles. In this 

thesis, the main focus is on the numerical modeling of suspension thermal spray process. 

 

1.2 Numerical Methods and Previous Studies  

Today, several numerical approaches are available to model the behavior of gas-

particle/droplet flow such as Eulerian-Lagrangian model, Eulerian continuum approach (Eulerian-

Eulerian model or two-fluid model), kinetic theory, and Ergun theory [20, 21]. In Eulerian-

Lagrangian approach, the gas is modeled as a continuum phase while Lagrangian models are used 

to simulate the particles motion and heat transfer. This approach is suitable for dilute flow 

modeling [20, 21]. In Eulerian-Eulerian approach, all phases are assumed to be continuum and this 

method is suitable for dense flow modeling [22, 23]. The kinetic theory is used when the 

concentration of the particles is high so that the interparticle collisions become the dominant 

transport mechanism. This method assumes the particle as a molecule. The Ergun theory calculates 

the pressure drop in a packed bed [20]. It should be noted that the Eulerian-Eulerian and the 

Eulerian-Lagrangian approaches are used to model the thermal spray processes because the 

concentration of the particle phase is not too high in these systems. However, the Eulerian-Eulerian 

approach was only used by Dolatabadi et al. [24] and Samareh and Dolatabadi [25] to model the 

dense flow in HVOF and cold spray processes, respectively. This approach is not focused here. 

As mentioned above, in Eulerian-Lagrangian approach, the particle phase is simulated by 

Lagrangian models while the gas phase is modeled as a continuum phase. The main force which 

controls the motion of the particles is drag. Moreover, if the particle is homogenous and the Biot 

number is less than 0.1, the lumped capacity method is used to model the particle heat transfer [20, 
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21]. It should be noted that Lagrangian models can be categorized as stochastic and deterministic 

models. The stochastic model considers the effect of gas turbulence on the particle motion and 

heat transfer; however the deterministic model neglects the gas turbulence effects. One-way 

coupled and two-way coupled are other assumptions used in this approach. In one-way coupled 

assumption, only the effect of one phase on the other is considered and there is no reverse effect 

[26-28]. In two-way coupled assumption, the effects of both phases on each other are considered. 

To model the gas phase, the equations of mass, momentum, species, and energy are solved [20, 

21]. 

A comprehensive review of the Eulerian-Lagrangian approach is presented by the author [1]. 

Some empirical formulas for drag coefficient, thermophoretic force, and Nusselt number are 

described and the compressible form of the mass, momentum, species mass fractions, and internal 

energy equations of the gas phase are presented. Different models for reaction rate simulation such 

as the laminar finite rate model, the eddy dissipation model (EDM), and the finite-rate/eddy-

dissipation model are discussed. In addition, large eddy simulation (LES), and Reynolds-averaged 

Navier-Stokes (RANS) turbulence models are explained in the paper. It is also discussed that to 

simulate the droplet secondary breakup, Taylor Analogy Breakup (TAB), Wave, and Kelvin-

Helmholtz Rayleigh-Taylor (KHRT) models are typically used [29]. Therefore, for more details 

of Eulerian-Lagrangian approach and its formulation, the interested reader is referred to the 

author’s review paper [1]. 

The Eulerian-Lagrangian approach has been used to model the HVSFS and SPS processes. In 

some preliminary works [30-32], the liquid part of suspension was considered only. For example, 

the effects of ethanol droplet size, flow rate and injection velocity on the gas phase and droplets 

vaporization in the HVSFS process were studied by Taleby and Hossainpour [30] and Gozali et 
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al. [31]. In the work of Taleby and Hossainpour [30], the premixed combustion of propane-oxygen, 

the non-premixed combustion of gaseous ethanol-oxygen, and the droplet evaporation were 

modeled. In this study, ethanol was injected axially into the chamber and the droplet breakup 

simulation was not included. Gozali et al. [31] employed the same approach and simulated the 

droplet secondary breakup. The droplets breakup for axial injections was modeled by TAB and for 

radial injections the wave model was used [31]. They revealed that neglecting modeling droplet 

breakup results in high order of errors. Gozali et al. [32] also developed their model [31] to 

consider the suspension feedstock as a mixture of water and ethanol. In the work of Dongmo et al. 

[33, 34], suspension was considered as two separate parcels: droplet (ethanol) and particle (titania) 

parcels, where each parcel was injected into the combustion chamber of HVOF system axially. 

They showed that the injection angle variation has significant influence on the ethanol residence 

time and evaporation length in the combustion chamber. Furthermore, by changing the straight 

geometry of the combustion chamber to a conical shape, they achieved good results regarding the 

micron and nano particles trajectories in the combustion chamber.  

Jabbari et al. [19] used a two-component mixture model for simulating the suspension with a 

given particle concentration as a slurry droplet. The main goal was to mimic the suspension 

breakup, vaporization, particle temperature, velocity and trajectory in the suspension plasma 

spraying. The first component was the base fluid (e.g. ethanol), and the second component was 

considered to have the same properties as nickel (density, evaporation temperature, latent heat of 

evaporation, and etc.). To determine the coating particles characteristics, the suspended particles 

were tracked after completion of the suspension breakup and vaporization. This model was used 

by Jadidi et al. [35] and Pourang et al. [36] to investigate the effect of substrate shape and curvature 

on in-flight particle velocity, temperature and trajectory in suspension plasma spraying. 
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As mentioned above, the breakup process has significant influences on the droplet/particle in-

flight behavior in suspension thermal sprays. It should be noted that the above mentioned breakup 

models (i.e. TAB, Wave, and KHRT) ignore some main features of breakup process such as 

liquid/suspension column deformation and ligaments formation. Furthermore, it is very difficult 

to experimentally measure the spray properties such as the droplet size distribution and penetration 

height in thermal spray conditions. Therefore, using interface tracking/capturing methods such as 

Volume of Fluid (VOF) is very helpful to predict the spray properties, penetration height, and 

column deformation. In some preliminary works [37-39], the VOF method was applied to model 

the penetration of water in the plasma plume and characterize the penetration height.  

By a quick glance at the primary breakup section of suspension plasma spray process (see 

Figure (1.6)), one could find that the gas flow nonuniformity and the perturbations on the 

cylindrical suspension/liquid jet might have significant influences on the breakup mechanisms, 

spray trajectory, ligament formation, and final droplet size distribution. In this thesis, the effects 

of crossflow nonuniformity and suspension/liquid column perturbations on the primary breakup, 

have been fundamentally studied. In other words, numerical simulations (using VOF method) and 

experimental studies (using shaowgraphy technique) are performed to analyze the effects of 

crossflow nonuniformity and suspension/liquid column perturbations on the primary breakup, 

respectively. In this case, the dominant parameters on the breakup mechanisms, column breakup 

point, and penetration height can be discussed in more details. It should be noted that, this approach 

(separating different parameters and analyzing their effects individually) is also used by many 

researchers in the field of propulsion to study the behavior of liquid jet in crossflow [40-50].  
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Figure 1.6 A schematic view of suspension/liquid injected into non-uniform cross-flow in 

thermal spray systems 

 

In VOF method, one set of the Navier-Stokes equations is solved for both liquid and gas 

phases [51-53]. The surface tension force is usually included in the momentum equation as the 

continuum surface force and it depends on the interface curvature [54]. In this method, the interface 

location, curvature and its normal are calculated implicitly from an indicator function. A function 

(α) which represents the fractional volume of the cell occupied by liquid is defined where α=1 and 

α=0 correspond to a cell full of liquid and an empty cell (e.g. a cell full of gas), respectively. 

Therefore, a cell with α value between zero and one or a full cell which has at least one neighboring 

empty cell is known as a surface cell (see Figure (1.7)) [51-53]. 
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Figure 1.7 Function α which represents the fractional volume of the cell occupied by liquid [1] 

 

It should be noted that mass conservation is the main advantage of VOF method [55]. 

Moreover, the VOF method is able to model large density ratio multiphase flows accurately if the 

momentum equation in conservative form is solved and both momentum and mass are transported 

in exactly the same discrete manner [55, 56]. Grid dependency is one of the main drawbacks of 

this method. In addition, interface diffusion is another disadvantage of this method and it is caused 

by naive advection of discontinuous (Heaviside) VOF function (α) [55, 57]. All the suggested 

methods to alleviate this issue can be categorized into two classes; geometric and algebraic 

advection of VOF function [55]. The geometric reconstruction methods prevent the numerical 

diffusion, however, they increase the computational expenses [57, 58]. In addition, implementing 

these methods in higher dimensions and unstructured grids is very challenging. Although 

geometric reconstruction methods predict a sharp interface over a one cell width, discontinuous 

nature of VOF (Heaviside) function makes the estimation of interface curvature very difficult [55, 

59]. Therefore, some algorithms for smoothing the VOF function (i.e. using smoothing kernels) 

and/or combining the VOF method with a height function (i.e. using a local height function) have 

been suggested [59]. However, it is indicated by many authors that these algorithms produce 

significant errors in poorly resolved or high-curvature regions [60, 61]. In algebraic methods the 
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interface reconstruction is avoided. Therefore, these methods are simple and computationally less 

expensive. However, algebraic methods cannot predict the interface precisely because the interface 

is spread over three to four cells [55, 58, 62]. 

Another drawback associated with VOF methods is the generation of spurious currents and 

unphysical vortices around the interface only due to numerical errors [55]. Lack of a discrete 

balance between surface tension force and pressure gradient, and inaccurate interface curvature 

are the main sources of spurious currents [55, 63]. It should be noted that the former relates to 

consistency of the solver formulation and the latter relates to the choice of interface capturing 

methodology [55, 63]. It is also worth mentioning that although the generation of spurious currents 

is an important issue for flows with low Weber number, it does not have significant effects on the 

flows with high Weber number [55].  

Among different types of VOF codes that are used to simulate multiphase flows, free open 

source VOF solvers named interFoam and compressibleinterFoam, which are parts of OpenFOAM 

software [64], have been receiving an increased amount of usage and attention. In addition, the 

OpenFOAM software is very attractive for research because of many useful features such as ease 

of turbulence modeling, parallelization, and availability of wide range of spatial and temporal 

discretization schemes, boundary conditions, and wall functions. The interFoam and 

compressibleinterFoam solvers are used to model the gas-liquid two-phase incompressible and 

compressible flows, respectively. The volume fraction equations in these solvers include a 

compression term to mitigate the numerical diffusion [55, 64-66]. In other words, interFoam and 

compressibleinterFoam employ an algebraic advection method for mitigating the numerical 

diffusion. In the Ph.D. thesis of Rusche [67] supplementary details of implementation of the 
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interFoam solver in OpenFOAM can be found. The OpenFOAM software is used in the current 

study to capture the spray trajectory and penetration height. 

The mass conservation is excellent in the interFoam and compressibleinterFoam solvers [55]. 

It is also revealed that inertia-dominated (high Weber number) flows with large density ratio are 

simulated very accurately by this solver [55]. On the other hand, for flows with low Weber number 

where surface tension force is important and interface curvature must be calculated accurately, 

these solvers do not result in a good agreement with analytical and experimental data [55, 66, 68]. 

Furthermore, similar to the most of VOF algorithms, the mentioned solvers suffer from spurious 

currents problem. Deshpande et al. [55] found that pressure-surface tension formulation is 

consistent in VOF solvers in OpenFOAM and the main reason of spurious currents is the inaccurate 

interface curvature.  

Recently, coupled Level Set and Volume of Fluid (CLSVOF) method [69-71] has attracted 

many attentions. In Level Set (LS) method, the interface location and curvature are calculated from 

a smooth function called level set function (𝜙). The interface is captured by the zero level set, 

while the negative and positive values of 𝜙 define gas and liquid regions, respectively [72]. It is 

proven that mass loss is the main disadvantage of the LS method [70]. However, the precise 

capturing and evaluation of the curvature of the free surface is the main advantage of the LS 

method [70, 72]. In addition, as mentioned above, mass conservation and handling large density 

ratios are the main advantages of VOF method and inaccurate interface curvature is the main 

drawback of VOF method. It is clear that by coupling of level set and volume of fluid methods 

(CLSVOF), the mass conservation property of VOF can be combined with the interface 

smoothness property of LS [69-71]. Different algorithms for coupling of LS and VOF methods 

have been suggested [69-71]. However, we focus on the work of Albadawi et al. [68] since it is 
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based on the incompressible VOF solver in OpenFOAM. In this algorithm, the volume fraction 

(α) equation is only solved and the level set function in initialized by the advected volume fraction 

(α) in each time step. The surface tension force and interface curvature are calculated based on the 

LS function. It should be noted that, as mentioned above, the suspension/liquid phase interacts 

with a compressible gas medium in thermal spray systems. Therefore, a simple coupling of LS and 

VOF methods with application to compressible gas-liquid two-phase flow is presented in the 

current study. In general, in comparison with VOF method, in CLSVOF we have less spurious 

currents and more accurate interface normal and curvature.  

 

1.3 Objectives 

As mentioned, the particle temperature and melting state and the particle kinetic energy have 

enormous influence on the coating properties. Therefore, the temperature, trajectory, and velocity 

of these fine particles must be understood to generate controllable and repeatable coatings, and to 

improve the coating properties. The first objective of this study is to prepare a model to estimate 

the in-flight droplet/particle behavior in the suspension thermal sprays. The model should be able 

to consider the suspension properties, suspension breakup, liquid evaporation/combustion, particle 

motion and heat transfer, and compressible turbulent gas flows. Having this model, one can 

investigate the effect of different parameters such as standoff distance, suspension mass flow rate, 

injection angle, and gas flow velocity and temperature on the coatings properties and deposition 

rate.  

The second objective of this work is to study the suspension primary breakup in plasma 

crossflow in more details. As discussed above, there are some reasons for choosing this goal; i) 

radial and external injection of suspension into the plasma plume is the most popular technique 
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among different suspension thermal spray techniques, ii) it is known from the model explained in 

the previous paragraph that when particles move near the plasma jet centerline, particle 

temperature, velocity and chance of particle deposition on the substrate increase. It is clear that 

suspension column deformation and primary breakup mainly controls the droplets/particles 

trajectories and, therefore, they should be studied in more details, and iii) it is shown by many 

researchers (e.g. see [19]) that the typical TAB and KHRT models are not able to precisely simulate 

spray trajectory and penetration height. Therefore, interface capturing/tracking numerical 

approaches such as VOF together with experimental studies are needed to analyze the 

suspension/liquid primary breakup and to improve the accuracy of TAB and KHRT models. To 

achieve the second objective of this study the following steps are considered: 

1. Investigating the behavior of liquid jets in nonuniform crossflows using VOF method  and 

developing a general correlation for liquid penetration height as a function of crossflow 

velocity profile, 

2. Experimental study (using shadowgraphy technique) of the effects of liquid column 

perturbations on the breakup physics, liquid penetration height, and column breakup point, 

and developing general correlations for these parameters as a function of liquid-gas 

momentum flux ratio and the distance between gas nozzle exit and liquid orifice, 

3. Coupling of Level Set (LS) and compressible Volume-of-Fluid (VOF) methods to improve 

the interface curvature computation, and validating the code by running the benchmark 

tests.  
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1.4 Thesis Layout 
 

This thesis is organized in a manuscript-based format to study the suspension and particle 

transport in thermal spray processes. In chapter 2, an Eulerian-Lagrangian approach is explained 

to model the suspension breakup, liquid evaporation, and particle in-flight behavior in suspension 

plasma sprays. In this model, suspension is considered as a two-component mixture of ethanol and 

nickel, and substrate is included in the computational domain. In chapter 3, using Eulerian-

Lagrangian approach, the suspension behavior in HVOF process is modelled. In this study, 

suspension is considered as a three-component mixture of ethanol, ethylene glycol, and mullite. In 

addition, premixed combustion of propylene-oxygen and non-premixed combustion of ethanol-

oxygen and ethylene glycol-oxygen are modeled. In chapter 4, the behavior of liquid jet in 

nonuniform crossflow is numerically studied. The results of this chapter, especially the developed 

correlation for the liquid penetration height, are very useful for estimating the spray trajectory in 

SPS technique. In chapter 5, the experimental setup and the shadowgraphy techniques applied to 

investigate the effects of liquid column perturbations on the breakup physics are explained. The 

outcomes of this chapter can be used to estimate the breakup mechanisms in SPS technique. In 

appendix, the implementation of coupled LS and compressible VOF method in OpenFOAM is 

discussed and the code is validated against experimental data. This code can be used to model gas-

liquid two-phase flows with different compressibilities. 
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Chapter 2 

 

2 A Three-Dimensional Analysis of the Suspension 

Plasma Spray Impinging on a Flat Substrate 

“Reprinted from the paper published in Journal of Thermal Spray Technology, 2015, volume 24, pp. 

11-23, [35], with permission” 

 

Abstract 

Suspension feedstock in plasma spraying is an emerging process for producing 

coatings with enhanced characteristics. Sub-micron up to few micron-sized particles 

are suspended in a liquid and injected into the plasma plume. After suspension’s 

breakup and evaporation, molten and semi-molten fine particles are deposited on a 

substrate. Particle conditions upon impact (i.e. trajectory, velocity, and temperature) 

as well as substrate location and shape have key influences on the adhesion and quality 

of the coatings. In the current study, a three dimensional two-way coupled Eulerian-

Lagrangian approach is used to model the plasma jet, droplet/particle trajectory, 

velocity, and temperature. To model the turbulence and the effect of substrate on the 

flow field, Reynolds Stress Model (RSM) is used. In addition, Kelvin-Helmholtz 

Rayleigh-Taylor (KHRT) breakup model is employed to predict the secondary 

breakup of the suspension. The focus of this work is on the particles behavior near the 

substrate. Flat substrates placed at standoff distances ranging from 40 to 60 mm are 
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modeled to provide detailed information on the coating particles upon impact using 

suspension plasma spraying.  

2.1 Introduction 
 

The main trend in developing the emerging thermal spray processes, is coating with nano and 

submicron sized particles due to the superior performance of fine microstructured coatings. Fine 

microstructured coatings demonstrate various unique properties, such as remarkable wear 

resistance, enhanced catalytic behaviour, superior thermal insulation and thermal shock resistance 

[7]. However, due to the following two main reasons it is difficult to coat fine particles using 

conventional thermal spray techniques. The first reason is clogging in the feed lines owing to the 

agglomeration of nano and sub-micron particles. The second reason is that while the jet is 

impinging on a substrate, fine particles decelerate and get diverted by the flow in the stagnation 

region. One of the most common techniques to address the above mentioned issues is spraying 

fine solid particles suspensions. In this technique, instead of powder injection, suspension of 

nano/submicron sized particles in a base fluid is radially or axially injected into the hot jets and 

flames [73]. The base fluid is typically water, ethanol or the mixture of both [73].  

In suspension plasma spray (SPS) technique, the suspension is usually injected into the plasma 

plume radially. Injecting nano/submicron particles by a liquid provides enough momentum for the 

particles to penetrate the rapid plasma jet. There are different parameters that can affect coating 

properties in SPS such as torch operating conditions, arc root fluctuations, the droplet size, breakup 

and vaporization, melting and acceleration of the particles. Fazilleau et al. [12] showed that 

suspension atomization by the plasma plume occurs before the domination of the droplet 

vaporization process. It was demonstrated that Weber number is high in the plasma core and the 
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catastrophic breakup happens. In the catastrophic breakup regime both Rayleigh-Taylor and 

Kelvin-Helmholtz waves exist. Afterwards, the plasma is cooled down by vaporization process of 

the suspension and the particles or their agglomerates are set free. Heating up and acceleration of 

these particles then occur inside the plasma jet.  

In the past few years, a number of numerical studies were dedicated to the simulation of 

interaction between suspension and the plasma plume. Vincent et al. [38] used volume of fluid 

(VOF) method to simulate the penetration of continuous water jet in an Ar-H2 plasma flow. In 

addition, the authors developed their model to display the continuous water jet primary 

fragmentation into large drops [74]. Noting that, the effect of phase change on the water was not 

included in [38, 74]. In ref. [39] the secondary atomization of droplets in the plasma plume was 

simulated by volume of fluid method. Authors modeled the first instant of droplet interaction with 

a plasma jet [39]. Eulerian-Lagrangian approach was used by Shan et al. [75] to simulate the 

droplet breakup and collision in the solution precursor plasma spraying. The gas flow, droplet 

breakup, and droplet collision were simulated by the RNG k-ε, Taylor analogy breakup (TAB), 

and O’Rourke’s models, respectively [75]. It was concluded that the droplet collision increases the 

average droplet size of the spray and the droplet breakup results in the reduction of the average 

droplet size of the spray. Based on their results, both droplet collision and breakup should be 

considered in the simulation [75]. Marchand et al. [37, 76] studied the effect of plasma jet 

fluctuations on liquid feedstock injection. They used water and concluded that penetration and 

breakup processes are influenced by many factors such as droplet size, relative velocity between 

the droplets and the main flow and droplet surface tension. However, the droplet evaporation was 

not considered in their studies [37, 76]. Jabbari et al. [19] proposed a model to mimic the 

suspension atomization, evaporation, particle trajectory, velocity, and temperature. Kelvin-
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Helmholtz Rayleigh-Taylor (KHRT) breakup model was used to model the breakup of droplets. 

When the breakup and evaporation of suspension was complete, the suspended particles were 

tracked through the domain to determine the characteristics of the coating particles. It was shown 

that the suspension penetration depth, the particles velocity and temperature are higher if the 

suspension injector is near the gun exit and its angle is toward the gun. It was indicated that the 

penetration depth increases with suspension injection velocity. In their study, the substrate was not 

included in the computational domain.  

Obviously, the presence of a cooled substrate in front of the plasma jet has considerable effects 

on both gas and particle behaviour [77, 78]. As shown experimentally in [77], when a cooled 

substrate is placed at various standoff distances of 80-120 mm, the centerline temperature of argon-

hydrogen plasma jet is increased by around 12% at 5 mm elevation from the substrate, and by 

about 22% at the substrate location. Kang et al. [78] also studied the effect of presence of a flat 

substrate on the plasma flow field and the behaviour of the Zirconia particles near the substrate. 

The particle diameter was 22-125 μm and the standoff distance was 80 mm. It was described that 

although the substrate presence considerably impacts the plasma flow fields at substrate vicinity, 

no sudden change in particles trajectories was observed before impacting the substrate. 

Furthermore, it was shown that with the presence of a substrate, smaller particles are more exposed 

to the flow change. 

To understand the involved physical phenomena in the plasma-substrate interaction, 

reviewing the impinging jets is very helpful. Impinging jets (Figure (2.1)) are widely used in 

industry to transfer energy or mass. In an impinging jet, as the gas approaches the substrate, its 

axial velocity decreases and the flow turns. This region is called stagnation or deceleration region. 

As the axial velocity decreases, the static pressure on the substrate increases. After turning, the gas 
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enters a wall jet region where it moves laterally outward parallel to the substrate [79, 80]. The 

onset of the boundary layer within the wall jet is in the stagnation region, where it usually has a 

thickness of no more than 1% of the jet diameter [81]. In order to study two-phase gas-particle 

impinging jets and to describe the particle behavior near the substrate, Stokes number is used. 

Stokes number, (𝑆𝑡 = 𝜌𝑝𝑑𝑝
2𝑈𝑔 18𝜇𝐷⁄  ), is a ratio of the particle’s inertia and the fluid drag on the 

particle where 𝜌𝑝, 𝑑𝑝, 𝑈𝑔, 𝜇, 𝐷, are particle density, particle diameter, the average exit velocity of 

the jet, gas viscosity and the impingement hole diameter, respectively [82-86]. Consequently, a 

particle with a low Stokes number tracks the flow field while a particle with a high Stokes number 

follows its own trajectory and is less affected by the flow field.  

 

 

Figure 2.1 The schematic of a typical impinging gas-jet system 
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The motivation of the present work comes from the interest to use suspension plasma spraying 

of nickel and nickel oxide particles for improving electrocatalytic performance of nickel electrodes 

by producing a textured porous coating [87, 88]. As described in detail in ref. [87], nickel powder 

particles with ethanol as the base fluid are injected radially into the jet of a 3 MB Sulzer plasma 

gun. In the current study, the suspension penetration, atomization, evaporation, droplet/particle 

trajectory, velocity and temperature, are numerically investigated. The focus of this work is on 

particles behavior near the substrate (Figure (2.2)). Flat substrates placed at standoff distances 

(SD) ranging from 40 to 60 mm are considered to provide comprehensive understanding of the 

particles coating in suspension plasma spraying. It should be noted that in SPS technique, sub-

micron up to few micron sized particles are used. These fine particles are very sensitive to the flow 

change and can strongly follow the gas phase streamlines. In addition, the standoff distance in SPS 

technique is less than that in the case of dry powder injection [13]. Therefore, in SPS technique, 

the presence of substrate has serious influences on plasma jet and particle behavior and needs to 

be well understood. 

 

 

Figure 2.2 The schematic of suspension injection into a plasma plume  



24 
 

2.2 Mathematical Modeling 
 

In this study, by using ANSYS®-Fluent® release 14, the Eulerian-Lagrangian approach with 

two-way coupling assumption is applied. The mathematical modeling was described in detail in 

ref. [19], and only the main assumptions are briefly reviewed here. To model the turbulent plasma 

flow; Reynolds Stress Model (RSM) is applied. It is demonstrated that, in comparison with k-ε 

models, RSM yields more realistic results for simulating the high temperature zone in the plasma 

jet and it shows better agreement with the experimental and numerical results in the literature [19, 

89]. Additionally, Reynolds stress model usually presents superior results especially for the 

swirling flows, and flows with large streamline curvature [29]. The steady mode is considered in 

order to reduce the effects of plasma jet fluctuations on drops fragmentation. Hence, argon is 

considered as the working gas [74]. The ideal gas model is used and the transport and 

thermodynamic properties of the gas phase are temperature dependent only [90]. To model the 

plasma jet, local thermal equilibrium (LTE) is presumed by providing velocity and temperature 

profiles at the nozzle exit [91, 92]. The temperature profile is assumed to be uniform and equal to 

12,250 K. In addition, the velocity profile correlation is given as follows  

𝑣 = 𝑣0 [ 1 − (
2𝑟

𝐷
)
2

]  Equation 2.1 

where 𝑣0=1800 m/s and r is the nozzle exit radius [91, 92]. The data available in [93] is used for 

calculating the gas phase thermo-physical properties (i.e. viscosity). 

Similar to the approach used in our previous study [19], a two-component mixture model for 

simulating nickel suspension with a given concentration (here 15 wt. %) is used. Ethanol is one of 

the components and the second one carries nickel properties like density, evaporation temperature, 

and latent heat of evaporation. The assumptions made in the present work are demonstrated 

schematically in Figure (2.3). Droplet surface tension is estimated by using a piecewise-linear 
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function. The suspension bulk surface tension is used as long as suspension temperature is less 

than or equal to the evaporation point of ethanol and as far as the breakup process is dominant. 

Fine droplets are produced subsequently and the breakup processes are stopped. However, the 

ethanol evaporation remains ongoing until all ethanol evaporates. For the next step, molten nickel 

surface tension which is higher than suspension surface tension is used [19]. It is considered that 

there is a discrete injector, with the diameter of 0.2 mm that is composed of ten droplets with 

Rosin-Rammler size distribution [94]. The droplet size distribution and a schematic diagram of the 

discrete injector are depicted in Figure (2.4). The mass flow rate of droplet injection into the plasma 

plume is adjusted to be 0.52 g/s based on the results of the experimental study [87]. The suspension 

velocity is set to 18 m/s according to the suspension mass flow rate and density. The injector angle 

is 14o which has been selected based on the results in our previous study [19]. The stochastic 

tracking model is assumed to account for the gas turbulence effect on the particle trajectory. 

The suspension atomization (secondary breakup) is simulated using Kelvin-Helmholtz 

Rayleigh-Taylor (KHRT) breakup model. This model is applicable when the Weber number is 

high and the catastrophic breakup occurs [29]. As mentioned earlier, Fazilleau et al. [12] explained 

that in the plasma core the catastrophic breakup happens. Thus, compared to other breakup models 

such as Taylor analogy breakup (TAB), the KHRT is a better model to simulate the suspension 

breakup inside the plasma sprays. Moreover, the droplet collision is simulated by O’Rouke’s 

model [19, 29, 75] which was used by Shan et al. [75] to simulate the droplet collision in the 

solution precursor plasma spraying.  
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Figure 2.3 The suspension atomization, evaporation and particle agglomeration in the realistic 

and the model cases [19] 

 

 

Figure 2.4 The droplet size distribution injected into the plasma jet as well as a schematic 

diagram of the discrete injector 
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For the suspension phase momentum, conservation equation is used which consists of the drag 

force. The drag coefficient is derived from the following correlation  

𝐶𝐷 = 𝑎1 +
𝑎2

𝑅𝑒
+

𝑎3

𝑅𝑒2
  Equation 2.2 

where Re is the Reynolds number and a1, a2 and a3 are constants [19, 29, 78]. To model the heat 

transfer of the suspension phase, lumped capacity method is used. The Nusselt number is 

calculated based on the Ranz-Marshal correlation [29]. In addition, the particle specific heat is 

defined as a function of temperature so that the particle melting process can be modeled. Particle 

melting approximation is completely explained in our previous paper [19]. The thermo-physical 

properties of particle/droplet materials are presented in Table (2.1).  

 

Table 2.1 Materials thermo-physical properties [95-98] 

Property Units Molten Nickel Ethanol 

Melting point 𝐾 1728 - 

Boiling point 𝐾 3200 351 

Density 𝑘𝑔 𝑚−3 7850 789 

Viscosity (x103) 𝑃𝑎 𝑠 5.5 1.2 

Surface tension 𝑁 𝑚−1 1.778 0.0223 

Specific heat 𝐽 𝑘𝑔−1 𝐾−1 735 2470 

Latent heat of fusion (x105) 𝐽 𝑘𝑔−1 2.92 - 

 

As mentioned above, our previous work was conducted with the elimination of substrate in 

the computational domain. The 3D geometry in this paper consists of the substrate and the free 

space in front of the nozzle which is for the plasma plume (Figure (2.5)). In order to capture the 

large temperature and velocity gradients both in axial and radial directions, the mesh is fine at core 

region of the jet and near the substrate. Locations of the flat substrates are at various standoff 

distances such as 40, 50 and 60 mm from the torch and perpendicular to the torch axis. The flat 

substrates have a thickness of 5 mm with a surface area of 25X25 mm2. 
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Figure 2.5 Computational domain for the jet simulation 

 

No-slip boundary condition is imposed on the substrate and scalable wall function is used to 

model the velocity boundary layer on the substrate. It should be noted that, in ANSYS-Fluent® 14 

[29], the wall laws (wall functions for turbulence modeling) are based on the wall unit, y*, rather 

than y+. y* is defined as y∗ = 𝜌𝐶𝜇
1 4⁄ 𝑘1 2⁄ 𝑦 𝜇⁄  where 𝜇, 𝜌, 𝑦, 𝑘, 𝐶𝜇 are the gas viscosity, density, 

distance from the wall, turbulent kinetic energy near the wall, and a constant (≈ 0.09) , 

respectively. In the current study, scalable wall function is used to avoid the deterioration of 

standard wall functions under grid refinement below y*<11. Consistent results are produced by 

this wall function for grids of arbitrary refinement. The standard wall functions are identical for 

grids coarser than y*>11. Scalable wall functions are used to force the usage of the log-law in 

conjunction with the standard wall functions approach. This is obtained by introducing a limit in 

the y* computations such that y∗̃ = max(y∗, 11.225) [29]. It should be noted that as the focus of 

the present work is not on modeling of the heat flux from the plasma jet to the substrate, adiabatic 

boundary condition is applied at the substrate. The adiabatic assumption is acceptable when the 
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interaction time between plasma jet and the substrate is very small. Furthermore, the trap boundary 

condition was used to model the particle-substrate interaction. In other words, when particles strike 

on the substrate, they stick on it. 

 

2.3 Results and Discussions 
 

Extensive validation of the plasma jet, the employed turbulence model, the discrete phase and 

the breakup models is achieved in previous studies; therefore it is not repeated here [19, 75, 89]. 

Instead, the effect of flat substrate position on the gas and the particle phases is discussed in this 

paper in more details. Particle trajectory, velocity and temperature near the substrate are analyzed 

and the porosity of the coatings as a function of standoff distance is discussed. The total time of 

suspension injection for all cases in this paper is 20 ms. 

The effect of the substrate existence on the gas velocity is compared with the free jet case 

without suspension injection in Figure (2.6-a). It is clear that as the gas approaches the substrate, 

its axial velocity decreases and as a result the static pressure on the substrate increases. An 

axisymmetric stagnation flow is formed on the substrate for the cases without suspension injection 

(Figure (2.6-a)). In addition, by increasing the standoff distance, the magnitude of the radial and 

axial velocities near the substrate decreases. Additionally, as displayed in Figure (2.6-b) the plasma 

velocity decreases due to the momentum exchange of the suspension cross-flow where the 

suspension penetrates. Consequently, the stagnation flow formed on the substrate is weaker in the 

case of suspension injection compared to the no injection case.  
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Figure 2.6  The comparison between gas velocities at various standoff distances for a) without 

suspension injection, b) with suspension injection 
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Figure 2.7 The comparison between gas temperatures at various standoff distances for a) without 

suspension injection, b) with suspension injection 

 

The influence of the substrate presence on the gas temperature when the standoff distance 

increases from 40 to 60 mm, is shown in Figure (2.7-a) and Figure (2.7-b) for the cases without 



32 
 

and with suspension injection, respectively. Interestingly, for a short standoff distance of 40 mm, 

the plasma high temperature core is extended compared to the free jet case. The main reason is the 

less mixing rate between air and argon in the case of standoff distance of 40 mm. However, as the 

standoff distance increases from 40 to 60 mm, the mixing rate increases and the plasma high 

temperature zone is diminished. Nevertheless, compared to free jet case, the plasma high 

temperature core is slightly wider for the case of standoff distance of 60 mm. The effect of standoff 

distance on the plasma high temperature core is quantitatively explained in the next paragraphs. 

Furthermore, as shown in Figure (2.7-b), due to the suspension penetration and evaporation, the 

plasma temperature decreases. As presented in Figure (2.8), the penetration depth of suspension 

into plasma plume slightly increases as the standoff distance decreases. As a result, the standoff 

distance does not have significant influence on the penetration depth of suspension. This seems to 

be reasonable because of the low surface tension and the high evaporation rate of ethanol. 

 

 

Figure 2.8 The penetration depth of suspension in the plasma plume as a function of standoff 

distance 



33 
 

Figure (2.9) shows the variations of gas temperature and velocity magnitude in the plane 

located at dfs=1mm (within the wall jet and outside the boundary layer) as a function of standoff 

distance (SD). As shown in Figure (2.9-a), at SD=40mm, the gas temperature decreases from 

7000K at the center to 3000K near the edge of the substrate. However, at SD=60mm (see Figure 

(2.9-b)), the gas temperature reduces from 4500K to 2000K. Therefore, as the standoff distance 

increases, the heat flux to the wall decreases significantly. Figure (2.9) also illustrates that the 

velocity magnitude decreases as the standoff distance increases. Therefore, fine particles are 

expected to deviate more at shorter standoff distance since the gas radial velocity is higher. The 

particle behavior as a function of standoff distance will be discussed in the next paragraphs in more 

details. 

As mentioned above, Lapierre et al. [77] experimentally presented that when a cooled 

substrate is placed at standoff distances of 80-120 mm, the centerline temperature of plasma jet is 

increased by about 22% at the substrate location. Their experimental data is used to validate our 

simulation. The comparison between current numerical study where the standoff distance is 60 

mm and the experimental data [77] is shown in Figure (2.10). The horizontal axis is the distance, 

dfs, from the substrate (see Figure (2.2)) where the substrate is located at point 0 (dfs=0). The 

vertical axis shows the temperature change. The gas temperature when the substrate exists in the 

flow (Tsub) is subtracted from the gas temperature when there is no substrate in the domain (T). 

This value then is divided by T to represent the normalized temperature difference. It is shown that 

there is a good agreement between the numerical and experimental results. The simulation predicts 

that the centerline temperature is increased by about 22% at the substrate location which is in 

agreement with the experimental result presented in [77]. As the distance from the substrate 

increases, the temperature change of the plasma reduces. 
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Figure 2.9 The variation of gas temperature and velocity near the substrate (at dfs=1 mm) (a) 

SD=40 mm and (b) SD=60 mm as a function of standoff distance (size of each figure is the same 

as substrate size 
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Figure 2.10 Change in the plasma temperature as a function of distance from the substrate. Tsub 

stands for the plasma temperature when the substrate exists in the flow and T stands for the 

plasma temperature when there is no substrate in the domain 

 

 

Figure 2.11 Change in the plasma temperature as a function of distance from the substrate and 

substrate standoff distance 
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The effect of substrate location on the centerline gas temperature is shown in Figure (2.11). 

By decreasing the standoff distance from 60 to 40 mm, the normalized temperature change defined 

above, increases from 22% to 28% at the substrate location. In addition, the slope of these curves 

can show the heat flux to the substrate. As the standoff distance decreases, the slope of the curve 

increases therefore heat flux to the substrate grows. 

A side view of particle trajectory, velocity and temperature for free jet case as well as standoff 

distances of 40 and 60 mm are demonstrated in Figures (2.12) and (2.13). As it is clear from the 

figures, many particles especially very fine particles strongly track the gas phase streamlines and 

get diverted by the flow in the stagnation region. It should be noted that the particles that move 

close to the centerline can reach very high temperature and velocity and are less affected by the 

flow in the stagnation region and the wall jet. Many particles reach the molten state with the axial 

velocity more than 400 m/s. It is also theoretically proven that the most probable particles to be 

deposited are those that travel near the dividing streamline (i.e. jet centerline) or lying on it, which 

terminates at the stagnation point on the substrate [83]. In other words, although many particles 

get diverted by the stagnation region and follow the wall jet, the particles that move close to the 

centerline enter the boundary layer and almost all of them are coated since the particle velocity is 

relatively high and the thickness of boundary layer is very small. The boundary layer thickness is 

at most 3% of the jet diameter (the jet or torch exit diameter is 7.88 mm). This value is in agreement 

with the experimental and numerical results obtained from generic impingement jet flow field [79-

81]. 
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Figure 2.12 The effect of standoff distance on the particle temperature and trajectory 

 

 

Figure 2.13 The effect of standoff distance on the particle velocity and trajectory 

 

Figures (2.14-2.16) are presented to study the effect of stagnation region on the particle 

behavior in more details. The standoff distances in these figures are 40 and 60 mm. The particles 

that are inside a 25X25 mm2 window (the size of the substrate) at the nozzle centerline are 

considered only. The particle size distribution as a function of cumulative percentage of particles 

at 5 mm (dfs=5 mm) and 1 mm (dfs=1 mm) elevation from the substrate is shown in Figure (2.14). 

It is shown that the influence of stagnation region on the smaller particles is more severe. From 

dfs=5 mm to dfs=1 mm, many small particles are decelerated and get diverted by the stagnation 

region in both mentioned standoff distances. As a result, the percentage of small particles decreases 
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and the percentage of relatively large particles increases in the vicinity of the substrate. It is also 

shown that the effect of stagnation region at standoff distance of 40 mm is stronger than its 

influence at standoff distance of 60 mm because more small particles are deviated for the former 

case. It should be noted that as the standoff distance decreases the static pressure on the substrate 

increases and therefore the percentage of deviated small particles increases. 

The particle temperature as a function of cumulative percentage of particles at 5 mm (dfs=5 

mm) and 1 mm (dfs=1 mm) elevation from the substrate is revealed in Figure (2.15). To describe 

this figure, two important phenomena must be considered. First, as mentioned above, small 

particles get diverted by the stagnation region. Second, the particle velocity and temperature 

strongly depend on the particle size. The momentum exchange and heat transfer have more 

significant effects on the velocity and temperature of smaller particles. Therefore, from dfs=5 mm 

to dfs=1 mm where many small particles get diverted by the stagnation flow, the percentage of very 

high and low temperature particles reduces and the number of particles with moderate temperature 

increases in both standoff distances. The reason is that the high and low temperatures belong to 

the very fine particles which are mostly deviated and the moderate temperatures belong to the 

relatively large particles. Changing the standoff distance from 40 to 60 mm mainly causes an 

increase and decrease in the percentage of very high and very low temperature particles, 

respectively. However, at dfs=1 mm, it is clear that the percentage of the particles with temperatures 

between 1728 K and 2700 K (which are at the molten state) at standoff distance of 40 mm is more 

than that at standoff distance of 60 mm. At a standoff distance of 60 mm, more particles reach the 

boiling point. 

 



39 
 

 

Figure 2.14 Particle size distributions as a function of cumulative percentage of particles at 

different standoff distances 

 

 

Figure 2.15 Particle temperature profiles as a function of cumulative percentage of particles at 

different standoff distances 
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Figure 2.16 Particle velocity profiles as a function of cumulative percentage of particles at 

different standoff distances 

 

 

Figure 2.17 Effect of particle Stokes number on particle conditions upon impact (using 

normalized velocity and diameter, 𝑣0=1800 m/s and 𝐷=7.88 mm) 



41 
 

The particle axial velocity as a function of cumulative percentage of particles is illustrated in 

Figure (2.16). From dfs=5 mm to dfs=1 mm, the percentage of particles with high and low axial 

velocity reduces and increases, respectively, due to the stagnation region effects. It should be noted 

that particle radial velocity has an opposite trend. As can be seen, at a standoff distance of 40 mm, 

many particles reach the velocity higher than 400 m/s. Since the standoff distance increases, the 

number of particles with high and low velocity decreases and increases respectively.  

The particles that move near the centerline are mostly deposited on the substrate due to their 

rather high velocity and temperature upon impact. Stokes number is usually used to study the 

particles behavior near the substrate and their effects on the deposition pattern. Based on the 

mentioned suspension and plasma conditions, the Stokes number of the particles that move near 

the centerline (within a radius of 8mm) and are close to the substrate (dfs<8 mm) changes from 0.1 

to 2.1. These values are in agreement with the results obtained from generic impingement jet 

problems [99, 100]. The motion of these particles as a function of standoff distance and Stokes 

number as well as the gas centerline velocity are depicted in Figure (2.17) (using normalized 

velocity and diameter, 𝑣0=1800 m/s and 𝐷=7.88 mm). It should be noted that both the gas velocity 

and viscosity decrease as the standoff distance increases. Therefore, for both standoff distances of 

40 and 60 mm, the Stokes number remains in the mentioned range. As can be deduced from Figure 

(2.17), the particles with high Stokes number (St=2.1) decelerate very little as they approach the 

substrate. Therefore, their impact velocities may reach 650 and 500 m/s for the standoff distances 

of 40 and 60 mm, respectively. The incident angle (the angle between particle trajectory and 

substrate normal vector) of particles with high Stokes number (St=2.1) reaches 15° and 25° for the 

standoff distances of 60 and 40 mm, respectively. On the other hand, particles with low Stokes 

number (St=0.1) decelerate dramatically and their impact velocities reach 300 and 230 m/s for the 



42 
 

standoff distances of 40 and 60 mm, respectively. The incident angle of these particles (St=0.1) is 

40° and 50° for the standoff distances of 60 and 40 mm, respectively. It should be noted that the 

Stokes number of particles that are far from the centerline is lower than 0.1 which makes most of 

them to get diverted by the stagnation flow and follow the wall jet. 

The landing location of the particles on the substrates with standoff distances of 40 and 60 

mm is shown in Figure (2.18). In addition, temperature, velocity and size of the landed particles 

are clearly shown in this figure. The 25X25 mm2 area in the figure illustrates the substrate. It is 

clear that almost all of the particles land on the upper half of the substrate for both standoff 

distances. By inspecting the particle temperatures upon impact, it is clear that most of the landed 

particles are fully molten since their temperature is more than 1728 K which is the melting 

temperature of nickel. Furthermore, the velocity of a considerable number of particles, especially 

when the substrate is placed at standoff distance of 40 mm, is more than 400 m/s. It is clear from 

Figure (2.18) that the particle deposition pattern includes a circular area near the center which 

consists of particles with high temperature and impact velocities, and a few rings, around the 

circular area, which contain particles with low temperature and impact velocities. In other words, 

as the radial distance from the center increases, the particle temperature and impact velocity 

decreases. This pattern is clearly related to the particle Stokes number. As mentioned above, 

particles with low Stokes number decelerate sharply near the substrate and follow the gas 

streamlines. Therefore, these particles struck the substrate at large radial distance from the center, 

large angle, and low velocity and temperature. It is also revealed from Figure (2.18) that one of 

the most significant parameter to achieve a dense coating is the standoff distance. It is 

demonstrated that when the standoff distance is 40 mm, a denser coating can be expected. In other 

words, if the position of substrate changes from 40 to 60 mm, the coating porosity would increase. 
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It was experimentally shown that the porosity increases as the standoff distance grows from 40 to 

60 mm [87]. 

 

 

Figure 2.18 Landing location, particle temperature, size and velocity on the substrate as a 

function of standoff distances 
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2.4 Summary and Conclusions 
 

Using discrete phase, Kelvin-Helmholtz Rayleigh-Taylor (KHRT) and Reynolds stress 

models, the suspension temperature, velocity, and trajectory are studied in this paper. The effect 

of the standoff distance on plasma jet is also investigated. For the cases without suspension 

injection, an axisymmetric stagnation flow is formed on the substrate. The gas radial and axial 

velocities near the substrate decrease by increasing the standoff distance. As the standoff distance 

decreases from 60 to 40 mm, the normalized temperature change increases from 22% to 28% at 

the substrate location. The plasma velocity and temperature decrease due to the thermal and 

momentum exchange of the suspension cross-flow where the suspension penetrates. In addition, 

the penetration depth of suspension is not influenced by the standoff distance significantly. The 

effect of standoff distance on the particles’ temperature, velocity and trajectory is discussed. It is 

shown that many small particles are decelerated and get diverted by the stagnation region. 

However, particles that move near the centerline reach high velocity and temperature and are less 

influenced by the flow in the stagnation region. Stokes number is used to study the particle 

behavior near the substrate systematically. It is shown that although particles with high Stokes 

number (St=2.1) decelerate very little, particles with low Stokes number (St=0.1) decelerate 

dramatically and follow the gas streamlines. Therefore, particles with low Stokes number struck 

the substrate at large radial distance from the center, and low velocity. Furthermore, by inspecting 

the particle landing conditions, one can correlate the final coating properties such as coating 

porosity, adhesion, and deposition efficiency for various substrate standoff distances. 
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Chapter 3 

 

3 Numerical Modeling of Suspension HVOF Spray 

“Reprinted from the paper published in Journal of Thermal Spray Technology, 2016, volume 25, pp. 

451-464, [101], with permission” 

 

Abstract 

A three dimensional two-way coupled Eulerian-Lagrangian scheme is used to 

simulate suspension high velocity oxy-fuel (HVOF) spraying process. The mass, 

momentum, energy, and species equations are solved together with the realizable k-ε 

turbulence model to simulate the gas phase. Suspension is assumed to be a mixture of 

solid particles (mullite powder (3Al2O3·2SiO2)), ethanol and ethylene glycol. The 

process involves premixed combustion of oxygen-propylene, and non-premixed 

combustion of oxygen-ethanol and oxygen-ethylene glycol. One step global reaction 

is used for each mentioned reaction together with eddy dissipation model to compute 

the reaction rate. To simulate the droplets breakup, Taylor Analogy Breakup (TAB) 

model is applied. After the completion of droplet breakup, and solvent 

evaporation/combustion, the solid suspended particles are tracked through the domain 

to determine the characteristics of the coating particles. Numerical simulations are 

validated against the experimental results in literature for the same operating 

conditions. Seven or possibly eight shock diamonds are captured outside the nozzle. 
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In addition, a good agreement between the predicted particle temperature, velocity and 

diameter, and the experiment is obtained. It is shown that as the standoff distance 

increases, the particle temperature, and velocity reduce. Furthermore, a correlation is 

proposed to determine the spray cross section diameter and estimate the particle 

trajectories as a function of standoff distance.  

3.1 Introduction 
 

Suspension thermal spraying is an emerging process for generating coatings with superior 

properties. Nano up to few micron-sized solid particles are suspended in a base fluid, such as water 

or ethanol, and injected into the high-temperature high-velocity jets [7, 8, 13, 102, 103]. The 

coatings generated by suspension thermal spray technique have revealed enhanced characteristics, 

such as superior catalytic behavior, remarkable wear resistance, enhanced thermal insulation, 

thermal shock resistance, and superhydrophobicity [7, 8, 13, 102-110]. Suspension is mainly used 

in conjugation with the atmospheric plasma spraying (APS) and high velocity oxygen-fuel 

(HVOF) spraying techniques [1, 9, 10, 12, 18, 73, 111, 112]. Simulation of suspension HVOF 

technique is the focus of the current paper.  

In this technique, oxygen and fuel are injected into the combustion chamber and burn. The 

combustion products then go through a convergent-divergent nozzle; consequently a supersonic 

jet emerges into the surrounding air. An over-expanded/under-expanded flow exiting the nozzle 

results in forming a series of compression and expansion waves (known as shock diamond) [1, 2, 

113-115]. Suspension is usually injected into the jet in axial direction [1, 10, 18, 112]. After 

injecting the suspension, the jet atomizes the suspension (primary and secondary breakups) and 

then the liquid evaporation becomes dominant [8]. If the suspension base fluid is a liquid 
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hydrocarbon such as ethanol, the non-premixed combustion occurs where vapors react with 

oxygen [1, 116]. Due to the base fluid vaporization, the solid particles or their agglomerations 

remain in the field where they are heated up by the flame/jet and accelerate toward the substrate 

[1, 8]. 

It is worth mentioning that experimental measurements in HVOF process are limited to the 

nozzle outside. Consequently, simulation techniques seem to be the tool for understanding the 

physics inside the nozzle. However, presence of compressible turbulent multiphase flow with 

chemical reactions enhances the complexity of the suspension HVOF simulation. These 

simulations are important for both scientific and industrial applications to optimize the torch, and 

to produce coatings with enhanced properties. In the past few years, a number of studies were 

dedicated to simulate the interactions between suspension and flame. Eulerian-Lagrangian 

approach have been mainly used in literature to model the suspension HVOF process since 

concentration of the droplet/particle phase is usually not high in the system. In this method, the 

gas is modeled as a continuum phase while a discrete phase model (DPM) is used to simulate the 

droplets/particles heat transfer and motion [1, 21]. 

In order to simplify the complex phenomena in suspension HVOF process, few numerical 

studies focused only on the liquid part of the suspension [30-32]. Taleby and Hossainpour [30] 

studied the effect of various parameters such as ethanol droplets size and injection velocity on the 

gas flow field. They found that the evaporation region shifted downstream and the evaporation 

intensity decreased as the droplet injection velocity or the droplet diameter increased. Noting that 

the droplet breakup was not considered in their study. Gozali et al. [31] also investigated the effects 

of ethanol droplet size, mass flow rate, and injection velocity on gas flow field and droplets 

vaporization parametrically. Their investigation showed that the suspension HVOF process is 
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mainly controlled by the liquid feedstock mass flow rate. Due to the large relative velocity between 

gas and liquid phases, the liquid droplets undergo significant fragmentation in the middle of the 

combustion chamber. They concluded that the larger droplets undergo more intensive breakup 

[31]. Gozali et al. [32] developed their model to study the liquid feedstock or suspension as a 

various mixture of ethanol and water. The mixture was modeled as a multicomponent droplet and 

the suspension evaporation was simulated by a convection/diffusion model. It was shown that for 

the cases with high ethanol content in the solvent, the maximum evaporation occurs inside the 

combustion chamber. On the other hand, the evaporation was significantly delayed and took place 

in all internal regions of the gun for droplets with high percentage of water (more than 50%). 

Dongmo et al. [33, 34] considered suspension as two separate parcels; droplet and particle parcels. 

Droplets and particles were separately injected into the combustion chamber through the nozzle 

central port. Both particles and droplets were tracked separately through the domain. 

The motivation for the current study is to model multi-component suspension (slurry) droplets 

including base fluid and solid particles. Consequently, suspension atomization, evaporation, 

particle trajectory, velocity and temperature are numerically modelled and validated against 

experimental results [117]. 

  

3.2 Mathematical Modeling 
 

In order to simulate the suspension HVOF experiment described in [117], the geometry of 

DJ2700 torch (Oerlikon Metco, Westbury, NY) is used in this work. The 3D computational 

domain, boundary conditions and the gun dimensions are shown in Figure (3.1) and Table 3.1. A 

hexahedral grid which is composed of 1,986,715 elements is used. In this study, the Eulerian-

Lagrangian approach with two-way coupling assumption is applied using ANSYS-Fluent® release 
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14 [29]. First, the pressure, velocity and temperature of the gas phase without suspension injection 

are simulated. The propylene-oxygen mixture is injected through an annular inlet (see [113]) into 

the combustion chamber. The mass flow rate of propylene and oxygen are 2.66 and 6.64 g/s, 

respectively. Nitrogen is also injected through the central inlet with a mass flow rate of 0.313 g/s, 

serving as coolant and atomizing gas. In addition, air serving as coolant is injected through an 

annular inlet into the combustion chamber with a mass flow rate of 4.35 g/s. The above mentioned 

flow rates are the same as what is presented in [117]; Gases initial temperature is 300 K. The 

nozzle and the combustion chamber walls are modeled with a no-slip, fixed temperature condition 

(350 K). A turbulence intensity of 10% is used at the inlet boundaries. 

To model the gas phase, the compressible form of the mass, momentum, energy and species 

equations are solved together with an ideal gas equation of state. To simulate the turbulent flow, 

the realizable k-ε model together with scalable wall functions is used (see [29-32, 118, 119]. The 

mass and momentum conservation equations (based on the time-averaged (Reynolds-averaged) 

and density-averaged (Favre-averaged, (𝜌𝜙 = 𝜌�̃�)) are as follows 

Continuity 

∇. 𝜌�̃� = 0  Equation 3.1 

Momentum 

𝜌�̃�. ∇�̃� = −∇𝑝 + ∇. 𝜏 − ∇. (𝜌𝒖′𝒖′̃)  Equation 3.2 

where 𝒖, 𝒖′, 𝜌, 𝑝, and 𝜏 are the gas velocity vector, velocity fluctuation, density, pressure, and 

viscous shear stress, respectively. When the fluid is Newtonian, the shear stress tensor is given by 

(the overbar on the mean velocity is dropped) 

𝜏 = 𝜇[(∇𝒖) + (∇𝒖)𝑇] − (
2

3
𝜇 − 𝜉) (∇. 𝒖)𝑰  Equation 3.3 

where 𝜇, 𝜉, 𝑰 are the dynamic viscosity, the bulk viscosity and the identity matrix, respectively. 
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Table 3.1 Operating condition 

Fuel flow rate and inlet temperature 2.66 g/s 300 K 

Oxygen flow rate and inlet temperature 6.64 g/s 300 K 

Air flow rate and inlet temperature 4.35 g/s 300 K 

Nitrogen flow rate and inlet temperature 0.313 g/s 300 K 

Wall boundary conditions No-slip 350 K 

Droplet initial diameter and temperature 120 μm 300 K 

Droplet initial velocity and flow rate 6.2 m/s 3 kg/h 

 

 

 

 

Figure 3.1 Geometry, boundary conditions, and computational mesh 
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The term 𝜌𝒖′𝒖′̃ in the momentum equation is the Reynolds stress [29]. The Boussinesq 

equation is used to relate this term to the mean velocities as below  

−𝜌𝑢𝑖
′𝑢𝑗
′ = 2𝜇𝑡𝑆𝑖𝑗 −

2

3
𝛿𝑖𝑗

𝜕𝑢𝑘

𝜕𝑥𝑘
−
2

3
𝜌𝑘𝛿𝑖𝑗  Equation 3.4 

where 𝜇𝑡 is the eddy viscosity and 𝑆𝑖𝑗 =
1

2
(
𝜕𝑢𝑖

𝜕𝑥𝑗
+
𝜕𝑢𝑗

𝜕𝑥𝑖
) is the mean strain rate tensor. In the 

realizable 𝑘-𝜀 model, 𝑘 is the turbulent kinetic energy, 𝑘 =
𝑢𝑖
′𝑢𝑖
′

2
, and 𝜀 is the viscous dissipation 

rate of turbulent kinetic energy, 𝜀 = (
𝜇

𝜌
) 𝑢𝑖,𝑗

′ 𝑢𝑖,𝑗
′ . The transport equations in the realizable 𝑘-𝜀 

model are as follows [29] 

𝜕

𝜕𝑡
(𝜌𝑘) +

𝜕

𝜕𝑥𝑖
(𝜌𝑘𝑢𝑖) =

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝑘
)
𝜕𝑘

𝜕𝑥𝑗
] + 𝐺𝑘 − 𝜌𝜀 − 𝑌𝑀 + 𝑆𝑘  Equation 3.5 

𝜕

𝜕𝑡
(𝜌𝜀) +

𝜕

𝜕𝑥𝑖
(𝜌𝜀𝑢𝑖) =

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝜀
)
𝜕𝜀

𝜕𝑥𝑗
] + 𝜌𝐶1𝑆𝜀 − 𝜌𝐶2

𝜀2

𝑘+√𝜈𝜀
+

𝐶1𝜀
𝜀

𝑘
𝐶3𝜀𝐺𝑏 + 𝑆𝜀  

Equation 3.6 

where 𝜇𝑡 = 𝐶𝜇𝜌
𝑘2

𝜀
, 𝐶1 = 𝑚𝑎𝑥 [0.43,

𝜂

𝜂+5
] , 𝜂 = 𝑆

𝑘

𝜀
, 𝑆 = √2𝑆𝑖𝑗𝑆𝑖𝑗 and 𝑆𝑘 , 𝑆𝜀 are the source terms. 

In the realizable k-ε model, 𝐶𝜇 is not constant and is computed from the below formulas 

𝐶𝜇 =
1

𝐴0+𝐴𝑠
𝑘𝑈∗

𝜀

, 𝑈∗ = √𝑆𝑖𝑗𝑆𝑖𝑗 + Ω𝑖�̃�Ω𝑖�̃�, Ω𝑖�̃� = Ω𝑖𝑗 − 2𝜖𝑖𝑗𝑘𝜔𝑘, Ω𝑖𝑗 = Ω𝑖𝑗 −

𝜖𝑖𝑗𝑘𝜔𝑘, 𝐴0 = 4.04, 𝐴𝑠 = √6 cos𝜙 , 𝜙 =
1

3
cos−1(√6𝑊),𝑊 =

𝑆𝑖𝑗𝑆𝑗𝑘𝑆𝑘𝑖

�̃�3
 , �̃� =

√𝑆𝑖𝑗𝑆𝑖𝑗  

Equation 3.7 

where Ω𝑖𝑗 is the tensor of rate-of-rotation observed in a moving reference frame with the angular 

speed 𝜔𝑘. 

The turbulent kinetic energy production is shown by 𝐺𝑘 and given by 
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𝐺𝑘 = −𝜌𝑢𝑖
′𝑢𝑗
′ 𝜕𝑢𝑗

𝜕𝑥𝑖
= 2𝜇𝑡𝑆𝑖𝑗𝑆𝑖𝑗  Equation 3.8 

In addition, 𝑌𝑀 is known as dilatation dissipation, which is an important parameter in high-Mach-

number flows and shows the effect of compressibility on the turbulence  

𝑌𝑀 = 2𝜌𝜀𝑀𝑡
2  Equation 3.9 

where 𝑀𝑡 is the turbulent Mach number, 𝑀𝑡 = √
𝑘

𝑐2
 , and 𝑐 is the sound speed [29]. 

The energy equation is as follows  

𝜕

𝜕𝑡
(𝜌𝐸) +

𝜕

𝜕𝑥𝑖
(𝑢𝑖(𝜌𝐸 + 𝑃)) =

𝜕

𝜕𝑥𝑗
[𝜆𝑒𝑓𝑓

𝜕𝑇

𝜕𝑥𝑗
+ 𝑢𝑖(𝜏𝑖𝑗)𝑒𝑓𝑓

] + 𝑆ℎ  Equation 3.10 

where 𝐸 = 𝑒 + 𝑢2 2⁄  is the total energy, (𝜏𝑖𝑗)𝑒𝑓𝑓 is the deviatoric stress tensor, and 𝜆𝑒𝑓𝑓 is the 

effective thermal conductivity. The term 
𝜕

𝜕𝑥𝑗
(𝑢𝑖(𝜏𝑖𝑗)𝑒𝑓𝑓) in the energy equation represents the 

viscous heating influences. (𝜏𝑖𝑗)𝑒𝑓𝑓 is defined as 

(𝜏𝑖𝑗)𝑒𝑓𝑓 = 𝜇𝑒𝑓𝑓 (
𝜕𝑢𝑗

𝜕𝑥𝑖
+

𝜕𝑢𝑖

𝜕𝑥𝑗
) −

2

3
𝜇𝑒𝑓𝑓 (

𝜕𝑢𝑘

𝜕𝑥𝑘
) 𝛿𝑖𝑗  Equation 3.11 

The effective thermal conductivity is also defined as  

𝜆𝑒𝑓𝑓 = 𝜆 +
𝑐𝑝𝜇𝑡

𝑃𝑟𝑡
  Equation 3.12 

𝜆 is the molecular thermal conductivity and 𝑃𝑟𝑡 is the turbulent Prandtl number for energy. Similar 

to the turbulent heat transfer modeling, turbulent mass transfer simulation is based on the turbulent 

Schmidt number [29]. The segregated solution algorithm with a control volume based technique 

is used in this study. The discretization of the above equations is based on the second-order upwind 

scheme. In addition, the velocity and pressure are coupled using the semi-implicit method for 

pressure linked equations (SIMPLE) algorithm [29]. 

The combustion process is simulated by eddy dissipation model (also known as turbulent-

chemistry interaction model, see [30-32, 113, 119]). This model is widely used to simulate both 
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premixed and non-premixed combustions in the suspension HVOF process (e.g. [30-32]). In this 

model the chemical kinetics rates are ignored and the overall reaction rate is controlled by 

turbulence. In other words, the most common assumption used for simulating turbulent 

combustion in HVOF is that the chemical reaction time scale is much smaller than the mixing time 

scale (i.e. Damkohler number is high). The consequence of this assumption is that the fluid in the 

turbulent flame is close to chemical equilibrium, and models and theories based on the equilibrium 

assumption are valid. The one-step global reaction (Equation (3.13)), which takes dissociations 

and intermediate reactions into account, is used for modeling propylene-oxygen combustion 

reactions 

𝐶3𝐻6 + 3.516𝑂2 → 2.18𝐶𝑂 + 0.82𝐶𝑂2 + 1.886𝐻2𝑂 + 0.612𝐻2 +

0.256𝑂2 + 0.598𝑂𝐻 + 0.406𝐻 + 0.215𝑂  
Equation 3.13 

The equilibrium coefficients which depend on the ratio of the fuel to oxygen and the combustion 

chamber pressure, are calculated by Gordon and Mcbride code [120]. It should be noted that the 

mentioned combustion and turbulent models are widely tested against experimental results as 

shown in [1, 30-32, 113, 119]. 

The present work is an extension of the model developed by the authors in [19], to a three-

component mixture model where the combustion of the base fluid is also considered. The 

suspension includes 5wt.% mullite powder (3Al2O3·2SiO2), 65wt.% ethanol and 30wt.% ethylene 

glycol (see Figure (3.2)). Ethanol and ethylene glycol are two liquid components and the third one 

carries mullite properties. Two one-step global reactions are used to simulate the ethanol-oxygen 

(Equation (3.14)) and ethylene glycol-oxygen (Equation (3.15)) combustion reactions. The 

combustion reactions are simulated by eddy dissipation model [30-32]. 
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𝐶2𝐻5𝑂𝐻 + 1.3𝑂2 → 1.77𝐶𝑂 + 0.231𝐶𝑂2 + 1.36𝐻2𝑂 + 1.619𝐻2 + 3.9 ×

10−5𝑂2  + 0.008𝑂𝐻 + 0.039𝐻 + 0.00011𝑂  

Equation 3.14 

𝐶2𝐻6𝑂2 + 1.63𝑂2 → 1.36𝐶𝑂 + 0.637𝐶𝑂2 + 2.17𝐻2𝑂 + 0.6𝐻2 +

0.0645𝑂2  + 0.27𝑂𝐻 + 0.182𝐻 + 0.0455𝑂  
Equation 3.15 

 

 

Figure 3.2 The schematic representation of suspension breakup, vaporization, and particle 

agglomeration in the current model 

 

After solving the gas phase, the discrete phase model is used to simulate the injection of 

suspension droplets into the combustion chamber. In this study, a discrete injector is used which 

is composed of ten spherical droplets with a uniform size distribution (here 120 µm). The initial 

droplet diameter is calculated based on the empirical correlation for the mean droplet size [121]. 

The droplets are injected axially into the combustion chamber with a mass flow rate of 3 kg/h and 

with an initial temperature of 300 K. 

The properties of the multicomponent droplet such as density and specific heat are based on 

mixing-laws explained in [32]. The volume-weighted-mixing-law is applied to define the density 

of multicomponent droplet. The multicomponent droplet mass, 𝑚𝑑, is the sum of the components 

masses 

𝑚𝑑 = ∑ 𝑚𝑖𝑖   Equation 3.16 

and its density, 𝜌𝑑, is volume-averaged  
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𝜌𝑑 =
1

∑
𝑚𝑖

𝑚𝑑𝜌𝑖
𝑖

  Equation 3.17 

The density of liquid ethanol, liquid ethylene glycol, and mullite are 790, 1111, and 2500 kg/m3, 

respectively [122, 123]. The specific heat of multicomponent droplet is based on the mass-

weighted-mixing-law 

𝐶𝑚𝑖𝑥 = ∑ 𝑌𝑖𝐶𝑖𝑖   Equation 3.18 

The specific heat of liquid ethanol, and liquid ethylene glycol, are 2470, 2415 J/(kg.K), 

respectively. The data and correlations available in [123-125] are used to simulate the mullite 

specific heat as a function of temperature. 

The suspension surface tension is assumed to be equal to the surface tension of liquid 

components, i.e. ethanol and ethylene glycol mixture, since the solid particle concentration is low 

[126-128]. The surface tension of liquid ethanol, liquid ethylene glycol, and mixture are 0.022, 

0.048, and 0.025 N/m, respectively [126]. A piecewise-linear function is applied to estimate the 

droplet surface tension [19]. The suspension surface tension is used as far as the breakup process 

is dominant and as long as droplet temperature is less than or equal to the ethanol boiling point. 

For the next step, the surface tension of ethylene glycol is used as long as droplet temperature is 

less than or equal to the ethylene glycol boiling point. Then, solid particles are tracked through the 

domain. The same method is used to model the suspension viscosity. The viscosity of liquid 

ethanol, liquid ethylene glycol, and mixture are 0.0011, 0.0157, and 0.0022 kg/(ms), respectively 

[122]. 

The momentum conservation equation for suspension phase involves the drag force  

𝐹𝐷 =
1

2
𝜌𝐶𝐷𝐴|𝑢 − 𝑣|(𝑢 − 𝑣)  Equation 3.19 

where 𝜌, 𝐶𝐷 , 𝐴, 𝑣, 𝑢  are the gas density, the drag coefficient, the particle projected area, the 

particle, and the gas velocity, respectively. The following empirical correlation that considers the 
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effect of Reynolds (Re), Mach (M), and Knudsen numbers (𝐾𝑛 ~ 𝑀 𝑅𝑒⁄ ) is used to calculate the 

drag coefficient 

𝐶𝐷 = 2 + (𝐶𝐷0 − 2)𝑒
−3.07√𝛾𝑔(𝑅𝑒)𝑀 𝑅𝑒⁄ +

ℎ(𝑀)

√𝛾𝑀
𝑒−𝑅𝑒 (2𝑀)⁄   Equation 3.20 

where 𝐶𝐷0 is the particle drag coefficient in incompressible flow (where M<<1) and 𝛾 is the ratio 

of the specific heats. Moreover, ℎ(𝑀) and 𝑔(𝑅𝑒) are as follows  

ℎ(𝑀) =
5.6

1+𝑀
+ 1.7√

𝑇𝑑

𝑇𝑐
  

𝑔(𝑅𝑒) =
1+𝑅𝑒(12.278+0.548𝑅𝑒)

1+11.278𝑅𝑒
  

Equation 3.21 

where 𝑇𝑑 , and 𝑇𝑐 are the droplet/particle and carrier gas temperatures, respectively [21]. 

The heat and mass transfer between multicomponent droplet and gas phase is simulated 

according to the laws clarified in [1, 32]. The lumped capacity method is used to simulate the 

drop/particle heat transfer 

𝑚𝑑𝐶𝑑
𝑑𝑇𝑑

𝑑𝑡
= ℎ𝑆(𝑇𝑐 − 𝑇𝑑)  Equation 3.22 

where 𝐶𝑑 , 𝑆, and ℎ are the drop/particle specific heat, the drop/particle surface area, and the heat 

transfer coefficient, respectively. The Ranz-Marshal equation is used to estimate the Nusselt 

number (Nu) and the heat transfer coefficient 

𝑁𝑢 =
ℎ𝑑

𝜆𝑐
= 2 + 0.6𝑅𝑒𝑝

1 2⁄ 𝑃𝑟1 3⁄   Equation 3.23 

where 𝑃𝑟 is the gas phase Prandtl number [21]. The following equation is applied to compute the 

evaporation rate when the droplet temperature is between the vaporization and boiling 

temperatures  

𝑑𝑚𝑖

𝑑𝑡
= 𝑘𝑚,𝑖𝑆𝜌𝑐𝑙𝑛(1 + 𝐵𝑚,𝑖), 𝐵𝑚,𝑖 =

𝑌𝑖,𝑠−𝑌𝑖,∞

1−𝑌𝑖,𝑠
  Equation 3.24 

where 𝑘𝑚,𝑖 is the mass transfer coefficient of component 𝑖, 𝑌𝑖,𝑠 and 𝑌𝑖,∞ are the mass fraction of 

vapor at the droplet surface and in the bulk gas, respectively. The Spalding mass number of 
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component 𝑖, is denoted by 𝐵𝑚,𝑖 [29]. During droplet evaporation, the heat transfer coefficient is 

calculated from the below equation 

𝑁𝑢 =
ℎ𝑑

𝜆𝑐
=

𝑙𝑛(1+𝐵𝑇)

𝐵𝑇
(2 + 0.6𝑅𝑒𝑝

1/2
𝑃𝑟1/3)  Equation 3.25 

where 𝐵𝑇 is the Spalding heat transfer number [29]. Considering the vaporization effect, the 

droplet heat transfer equation is as follows (ℎ𝑓𝑔 is the latent heat of evaporation)  

𝑚𝑑𝐶𝑑
𝑑𝑇𝑑

𝑑𝑡
= ℎ𝑆(𝑇𝑐 − 𝑇𝑑) + ∑

𝑑𝑚𝑖

𝑑𝑡𝑖 ℎ𝑓𝑔,𝑖  Equation 3.26 

During the boiling process, the droplet heat transfer equation is as follows  

∑
𝑑𝑚𝑖

𝑑𝑡𝑖 ℎ𝑓𝑔,𝑖 = ℎ𝑆(𝑇𝑑 − 𝑇𝑐)  Equation 3.27 

The particle melting (the mullite melting point is around 2110 K) process is modeled by defining 

the particle specific heat as a function of temperature. Particle melting estimation is described in 

detail in authors’ previous paper [19]. 

The droplets secondary breakup is simulated using Taylor Analysis Breakup (TAB) model 

because the Weber number is relatively low near the injector. TAB model is based on Taylor’s 

analogy [129] between a spring-mass system, and an oscillating-distorting droplet. In this model, 

the breakup of parent droplet into a number of smaller droplets occurs when the droplet oscillations 

grow to a critical ratio of the droplet radius. To determine the child droplets size, the parent droplet 

energy is equated to the child droplets combined energy. Moreover, the mass conservation 

equation is used to determine the number of child droplets [29, 129]. 

 

3.3 Results and Discussions 
 

The general characteristics of the gas flow before injecting the suspension is shown in Figure 

(3.3). Premixed combustion of oxygen-propylene makes the gas phase temperature and static gage 
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pressure to reach around 3300 K and 0.56 MPa in the combustion chamber. To simulate the 

phenomena involved in the experiments, nitrogen is injected through the center port into the 

combustion chamber. Consequently, the gas temperature near the nozzle centerline is lower than 

the gas temperature near the fuel/oxygen inlet. In other words, the highest temperature zones are 

not located very close to the centerline where the particles move (similar results can be found in 

the literature such as [5, 130, 131]. The gas flow accelerates inside the converging part of the 

nozzle and gets choked at the nozzle throat. Consequently, the gas flow expands in the diverging 

part of the nozzle (it reaches around 2000 m/s at the nozzle exit) and a supersonic overexpanded 

jet develops outside the nozzle. 

As it is clearly indicated in Figure (3.3), the gas centerline temperature increases in the 

converging section of the nozzle until it reaches the maximum value of 2370 K near the nozzle 

throat. Then the gas temperature reduces in the divergent part of the nozzle and reaches 1850 K at 

the nozzle exit. Figure (3.3) also reveals that seven or possibly eight shock diamonds, which are a 

series of oblique shocks and Prandtl-Meyer fans, can be recognized outside the nozzle. 

Immediately after each shock, the gas temperature and pressure increase significantly and its 

velocity reduces considerably. Hence, the heat transfer rate from the gas phase to the particles 

increases in this region. In other words, the shock diamonds should be captured precisely to 

accurately predict the particle temperature and velocity. It is known from the experiments that 

seven to nine shock diamonds are observable in a typical HVOF/suspension HVOF process [132]. 

Therefore, the mesh is capable of resolving the shock diamonds and there is a good agreement 

between the numerical results and the experimental data. 

The gas flow characteristics after suspension injection are also demonstrated in Figure (3.3). 

Ethanol and ethylene glycol evaporation results in reduction of the gas temperature inside the 
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combustion chamber (similar behavior is discussed in [30-34, 118, 133]. Noting that the centerline 

temperature inside the combustion chamber does not change since nitrogen is injected into the 

chamber for both cases. In addition, the gas temperature in the nozzle throat and its diverging part 

increases since the non-premixed combustion of oxygen-vapor ethanol and oxygen-vapor ethylene 

glycol is still active. 

 

 

Figure 3.3 Effect of suspension injection on the gas flow; (left) gas flow contours and (right) 

along centerline 
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The effect of suspension injection and evaporation/combustion on the gas pressure is one of 

the key points of this study. It is known from the experiments that when suspension is injected into 

the combustion chamber, a significant rise of the pressure inside the combustion chamber, and a 

strong disturbance of the free expanding hot gas stream occur due to the presence of vapor [10, 18, 

112]. As it is shown in Figure (3.3), the combustion chamber gage pressure increases to 0.657 MPa 

due to suspension evaporation/combustion. Berghaus and Marple [117] indicated that the 

suspension is delivered against the combustion backpressure of up to 0.655 MPa, which is in 

agreement with the results of the current study. The mass fractions of propylene, ethanol vapor 

and ethylene glycol vapor are shown in Figure (3.4). As clearly indicated in Figure (3.4), the 

maximum evaporation occurs inside the combustion chamber. After ethanol vaporization, ethylene 

glycol evaporation becomes dominant. These outcomes are similar to the results presented by 

Gozali et al. [32]. 

 

 

Figure 3.4 Mass fraction of propylene, gaseous ethanol, and gaseous ethylene glycol inside the 

combustion chamber 
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Figure 3.5 Suspension/particle size, temperature, and velocity distributions within the 

computational domain 
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Figure (3.5) shows suspension/particle size, temperature, and velocity distributions in the 

computational domain. The left column of the figure shows the suspension droplets behavior inside 

the combustion chamber in more details. The suspension droplets experience fragmentation up to 

the middle of the combustion chamber. It is demonstrated that 120 μm suspension droplets injected 

into the combustion chamber, undergo fragmentation into small 1-2 μm diameter droplets. After 

completion of the breakup process, ethanol and ethylene glycol evaporate (see Figure (3.4)) and 

the coating particles (mullite) are tracked through the domain. To compare the numerical results 

with the experiments [117], the median particle diameter (d50) is used. In the current study, the 

median particle diameter is d50=1.66 μm, while the median diameter of the solid particles and 

agglomerates in suspension feedstock was d50=1.8 μm in the experimental study [117]. This means 

that solid particle diameter is well predicted. Furthermore, particles can reach to maximum 

temperature of 3170 K in the combustion chamber. Moreover, due to rather small size particles 

used in suspension HVOF, particle velocity rapidly reaches to the gas velocity (i.e. up to 2000 m/s 

at the nozzle exit) as shown in Figure (3.5). To study the effect of gas flow especially the shock 

diamonds on the particle trajectory deviation, the particle distribution at three different planes (i.e. 

nozzle throat entrance, nozzle exit, and a plane inside the shock diamonds with a standoff distance 

of 45mm) are also shown in Figure (3.5). As it is clearly demonstrated in Figure (3.5), the particle 

trajectory deviation generally begins inside the shock diamonds. For the particles moving near the 

centerline, the trajectory deviation occurs, and for the particles moving away from the centerline, 

the trajectory deviation magnifies. 

The comparison between the gas and particle characteristics inside and outside the nozzle along 

the centerline is illustrated in Figure (3.6). As it is shown, the particles are repeatedly decelerated 

and accelerated while passing through the shock diamonds. However, the effect of shock diamonds 
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on variations of particle temperature is negligible (due to low thermal conductivity and high 

specific heat capacity of mullite [123-125]). After shock diamonds, particle temperature and its 

velocity are decreased dramatically. 

 

 

Figure 3.6 Comparison between the gas and particle characteristics along the centerline 
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Figure 3.7 Particle temperature and spatial distributions at different standoff distances (SD) 
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Figure 3.8 Particle velocity and spatial distributions at different standoff distances (SD) 
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To study the effect of substrate standoff distance, particle velocity, temperature and footprints 

at standoff distances (SD) between 76 and 202 mm are shown in Figures (3.7) and (3.8). As can 

be seen, the particle spatial distribution rapidly widens as the standoff distance increases, resulting 

in nonlinear particle trajectories (contrary to a typical HVOF process). A correlation to determine 

spray cross section diameter as a function of standoff distance is derived as follows 

𝑑𝑠𝑝𝑟𝑎𝑦 = 0.55(𝑆𝐷)1.6 + 0.006  Equation 3.28 

where dspray and SD are in meter. In addition, both the particle temperature and the velocity are 

decreased by increasing the standoff distance. Therefore, it is expected that the coating porosity 

grows as the standoff distance increases (similar behavior is discussed in [19, 35] for suspension 

plasma spraying). Berghaus and Marple [117] experimentally proved that an increase in the 

standoff distance leads to porosity growth because of the reduction in particle velocity and 

temperature. 

Figures (3.9) and (3.10) show the variations in particle velocity and temperature as a function of 

standoff distance for both experimental and numerical studies. Berghaus and Marple [117] 

measured the in-flight particle states with a commercial diagnostic system (AccuraSpray®, Tecnar, 

St-Bruno, Canada). The ensemble average data representing the in-flight particle conditions in a 

measurement volume of approximately Ø3Χ25 mm2 is provided by AccuraSpray system [134, 

135]. The velocity was determined by a time-of-flight technique, and the temperature measurement 

was based on two-color pyrometry. At short standoff distances, (i.e. SD=76 mm), particle 

characteristics measurements were impeded by the existence of shock diamonds in the supersonic 

jet. Therefore, there are large error bars which indicate considerable uncertainty in the 

measurements close to the nozzle exit. However, confidence to the measurements increases as 

standoff distance rises. The numerical results are the average of the temperature and velocity of 
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the particles at each standoff distance. The same measurement volume as experiment is assumed 

around each standoff distance and the characteristics of the particles that are located inside the 

measurement volume are saved at different times. The code was run 5 times, and then the particle 

temperatures and velocities were averaged. 

In general, Figures (3.9) and (3.10) show that the numerical results are in good agreement 

with the experiment and the variation trend seems to be similar. However, there exist differences 

between experimental and numerical results especially for low standoff distances. Many factors 

can cause the mentioned deviation. From the experimental point of view, although the in-flight 

particle sensors such as DPV-2000, Accuraspray, SprayWatch, and SprayCam use similar methods 

to measure the particle states, the values of particle temperature and velocity given by these sensors 

can be noticeably different [136-138]. In addition currently used devices are not capable of fully 

detecting nano particles. Therefore, the present data mostly corresponds to the properties of 

relatively large particles which lead to uncertainties in measurement. Furthermore, particle 

agglomeration might occur during suspension evaporation or when suspension is stored in the 

container. Therefore, the average particles size inside the HVOF torch can be larger than d50=1.8 

µm which is given in the experimental study [117]. As the particle size increases, the magnitude 

of the particle acceleration and velocity decrease. Therefore, the residence time of the particle in 

the high temperature zone increases and the particle temperature rises. In addition, lack of accurate 

atomization model can be another reason of the error. Although TAB model is widely used to 

simulate the secondary breakup in suspension HVOF process, this model is not capable of 

capturing the suspension nozzle effects on atomization, and primary breakup. Therefore, more 

accurate models such as Volume of Fluid (VOF) are needed to simulate the atomization process 

and to estimate the average droplet size precisely [1, 53, 66, 139, 140]. 
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Figure 3.9 Comparison between numerical and experimental [117] results for particle velocity at 

different standoff distances (SD) 

 

 

Figure 3.10 Comparison between numerical and experimental [117] results for particle 

temperature at different standoff distances (SD) 
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3.4 Summary and Conclusions 
 

Suspension HVOF process includes complex phenomena such as reactive compressible 

multiphase flow with suspension atomization. In this study, a model based on Eulerian-Lagrangian 

approach is proposed to estimate the droplet/particle temperature, velocity, and trajectory in the 

suspension HVOF process. A suspension with known concentration is simulated by a 

multicomponent mixture model. The suspension includes 5wt.% mullite powder (3Al2O3·2SiO2), 

65wt.% ethanol and 30wt.% ethylene glycol to mimic the exact conditions used in the experimental 

study presented in [117]. Taylor Analogy Breakup (TAB) model is applied to simulate the breakup 

process. Propylene-oxygen, ethanol-oxygen, and ethylene glycol-oxygen reactions are modeled by 

eddy dissipation model. Particles are tracked through the domain after completion of the 

suspension breakup and evaporation/combustion. Gas phase pressure and temperature are well 

matched with the experiments. A correlation is proposed to determine spray cross section diameter 

as a function of the standoff distance that indicates the nonlinear behavior of particle trajectories. 

In general, the predicted particle velocity, temperature and diameter are in good agreement with 

the experiments [117]. It was shown that as the standoff distance increases, the particle velocity 

and temperature decrease. 
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Chapter 4 

 

4 Numerical Simulation of Primary Breakup of Round 

Nonturbulent Liquid Jets in Shear-Laden Gaseous 

Crossflow 

“Reprinted from the paper accepted by journal of Atomization and Sprays, [141], with permission” 

 

Abstract 

Numerical modeling results for the primary breakup of the round nonturbulent 

liquid jets in shear-laden gaseous crossflow at atmospheric pressure are presented in 

this article. A coupled level set and volume of fluid method together with the large 

eddy simulation turbulence model implemented in the CFD open source solver library 

(OpenFOAM®) are applied to simulate the primary breakup and to track the gas-liquid 

interface accurately. In the volume of fluid method, the volume fraction is advected 

algebraically using a compression scheme. To simulate the shear-laden crossflow, 

linear velocity profiles with various positive and negative slopes are considered at the 

inlet boundary condition. Based on the average crossflow velocity, two values of 

Weber number, 50 and 100, and for each of them, two values of liquid to gas 

momentum flux ratio, 5 and 20, are considered. The effect of crossflow nonuniformity 

on the liquid jet penetration, the location of column breakup point, and the liquid 

surface waves are investigated and compared with the experimental and numerical 
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results in the literature. The results indicate that nonuniform crossflow has 

considerable effects on the liquid jet behavior especially on its penetration height and 

column breakup point. While the liquid is injected from the top of the computational 

domain and the positive y-direction is downward, a parameter is defined as the ratio 

of gas velocities at the bottom and top of the inlet boundary to display the slope of the 

linear velocity profiles. The crossflow nonuniformity effect is magnified when the 

mentioned parameter increases, resulting in a significant increase of the liquid jet 

penetration height. Moreover, general correlations for liquid penetration height, based 

on experimental and numerical results, are developed in this study. 

4.1 Introduction 
 

 

Liquid jet in gaseous crossflow has numerous applications such as fuel injection in gas 

turbines, ramjets, scramjets [40, 45, 142-150], and solution/suspension injection in thermal spray 

torches to generate nanostructured coatings [1, 19, 35, 101, 106-110, 139]. Over the past decades, 

there were tremendous experimental and numerical studies on liquid jets behavior in crossflow 

(e.g. [40-46, 142-153]). In general, liquid jet in subsonic gaseous crossflow can be divided into 

three categories: 1) injection of nonturbulent liquid jet into a uniform crossflow, 2) injection of 

turbulent liquid jet into a uniform crossflow, and 3) injection of turbulent liquid jet into a 

nonuniform crossflow. 

Injection of nonturbulent liquid jet into a uniform crossflow was investigated by Mazallon et 

al. [44] and Sallam et al. [46] using pulsed shadowgraphy and holography techniques. Four 

breakup regimes namely column, bag, multimode, and shear breakup were observed. Lee et al. 

[42] studied the behavior of turbulent liquid jets injected into a uniform crossflow. It was shown 
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that for a turbulent liquid jet, bag and multimode breakup regimes are not observed at low Weber 

numbers. Moreover, it was revealed that the column breakup distance for the turbulent liquid jet 

is smaller than that for the nonturbulent liquid jet. Xiao et al. [153] used the coupled level set and 

volume of fluid method along with large eddy simulation (LES) method to model the primary 

breakup of a liquid jet injected into an air crossflow. The behavior of a nonturbulent liquid jet 

injected into a nonturbulent crossflow was studied initially. Regular waves were detected on liquid 

jet surface, and it was demonstrated that the wavelength decreases as the gaseous Weber number 

increases. The next step was simulation of turbulent liquid jet injection into a turbulent air 

crossflow. It was revealed that the liquid turbulence rather than the gaseous turbulence determines 

the liquid jet instabilities and interface characteristics. Herrmann [151] used the balanced force 

refined level set grid method to investigate the primary atomization of a turbulent liquid jet injected 

into a crossflow. He applied an algorithm to transfer broken off, small scale nearly spherical drops 

into a Lagrangian point particle description. All the nondimensional numbers except for the density 

ratio were matched with the experimental data. It was shown that the liquid jet atomization occurs 

via two simultaneous breakup mechanisms. In the first mode, instability waves on the jet surface, 

especially on the windward side, grow and form baglike structures. Then in the second, at the 

liquid jet sides and near the nozzle exit, corrugations on the jet surface are stretched out into 

ligaments. Herrmann [41] developed his model to study the effect of density ratio on primary 

atomization of a turbulent liquid jet in crossflow. It was revealed that the density ratio has 

significant effects on jet penetration and droplet size distribution. Farvardin and Dolatabadi [154] 

modeled the primary breakup of biodiesel and diesel jets injected into a crossflow using volume 

of fluid and large eddy simulation (i.e. constant coefficient one-equation eddy-viscosity model) 

methods. Their results showed lower penetration height of biodiesel jet comparing to the diesel jet 



73 
 

due to higher viscosity of biodiesel. Li and Soteriou [152, 155] also used the coupled level set and 

volume of fluid method to simulate the liquid jet atomization in crossflow. Ghost fluid method 

was also applied to facilitate simulations at high density ratio. In addition, Lagrangian droplet 

model and Adaptive Mesh Refinement (AMR) were applied to efficiently capture the multiple 

scales simultaneously. It was shown that AMR approach is capable of capturing the near-field 

details of liquid jet atomization at notably reduced cost [152]. In their study, the column trajectory, 

breakup location, and surface wavelength were also calculated at different inlet boundary 

conditions and compared with the experimental data [155]. 

Nonuniform crossflow such as swirling and shear-laden was only considered in few 

experimental studies [47-50, 156-158]. Tambe et al. [47, 49, 50] performed experiments to 

investigate the behavior of liquid jets injected into shear-laden crossflow. By dividing the wind 

tunnel into two components and introducing two independent streams, quasi-linear gas velocity 

profiles were produced. They used particle image velocimetry (PIV), phase Doppler particle 

anemometry (PDPA), and Mie-scattering techniques to measure jets penetration, velocity 

distribution, volume flux distribution and droplet size. They revealed that spray properties, 

especially penetration height, are strong function of the gas velocity profile [47, 49, 50]. Becker 

and Hassa [156] investigated the effect of ambient air pressure and the liquid-to-gas momentum 

flux ratio (q) on liquid jets injected into a counter-swirling, double annular crossflow. It was shown 

that the initial liquid placement reacted sensitively to the variation of q. Furthermore, the spray 

susceptibility to dispersion because of turbulent mixing and centrifugal forces was mainly 

dependent on droplet diameters. Noting that droplet diameter itself is a function of operating 

pressure. Gong et al. [157] studied the lean direct wall injection (LDWI) concept, where the liquid 

jets were injected into a swirling flow at various injection angles. They found that for LDWI, the 
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breakup phenomena were strong functions of jet inclination angle, liquid-to-gas momentum flux 

ratio, swirl number, and injector diameter. In their study, the optimum jet inclination angles for 

reaching uniform atomization were presented based on the swirler vane angles. Tambe and Jeng 

[48] also measured the velocity distribution and penetration of liquid jets injected into a swirling 

crossflow for various swirl angles, and liquid-to-gas momentum flux ratios. Using cylindrical 

coordinate system, it was shown that radial penetration amplifies with increasing the momentum 

flux ratio. On the other hand, increasing the swirl angle resulted in a lower radial and higher 

circumferential penetrations. Sikroria et al. [158] also measured the breakup length and penetration 

height of liquid jets injected into a swirling crossflow. They indicated that instability column waves 

have significant effects on jet breakup phenomena in swirling crossflow. The column fracture 

mode was affected by these disturbances in such a way that the liquid penetration reduced with 

increasing the momentum flux ratio for some cases. In addition, they showed that the swirling 

flows were capable of producing shorter breakup lengths, and smaller spray droplet size. 

The fact that crossflow in many applications such as thermal sprays [1, 19, 35] is not uniform 

and includes severe velocity gradients, makes it crucial to study the effect of nonuniformities on 

liquid jet behavior, and spray properties fundamentally. In this article, near field (where the phase 

interface cannot be observed brightly by traditional experimental methods) behavior of a liquid jet 

in shear-laden crossflow, i.e. penetration, deformation, turbulence interaction, and primary 

breakup is studied numerically. The shear-laden crossflow is the focus of the current work, as it is 

the simplest nonuniform flow that gives fundamental insights into the process of liquid jets primary 

breakup. In addition, it can be assumed as a simplified representative for the swirl flow [47]. 
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4.2 Numerical Modeling 
 

4.2.1 Numerical Method 

The Volume of Fluid (VOF) solver in OpenFOAM version 2.1.1 (OpenCFD Ltd.), which is a 

CFD open source solver library, is used to simulate the primary breakup of the liquid jet in shear-

laden crossflow. Supplementary details of the VOF method implementation in OpenFOAM can 

be found in the work of Rusche [67]. The incompressible momentum equation together with 

volume fraction (α) conservation equation are solved in incompressible VOF solver (InterFOAM). 

In VOF method, the function α, represents the volume fraction of the cell occupied by liquid. 

Therefore, α=0 and α=1 correspond to a cell full of gas and liquid, respectively. Furthermore, 

0<α<1 corresponds to a surface cell and shows the interface location [53, 55]. The volume fraction 

in the solver is advected algebraically using an artificial compression term to mitigate the effects 

of numerical smearing of the interface [55]. The surface tension force which is dependent on the 

surface curvature is included in the momentum equation as the continuum surface force [54, 55]. 

The governing equations solved in the incompressible VOF (InterFOAM) model are given below 

Momentum equation 

𝜕𝜌𝐔

𝜕𝑡
+ ∇. (𝜌𝐔𝐔) = −∇𝑝 + 𝜌𝐠 + ∇. (𝜇(∇𝐔 + ∇𝐔𝑇)) + 𝜎𝜅∇α  Equation 4.1 

where 𝐔 is the velocity vector, 𝜌 is density, 𝜇 is viscosity, 𝑡 is time, 𝑝 is pressure, 𝐠 is the 

gravitational acceleration, 𝜎 is the surface tension, and 𝜅 is the free surface curvature. Noting that 

the last term on the right hand side of the momentum equation is surface tension force. 

The free surface curvature is calculated from the phase fraction, α, as  

𝜅 = −∇. (
∇𝛼

|∇𝛼|
)  Equation 4.2 

Large eddy simulation (LES) turbulence model is coupled with the VOF method to capture 

vortices in both phases accurately [105, 159, 160]. In LES, by filtering the momentum equation, 
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the sub-grid scale (SGS) stress tensor comes from the convective term. The constant coefficient 

one-equation eddy-viscosity model is used to approximate the SGS stress tensor based on the 

turbulent kinetic energy (𝑘𝑠𝑔𝑠) and SGS kinematic viscosity as follows [105, 154, 161] 

𝝉𝒔𝒈𝒔 = 𝐔𝐔̅̅ ̅̅ − �̅��̅� =
2

3
𝑘𝑠𝑔𝑠𝑰 −

𝜇𝑠𝑔𝑠

𝜌
(∇𝐔 + ∇𝐔𝑇)  Equation 4.3 

𝜕𝑘𝑠𝑔𝑠

𝜕𝑡
+ ∇. (𝑘𝑠𝑔𝑠�̅�) = ∇. ((𝜗 + 𝜗𝑠𝑔𝑠)∇𝑘𝑠𝑔𝑠) − 𝜀 − 𝜗𝑠𝑔𝑠𝑆̅

2   Equation 4.4 

where 𝑆̅, 𝜗𝑠𝑔𝑠, and 𝜀 are as follows  

𝑆̅ =
1

2
(∇𝐔 + ∇𝐔𝑇)  Equation 4.5 

𝜗𝑠𝑔𝑠 = ∆𝑐𝑘𝑘𝑠𝑔𝑠
0.5 ,   𝑐𝑘 = 0.07    Equation 4.6 

𝜀 = ∆𝑐𝜀𝑘𝑠𝑔𝑠
1.5 ,   𝑐𝜀 = 1.05   Equation 4.7 

The PISO scheme is applied to calculate the pressure and velocity fields using a geometric-

algebraic multigrid (GAMG) solver. The readers are referred to sources such as Deshpande et al. 

[55] for detailed formulations. 

Volume fraction equation 

𝜕α

𝜕𝑡
+ 𝐔. ∇α + ∇. (𝐔𝑐𝛼(1 − 𝛼)) = 0   Equation 4.8 

To prevent smearing of the interface, an extra artificial compression term (the third term) is defined 

in the volume fraction equation (Equation (4.8)) and at the same time, avoids the interface 

reconstruction [55]. This artificial term is active only at the interface region. 𝐔𝑐 is the vector of 

relative velocity normal to the interface 

𝐔𝑐 = 𝐧 𝑚𝑖𝑛 [𝐶𝛼
|𝜑|

|𝑆𝑓|
, 𝑚𝑎𝑥

|𝜑|

|𝑆𝑓|
]  Equation 4.9 

where 𝐧, 𝐶𝛼, 𝜑, and 𝑆𝑓 are face unit normal flux, compression coefficient, the face volume flux, 

and cell face area vector, respectively. Based on the work of Rusche [67], 𝐶𝛼 = 1.5. The face unit 

normal is given as follows 
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𝐧 =
∇𝛼

|∇𝛼+𝛿𝑛|
  Equation 4.10 

where 𝛿𝑛 is used to avoid zero value at the denominator of 𝐧 [55]. The multidimensional universal 

limiter with explicit solution (MULES) method is used to solve the volume fraction advection 

equation [55]. 

In this study, based on the work of Albadawi et al. [68], Level Set (LS) method is used to 

improve the accuracy of the InterFOAM solver in terms of surface tension calculation and interface 

curvature. It was shown that the interface curvature and the surface tension force computations are 

considerably improved by their algorithm [66, 68, 162]. It should be noted that in LS method, the 

free surface is represented by a smooth function (level set function (𝜙)). The interface is captured 

by the zero level set, while the positive and negative values of level set function define liquid and 

gas regions, respectively [72]. 

In the work of Albadawi et al. [68], although the volume fraction field and the level set 

functions are defined, the volume fraction advection equation is solved only. The level set function 

(𝜙) is initialized in each time step using the advected volume fraction [68]. The volume fraction 

which equals to 0.5, is defined as the initial zero level set, as below 

𝜙0 = 1.5 ∆𝑥 (𝛼 − 0.5)  Equation 4.11 

where ∆𝑥 is the mesh size. This initial level set function has the positive and negative values in the 

liquid and the gas regions, respectively. The next step is solving the re-initialization equation with 

a pseudo time (𝜍) in order to assign the level set function to a signed distance function [66, 68, 70, 

72] 

𝜕𝜙

𝜕𝜍
= 𝑠𝑖𝑔𝑛(𝜙0)(1 − |∇𝜙|)  Equation 4.12 

Computing the interface normal, and curvature (𝜅), by LS method is simple and accurate [66, 68, 

70, 72]. These parameters are calculated as follows 
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𝐧 =
(∇𝜙)

|(∇𝜙)|
  Equation 4.13 

𝜅 = ∇. 𝐧  Equation 4.14 

Therefore, the surface tension force is modified and computed as 

𝐹𝜎 = 𝜎𝜅(𝜙)𝛿(𝜙)∇𝜙  Equation 4.15 

where 𝛿 is Dirac function which is defined as below 

𝛿(𝜙) = {

0, |𝜙| > 𝛽

1

2𝛽
(1 + cos (

𝜋𝜙

𝛽
)) , |𝜙| ≤ 𝛽

   Equation 4.16 

Based on the work of Albadawi et al. [68], 𝛽 = 1.5∆𝑥 is assumed in this study. The fluxes and the 

material properties such as density and viscosity are calculated based on the following Heaviside 

function 

𝐻𝑣(𝜙) =

{
 
 

 
 0, 𝜙 < −𝛽

1

2
(1 +

𝜙

𝛽
+

1

𝜋
𝑠𝑖𝑛 (

𝜋𝜙

𝛽
)) , |𝜙| ≤ 𝛽

1, 𝜙 > 𝛽

   Equation 4.17 

𝜌(𝜙) = 𝜌𝑔 + (𝜌𝑙 − 𝜌𝑔)𝐻𝑣(𝜙)    Equation 4.18 

𝜇(𝜙) = 𝜇𝑔 + (𝜇𝑙 − 𝜇𝑔)𝐻𝑣(𝜙)   Equation 4.19 

where 𝜌𝑔, 𝜌𝑙 , 𝜇𝑔 and 𝜇𝑙 are the gas density, liquid density, gas viscosity, and liquid viscosity, 

respectively [66, 68, 70, 72]. The solver algorithm is summarized in Figure (4.1). 
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Figure 4.1 Flowchart of the S-CLSVOF solver in OpenFOAM proposed by Albadawi et al. [68] 
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4.2.2 Simulation Configuration 

The computational domain and boundary conditions are schematically shown in Figure (4.2). 

The coordinate origin is at the top wall of the domain and the positive y-direction is downward. 

No-slip boundary condition is used for the top and bottom walls. Linear air velocity profiles with 

various positive and negative slopes are considered as the inlet boundary condition to simulate the 

shear-laden crossflow as below 

𝑈𝑥(𝑦) = (
𝑈𝑥,𝑎−𝑈𝑥,𝑢

𝐿
) 𝑦 + 𝑈𝑥,𝑢   Equation 4.20 

where 𝑈𝑥 is the inlet air velocity at x-direction, 𝐿 is the height of the computational domain (=20 

mm),  𝑈𝑥,𝑢 and 𝑈𝑥,𝑎 are the crossflow velocities at the top and bottom of the inlet boundary, 

respectively. Based on the work of Tambe et al. [47, 49, 50], the crossflow velocity ratio (𝑈𝑅) and 

the crossflow average velocity (𝑈𝑥,𝑎𝑣𝑔) are defined as follows 

𝑈𝑅 = 𝑈𝑥,𝑎 𝑈𝑥,𝑢⁄    Equation 4.21 

𝑈𝑥,𝑎𝑣𝑔 = (𝑈𝑥,𝑢 + 𝑈𝑥,𝑎) 2⁄     Equation 4.22 

In this study, a nonturbulent water jet that is obtained from nozzles with a small 

length/diameter ratio or supercavitating nozzles [44, 46, 149] is considered. Therefore, the water 

behavior inside the nozzle is not simulated. Instead, a circular hole on top of the domain is 

considered as the nozzle exit (the nozzle exit diameter (𝑑𝑗), is 0.5 mm). Uniform velocity boundary 

condition is assumed at the nozzle exit (the water velocity at the circular hole is 𝑉), that illustrates 

air crossflow is the main reason of the primary breakup processes during the present study (see 

[46] and [152] for more information about the primary breakup of nonturbulent liquid jets in 

crossflow and the validation of this assumption). The gas Weber number (𝑊𝑒 = 𝜌𝑔𝑈𝑥,𝑎𝑣𝑔
2 𝑑𝑗 𝜎⁄ ) 

and liquid-to-gas momentum flux ratio (𝑞 =
𝜌𝑙𝑉

2

𝜌𝑔𝑈𝑥,𝑎𝑣𝑔2⁄ ) are defined based on the average 
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crossflow velocity [47, 49, 50]. Similar to the experimental study of liquid jet injection in shear-

laden crossflow [47, 49, 50], Weber numbers of 50 and 100, and two values of q, 5 and 20, are 

considered. Values of 𝑈𝑥,𝑎, 𝑈𝑥,𝑢, average 𝑈𝑥, UR, We, and q for different cases are given in Table 

(4.1). Moreover, the inlet/outlet boundary condition is imposed on the lateral sides of the domain. 

 

 

Figure 4.2  Computational domain and boundary conditions 

 

The mesh is hexahedral, and at the initial time step, its size is about 0.08 mm (the minimum 

and the maximum grid sizes are 0.075 and 0.084 mm, respectively). Similar to our previous 

published works [105, 154, 161], dynamic adaptive mesh refinement method (interDyMFoam 

solver in OpenFOAM) with three refinement levels is used to refine the size of the cells located at 
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gas-liquid interface (i.e. where 𝛼 is between 0.01 and 0.99). Figure (4.3) shows the original mesh, 

dynamic refined mesh of cells located at the interface, and details of the mesh refinement. It should 

be noted that turbulence in the single phase regions is simulated using LES model. However, none 

of the terms arising from filtering the interface (e.g. subfilter volume fraction transport or subfilter 

surface tension) are modeled. Instead, the interface is directly resolved and there is no special LES 

treatment for the interface [41, 151]. In this study, the running time for the numerical cases is 6 

ms, and the numerical data is saved every 0.04 ms. The maximum Courant number in this study is 

0.15. 

 

Table 4.1 Values of 𝑈𝑥,𝑎, 𝑈𝑥,𝑢, 𝑈𝑥,𝑎𝑣𝑔, UR, We, and q for various cases 

Case No. 𝑈𝑥,𝑎 (ms-1) 𝑈𝑥,𝑢 (ms-1) 𝑈𝑥,𝑎𝑣𝑔 (ms-1) UR = 𝑈𝑥,𝑎 𝑈𝑥,𝑢⁄  We q 

1 52.3 104.7 78.5 0.5 50 5 

2 78.5 78.5 78.5 1 50 5 

3 104.7 52.3 78.5 2 50 5 

4 52.3 104.7 78.5 0.5 50 20 

5 78.5 78.5 78.5 1 50 20 

6 104.7 52.3 78.5 2 50 20 

7 36.9 184.5 110 0.2 100 5 

8 73.8 147.6 110 0.5 100 5 

9 110 110 110 1 100 5 

10 147.6 73.8 110 2 100 5 

11 184.5 36.9 110 5 100 5 

12 36.9 184.5 110 0.2 100 20 

13 73.8 147.6 110 0.5 100 20 

14 110 110 110 1 100 20 

15 147.6 73.8 110 2 100 20 

16 184.5 36.9 110 5 100 20 

 

Figures (4.4-4.6) show the prediction of liquid breakup, the surface wavelength (𝜆𝑠), and the 

column breakup point location (𝑥𝑏) at different refinement levels (i.e. without refinement, with 

two refinement levels, and with three refinement levels). The mentioned parameters are defined 

clearly in the results section of this paper. However, the main goal of these figures is to present 
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some numerical convergence tests with respect to grid size. In these figures, time, UR, We, and q 

are equal to 6 ms, 1, 100, and 20, respectively. As shown in Figure (4.4), by increasing the number 

of refinement levels (i.e. reducing the size of the cells located at the interface), the overall behavior 

of breakup and the structure of ligaments and droplets are captured more accurately. Figures (4.5) 

and (4.6) show that the predicted 𝜆𝑠 and 𝑥𝑏 in the current work using three refinement levels are 

in excellent agreement with the results of Xiao et al. [153] (the number of cells in their study is 

around 20 million) and are within the experimental data domain. The computational time for the 

mentioned case (UR=1, We=100, and q=20) at different refinement levels is also presented in 

Figure (4.7). The simulations are performed using 64 processors on the supercomputer of 

CalculQuebec. It is clearly demonstrated that, by increasing the number of refinement levels, the 

computational time increases significantly. Four levels of refinement has not been applied here, 

the reason is that it is time consuming and  three levels of refinement can provide a good agreement 

between numerical and experimental results. 

 

 

Figure 4.3 Dynamic adaptive mesh refinement method; (a) the original mesh, (b) dynamic 

refined mesh of cells with 𝛼 between 0.01 and 0.99, and (c) mesh refinement close-up 
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Figure 4.4 Prediction of liquid breakup and structure of ligaments and droplets (time=6 ms, 

UR=1, We=100, and q=20) as a function of refinement levels; a) without refinement, b) with two 

refinement levels, c) with three refinement levels 
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Figure 4.5 Prediction of surface wavelength as a function of refinement levels (time=6 ms, UR=1, 

We=100, and q=20) 

 

 

Figure 4.6 Prediction of column breakup point location as a function of refinement levels 

(time=6 ms, UR=1, We=100, and q=20) 
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Figure 4.7 Computational time as a function of refinement levels (UR=1, We=100, and q=20) 

 

4.3 Results and Discussions 

In Figures (4.8) and (4.9), the isosurface of 𝜙 = 0 is presented to show the water structures at 

different We, q and 𝑈𝑅 (time is equal to 6 ms). Noting that 𝑈𝑅 < 1 means 𝑈𝑥,𝑎 < 𝑈𝑥,𝑢 (𝑈𝑥 

decreases with increase of y for 𝑈𝑅 < 1) and vice-versa. In addition, 𝑈𝑅 = 1 shows a uniform 

crossflow. In the current work, similar to other studies [40, 47, 142, 148, 149, 153], the jet 

penetration is defined as the lower periphery of the water jet. Clearly, as 𝑈𝑅 increases, jet 

penetration increases. For 𝑈𝑅 < 1, the crossflow velocity near the water jet nozzle is high, 

therefore, the local q is low and the jet trajectory changes rapidly. Consequently, the jet penetration 

is low. On the other hand, for 𝑈𝑅 > 1, the jet penetration is high because the gas velocity and local 

q near the jet nozzle are low and high, respectively. Figures (4.8) and (4.9) show that as the jet 

penetration increases, the height of the spray core and the spray coverage area increase. Spray core 

is known as a small region near the spray plume center where the volume flux is high. In this 



87 
 

region, a large number of slow moving big droplets/ligaments exist. This region is surrounded by 

relatively small droplets [47]. 

 

 

Figure 4.8 Predicted liquid structure for We=50, and different q and UR 
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Figure 4.9 Predicted liquid structure for We=100, and different q and UR 
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Figure (4.8) shows that when Weber number is 50, q is 5, and 𝑈𝑅 is 1, the liquid breakup 

regime is multimode as was also detected by Sallam et al. [46]. In addition to thin bags formation, 

liquid sheets ejection from the liquid column surface is observed. However, the thin liquid bags 

cannot be fully captured due to the limitations of mesh resolution. As 𝑈𝑅 reduces, although the 

local Weber number increases, the liquid column deflection increases (i.e. the liquid penetration 

decreases) which causes the liquid sheets formation to not change significantly compared to the 

case of  𝑈𝑅 = 1. Noting that the thin liquid bags are still distinguishable and their size seems to 

decrease. As 𝑈𝑅 increases, the local Weber number decreases and the liquid bags fragmentation is 

more recognizable. Furthermore, Figure (4.8) shows that as q increases, the liquid sheets ejected 

from the liquid column surface are observed more, due to the increase of penetration height. By 

increase of the Weber number from 50 to 100 (see Figure (4.9)), the same scenario that was 

explained above occurs, however this time the liquid sheets formation is observed more frequently. 

Figure (4.10) shows the jet surfaces and the wave structures on the surfaces from the incoming 

air direction for different We, q, and 𝑈𝑅 (time is equal to 6 ms). In Figure (4.11), the wave structures 

on the jet surfaces for high 𝑈𝑅 cases (i.e. 𝑈𝑅 = 2 and 5) from two directions are revealed. As 

clearly shown, different local flow conditions cause the surface wavelength along the jet to vary 

spatially. Figure (4.11) shows that for high 𝑈𝑅 cases such as 𝑈𝑅 = 2, the surface wavelength 

increases along the jet due to different local flow strength and increase of air velocity. It is also 

clear that as 𝑈𝑅 increases, the surface wavelength increases as well. In addition, the variation of 

the surface wavelength along the jet becomes more significant as 𝑈𝑅 increases. 
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Figure 4.10 Predicted liquid structure for different We, q, and 𝑈𝑅; view from the incoming air 

direction 
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Figure 4.11 Surface wave structures and wavelengths for high 𝑈𝑅 cases; top right corner: view 

from the incoming air direction 

 

 

A comparison between the results of this work and the experimental data [47] in terms of 

liquid penetration height is presented in Figure (4.12). In the experimental work of Tambe [47], 

200 image pairs were captured for each case. The raw images then were averaged, and the jet 

penetration was obtained from the averaged image. In this study, to extract the jet penetration 

trajectory from the numerical results, the 3D liquid structure was first converted into 2D images. 

Every 0.04 ms, the coordinates of the cells (xi, yi, zi) containing liquid (𝜙 ≥ 0) are saved. Then 

their coordinate in the z direction is set to zero. Subsequently, the cells coordinates are sorted 

ascendingly in the x direction. Using the same concept as described in the experimental work of 

Tambe [47], an average of 150 images is taken and the jet trajectory is acquired from the averaged 

image. As shown in Figure (4.12), although there is a good agreement between the numerical and 
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experimental results, the numerical simulation underestimates the jet penetration especially for 

high q and 𝑈𝑅. The possible reasons are discussed in the following paragraphs. 

From the experimental point of view, as mentioned by Lubarsky et al. [163], the liquid 

penetration trajectories obtained from various experimental studies, significantly differ from each 

other. One of the main reasons that causes this significant discrepancy is the injector design and 

its location in the crossflow. It is shown that the liquid turbulence inside the injector (the internal 

turbulence can be created by the sharp edge of the orifice entrance) noticeably alters the liquid jet 

structure in the crossflow, Sauter Mean Diameter (SMD), location of the column breakup point 

(CBP), and the spray penetration trajectory. For instance, Lubarsky et al. [163] revealed that 

changing the orifice entrance from a sharp edge to a round one, causes the spray penetration to 

increase by 12%. In addition, the numerical simulation performed by Xiao et al. [153] indicated 

that assuming the laminar boundary condition for the liquid phase at the nozzle exit (at the circular 

hole) results in underestimation of the jet penetration. They showed that taking account of the 

turbulent boundary condition, causes the results of the experimental and numerical studies to be 

matched perfectly [153]. In other words, variations of the inlet liquid profile might be the main 

reason of the experiment-simulation discrepancies in liquid penetrations. As discussed by Li and 

Soteriou [155], the shape of inlet liquid profile affects the downward liquid momentum. As 

mentioned earlier in the present work, a uniform velocity profile is used in the simulations whereas 

a turbulent inlet profile existed in the experiment. Under the same flow rate, the experimental inlet 

provides higher liquid momentum and causes higher liquid penetration [155]. 
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Figure 4.12 Comparison of predicted liquid penetration height with the experimental 

observations [47] 
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The crossflow turbulence and wall boundary layer also have influences on the jet penetration. 

In the experimental work of Tambe [47], at the location of water injection, the crossflow velocity 

profiles revealed that the boundary layer thickness on both top and bottom walls could reach 3 

mm. However, in this study, the wall boundary layer at the location of liquid injection is much less 

(at most 0.1 mm), which is consistent with the Blasius solution for laminar flow over a flat plate. 

It is obvious that as the wall boundary layer increases, the liquid jet penetration increases and the 

numerical results will be in a better agreement with the experiments. 

In the experimental work of Tambe [47], the gas velocity profiles were quasi-linear, and linear 

regression was used to approximate them. Near the test chamber center, the real velocity was lower 

than what was linearized and approximated. On the other hand, near the upper and lower walls, 

the actual velocity was higher than the approximated one. As the difference between 𝑈𝑥,𝑏 and 𝑈𝑥,𝑢 

increased (i.e. 𝑈𝑅 decreases if 𝑈𝑅 < 1 or increases if 𝑈𝑅 > 1), the deviation from the linear 

assumption was more obvious. This estimation can be another reason for the above mentioned 

discrepancy. 

Figure (4.12) also illustrates that as 𝑈𝑅 increases, the penetration height increases 

significantly. By increasing 𝑈𝑅 from 0.2 to 5, the jet penetration increases over 140%. It is also 

revealed that jet penetration increases with q as expected. Furthermore, the effect of We on the jet 

penetration is presented in Figure (4.12). As can be seen, a change in We has marginal effects on 

the jet penetration. As discussed by Lubarsky et al. [163], by increasing the Weber number, the 

average size of the droplets reduces. Since smaller droplets accelerate faster in the crossflow 

direction, the liquid jet penetration decreases.  

The investigation of liquid penetration height and trajectory shape are the main objectives of 

this study. Most of the spray trajectory correlations available in the literature pose the transverse 
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penetration (y/𝑑𝑗) as a function of the momentum flux ratio (q) and the streamwise distance (x/𝑑𝑗). 

However, there exist a few studies, dedicated to the effect of Weber number on penetration. A 

logarithmic function or an exponential function for x have been proposed. As discussed by Tambe 

[47], in general, the function templates used for spray trajectories are as follows 

𝑦

𝑑𝑗
= 𝑐 (

𝑥

𝑑𝑗
)
𝑚

𝑞𝑛   Equation 4.23 

𝑦

𝑑𝑗
= 𝑐 (

𝑥

𝑑𝑗
)
𝑚

𝑞𝑛𝑊𝑒𝑓   Equation 4.24 

𝑦

𝑑𝑗
= 𝑐𝑞𝑛𝑙𝑛 (1 + 𝑚

𝑥

𝑑𝑗
)   Equation 4.25 

where the parameters c, m, n, and f are unknown constants and are obtained by fitting processes. 

Tambe [47] used the jet trajectories of all measured cases and fit two empirical correlations 

to predict liquid penetration in shear-laden crossflow 

𝑦

𝑑𝑗
= 2.17𝑞0.43𝑙𝑛 (1 + 2

𝑥

𝑑𝑗
)   Equation 4.26 

𝑦

𝑑𝑗
= 0.52 (

𝑥

𝑑𝑗
)
0.34

𝑞0.34𝑊𝑒0.42   Equation 4.27 

However, it was explained that none of the above correlations are applicable due to wide range of 

data and high standard deviation. In this work, instead of using the jet trajectories of all measured 

cases and fitting a specific curve, another approach is employed. For each 𝑈𝑅 (e.g. 𝑈𝑅 = 2), the 

jet trajectories data are put in a log-log diagram shown in Figures (4.13). Then, the algorithms 

available in MATLAB are used to find the best fit (the maximum standard deviation is 0.043). As 

can be seen in Figures (4.13), changing 𝑈𝑅 causes the trajectory curve to shift and the line slope 

to vary slightly. This phenomenon suggests that the parameters c, m, n, and f, are not constants and 

should be dependent on 𝑈𝑅. The following function template is used here since the effect of We 

on the spray trajectory is negligible 
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𝑦

𝑑𝑗
= 𝑓(𝑈𝑅) (

𝑥

𝑑𝑗
)
𝑔(𝑈𝑅)

𝑞ℎ(𝑈𝑅)   Equation 4.28 

For the experimental data [47], the best fits are as follows  

𝑓(𝑈𝑅) = 10(0.0083𝑈𝑅
3−0.081𝑈𝑅

2+0.3𝑈𝑅−0.11)   Equation 4.29 

𝑔(𝑈𝑅) = 0.0051𝑈𝑅 + 0.49   Equation 4.30 

ℎ(𝑈𝑅) = −0.0051𝑈𝑅 + 0.51   Equation 4.31 

or 

(
𝑦

𝑑𝑗𝑞
) = 10(0.0083𝑈𝑅

3−0.081𝑈𝑅
2+0.3𝑈𝑅−0.11) (

𝑥

𝑑𝑗𝑞
)
(0.0051𝑈𝑅+0.49)

   Equation 4.32 

It is clear that for 𝑈𝑅 between 0.2 and 5, 0.0051𝑈𝑅 + 0.49 ≅ 0.5. Therefore, the above correlation 

can be simplified as  

𝑦

𝑑𝑗
= 10(0.0083𝑈𝑅

3−0.081𝑈𝑅
2+0.3𝑈𝑅−0.11) (

𝑥𝑞

𝑑𝑗
)
0.5

   Equation 4.33 

 

 

Figure 4.13 Liquid penetration heights obtained from experimental data [47] 
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Interestingly, this correlation is well matched with the theoretical results of Wu et al. [149]. They 

showed that for liquid jet in uniform crossflow, 𝑦 𝑑𝑗⁄ = 𝑐(𝑥𝑞 𝑑𝑗⁄ )
0.5

, and found that 𝑐 = 1.37 

predicts the best fit with their experimental data. It can be concluded that for nonuniform 

crossflow, we have the same correlation, 𝑦 𝑑𝑗⁄ = 𝑐(𝑥𝑞 𝑑𝑗⁄ )
0.5

, although 𝑐 is no longer constant 

and depends on the crossflow velocity profile. For uniform crossflow (i.e. 𝑈𝑅 = 1), our correlation 

changes to 𝑦 𝑑𝑗⁄ = 1.31(𝑥𝑞 𝑑𝑗⁄ )
0.5

 which is in a good agreement with the result of Wu et al. [149]. 

The maximum standard deviation for Equation (4.33) is 0.063. 

The breakup of round nonturbulent liquid jets in uniform crossflow was experimentally 

investigated by Mazallon et al. [44] and Sallam et al. [46]. In the experiments of Sallam et al. [46], 

the boundary layer thickness near the nozzle exit was around 0.5 mm which was smaller than 10% 

of the distance along the liquid jet for all measurement conditions in their work. Therefore, the 

effect of wall boundary layer on the experimental results were trivial. As mentioned above, in this 

work, the wall boundary layer thickness near the nozzle exit is at most 0.1 mm. Accordingly, the 

numerical results obtained from this study are compared and validated with the experimental data 

from the work of Sallam et al. [46]. In addition, as mentioned above, Li and Soteriou [152] and 

Xiao et al. [153] numerically studied the behavior of round nonturbulent liquid jets in uniform 

crossflow using coupled level set and volume of fluid method. Consequently, the results of the 

current work are compared with the results presented in their studies [152, 153].  
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Figure 4.14 Comparison of the predicted liquid surface wavelength in the current study with the 

experimental [44, 46] and numerical [152, 153] results for the uniform crossflow; the effects of 

We and 𝑈𝑅 on liquid surface wavelength 

 

Mazallon et al. [44] and Sallam et al. [46] measured the wavelength of liquid surface 

disturbances/waves during the primary breakup process. As shown in Figure (4.14), the 

wavelength (𝜆𝑠) of these disturbances was defined as the vertical distance between the peaks for 

the liquid column breakup. Due to better observation, the wavelength was measured on the 

upstream side of the liquid jet. It is clear from Figure (4.14) that as Weber number increases, the 

parameter 𝜆𝑠 𝑑𝑗⁄  decreases. In addition, for 𝑈𝑅 = 1 (uniform crossflow), there is a good agreement 

between the results of the current study and the existing numerical and experimental data in the 

literature [44, 46, 152, 153]. The reduction of 𝑈𝑅 causes the parameter 𝜆𝑠 𝑑𝑗⁄  to decrease and vice 

versa (noting that the local We near the nozzle exit increases as 𝑈𝑅 decreases). Furthermore, Figure 
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(4.15) illustrates the effect of q on 𝜆𝑠 𝑑𝑗⁄  at a constant We. In addition to the numerical results of 

Xiao et al. [153], the experimental data domain near 𝑊𝑒 = 100 along with the empirical 

correlation for liquid jet in uniform crossflow [46] are shown in this figure. As can be seen, the 

increase in q results in the increase of 𝜆𝑠 due to the effects of local flow changes. 

 

 

Figure 4.15 Comparison of the predicted liquid surface wavelength in this study with the 

experimental [46] and numerical [153] results for the uniform crossflow; the effects of q and 𝑈𝑅 

on liquid surface wavelength 
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Figure 4.16 Comparison of the predicted liquid jet dimension at onset of breakup with the 

experimental [44, 46] and numerical [152, 153] results for the uniform crossflow; the effects of 

We and 𝑈𝑅 on 𝑑𝑖 

 

It is shown both experimentally and numerically that the liquid column deformation is 

relatively universal at the onset of breakup for the round nonturbulent liquid jets in uniform 

crossflow [44, 46, 153]. Before the onset of breakup, the liquid cross sectional area is preserved, 

so that the dimensions of the cross stream and streamwise of the liquid jet increases and decreases, 

respectively. Therefore, as shown in Figure (4.16), Sallam et al. [46] and Mazallon et al. [44] 

simplified the liquid deformation measurements to merely consider the streamwise dimension of 

the liquid jet at the onset of breakup. In Figure (4.16), 𝑑𝑖 stands for the liquid jet dimension in the 

crossflow direction (i.e. streamwise) at the onset of droplet formation. As shown in this figure, for 

uniform crossflow, the numerical results of the current study are consistent with the experimental 
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observations and the numerical values reported in [44, 46, 152, 153]. As 𝑈𝑅 decreases, the local 

Weber number near the nozzle exit increases. Therefore, the breakup begins earlier prior to 

significant deformation of the liquid column (i.e. by decreasing 𝑈𝑅, 𝑑𝑖 increases). Moreover, 

Figure (4.17) shows the effect of q on 𝑑𝑖. Similar to Figure (4.15), Weber number is equal to 100. 

In addition, the experimental data domain and the numerical results of Xiao et al. [153] are 

presented in this figure. As shown, changing q from 5 to 20 results in slight increase of 𝑑𝑖. 

 

 

Figure 4.17 Comparison of the predicted liquid jet dimension at onset of breakup with the 

experimental [46] and numerical [153] results for the uniform crossflow; the effects of q and 𝑈𝑅 

on 𝑑𝑖 
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Figure 4.18 Comparison of the liquid column breakup point location (in crossflow direction) 

predicted in the current study with the experimental [46], theoretical [149] and numerical [152, 

153] results for the uniform crossflow; the effects of We and 𝑈𝑅 on 𝑥𝑏 

 

The location of the column breakup point (CBP), is another parameter that characterizes the 

liquid jet primary breakup in the crossflow. At CBP, the liquid column ceases to exist and 

disintegrates into ligaments and droplets. Figures (4.18-4.20) show the comparison between the 

results of this study and the experimental, theoretical, and numerical data from the literature [46, 

149, 152, 153] in terms of CBP location (𝑥𝑏, 𝑦𝑏).  In this article, for different 𝑈𝑅, q, and We, the 

CBP location is found for the 25 last saved data. Then, the average of this 25 numbers is shown in 

Figures (4.18-4.20). The numerical results presented in this work for the uniform crossflow are in 

a good agreement with the experimental, numerical, and theoretical results in the literature [46, 

149, 152, 153]. Similar to the numerical results described in the literature [152, 153], the 
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simulations of this work reveals that 𝑥𝑏 decreases slightly with increase of We (see Figure (4.18)). 

In addition, 𝑥𝑏 decreases with 𝑈𝑅 since the local We near the nozzle exit increases. Figure (4.19) 

reveals the effects of q on 𝑥𝑏 when We is equal to 100. As shown, increasing q causes 𝑥𝑏 to increase 

slightly. Figure (4.20) shows that as q increases, 𝑦𝑏 increases considerably due to increase of the 

penetration height. Our simulations show that for non-uniform crossflow, as 𝑈𝑅 decreases, since 

the penetration height decreases, 𝑦𝑏 reduces significantly. 

 

 

Figure 4.19 Comparison of the liquid column breakup point location (in crossflow direction) 

predicted in this study with the experimental [46] and numerical [153] results for the uniform 

crossflow; the effects of q and 𝑈𝑅 on 𝑥𝑏 
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Figure 4.20 Comparison of the liquid column breakup point location (in direction of the liquid 

injection) predicted in the current study with the experimental, and theoretical results [149] for 

the uniform crossflow 

 

4.4 Summary and Conclusions 

 

Study of liquid jets in nonuniform crossflow is of utmost importance due to their various 

industrial applications such as in fuel injection in gas turbines, and solution/suspension injection 

in thermal spray torches. Hence, in this paper, the primary breakup of the round nonturbulent liquid 

jets in shear-laden gaseous crossflow is studied numerically using a simple coupled level set and 

volume of fluid (S-CLSVOF) method together with the large eddy simulation (LES) turbulence 

model. The ratio of the crossflow velocities at the bottom and top of the inlet boundary (𝑈𝑅) is 

defined as a parameter to display the slope of the velocity profiles. The gas Weber number (We) 

and liquid to gas momentum flux ratio (q) are defined based on the average crossflow velocity. 
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The comparison between the numerical results obtained in this paper and the available 

experimental and numerical data in the literature indicate that the mentioned SCLSVOF-LES 

methodology enables accurate prediction of the near field behavior of the liquid jet in crossflow. 

The results indicate that as 𝑈𝑅 or q increases, the liquid jet penetration increases significantly. On 

the other hand, as We increases, the jet penetration decreases slightly. General correlation for liquid 

penetration height is developed based on the experimental data [47]. It was shown that, for 

different crossflow velocity profile, the dimensionless penetration height is proportional to 

√𝑥𝑞 𝑑𝑗⁄ . In addition, it was found that different local flow condition results in spatial variation of 

surface wavelength along the jet. However, the wavelength of liquid surface disturbances reduces 

as 𝑈𝑅 decreases. Finally, the numerical results reveal that the location of column breakup point in 

liquid injection direction reduces significantly as 𝑈𝑅 decreases. 
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Chapter 5 

 

5 Penetration and Breakup of Liquid Jet in 

Transverse Free Air Jet with Application in 

Suspension-Solution Thermal Sprays 

“Reprinted from the paper published in journal of Materials and Design, 2016, volume 110, pp. 425-

435, [164], with permission” 

 

Abstract  

The penetration and breakup of water jets in transverse free air jets are 

experimentally studied at room conditions. After coming out of an orifice and forming 

a cylindrical jet, water interacts with a free air jet and disintegrates. In the current 

work, the effects of the instabilities of cylindrical liquid jets, the distance between the 

liquid orifice and gas nozzle, and the ratio of liquid orifice diameter to the gas nozzle 

diameter, on the breakup mechanisms and liquid structure are investigated. Moreover, 

general correlations for spray trajectory and location of the liquid column breakup 

point are developed. Experimental results indicate that the breakup mechanisms are 

mainly controlled by the gaseous and liquid Weber numbers. Like other studies, four 

breakup regimes, namely capillary, bag, multimode, and shear breakup are observed. 

It is found that, due to the presence of instabilities on the cylindrical liquid jet, large 

ligaments are formed close to the interaction point of liquid and gas flows. 
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Furthermore, results indicate that the location of liquid column breakup point are 

mainly dependent on the momentum flux ratio, and perturbations on the liquid jet. This 

fundamental study is essential to investigate the spray structure of a suspension-

solution jet in plasma spray. 

5.1 Introduction 

In thermal spray processes, molten, semi-molten or solid particles that are heated and 

accelerated by a high-temperature high-velocity jet/flame, are deposited on a substrate. The well-

adhered and dense coating is formed by the impact and deformation of the so called particles on 

the substrate. Different types of coatings such as wear resistance, corrosion resistance, and thermal 

barrier are extensively generated for industrial applications using thermal spray techniques [1, 2, 

165]. 

Coating with nano and submicron sized particles that has become center of attention recently, 

is the main trend in development of emerging thermal spray processes. The main reason is the 

superior performance of nanostructured and fine microstructured coatings such as noticeable 

superhydrophobicity behavior, remarkable wear resistance, enhanced catalytic behavior, improved 

thermal insulation and thermal shock resistance [7, 105-110, 139, 166-168]. Nevertheless, it is 

difficult to generate nanostructured coatings using conventional thermal spray techniques. One of 

the main reasons is the particle feed line clogging due to particles agglomerations [19, 35, 36, 101]. 

One way of addressing the mentioned issue is to inject a combination of fine solid particles and a 

base fluid such as water or alcohol (e.g. ethanol) into thermal spray torches directly. This technique 

is known as suspension thermal spray. Another common method is called solution precursor 

thermal spray. In this technique, solutions such as metal-organics (e.g. aluminum nitrate) are 
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injected into the torches. These solutions react inside the flame/jet and create very fine solid 

particles [8, 12, 19, 35, 36, 73, 101, 102, 169, 170]. 

Suspension/liquid is usually injected into the jet/flame radially [8, 12, 19, 35, 36, 73, 102, 169, 

170]. Figure (5.1) illustrates the radial injection of suspension/liquid into a plasma plume. After 

suspension/liquid column disintegration and formation of ligaments and droplets, the liquid phase 

evaporation/reaction becomes dominant. Consequently, the solid particles or their agglomerations 

remain in the field [8, 73, 102, 169, 170]. It is clear that the suspension/liquid breakup process has 

significant effects on particle in-flight behavior and coatings quality [12, 19, 35, 36]. Hence, it is 

essential to understand the mechanisms that control the suspension/liquid jet breakups and the 

resulting distribution of the suspension/liquid droplets. 

There are tremendous experimental and numerical studies on interaction of liquid jets with 

gaseous crossflow in literature [43, 142, 143, 148, 152, 153, 163, 171-174]. In general, liquid jet 

in crossflow can be divided into three main categories: 1) nonturbulent liquid jet injection into a 

uniform crossflow, 2) turbulent liquid jet injection into a uniform crossflow, and 3) liquid jet 

injection into a nonuniform crossflow (e.g. shear-laden, and swirling). Using pulsed shadowgraphy 

and holography, Mazallon et al. [44] and Sallam et al. [46] investigated the behavior of a 

nonturbulent liquid jet in a uniform crossflow. Based on the gaseous Weber number, four breakup 

regimes were observed: column, bag, multimode, and shear breakup. The behavior of turbulent 

liquid jet in uniform crossflow was studied by Lee et al. [42], using a liquid injector with a large 

length-to-diameter ratio. They argued that, at low Weber numbers, the bag and multimode breakup 

regimes are not observed for the turbulent liquid jet. Furthermore, it was revealed that the distance 

of liquid column breakup and the breakup time for the turbulent liquid jet are smaller than those 

for the nonturbulent liquid jet. Recently, Tambe et al. [47, 49, 50] studied the liquid injection into 
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a nonuniform crossflow where the gas velocity profile was quasi-linear. The crossflow was made 

by dividing the wind tunnel into two components and introducing two independent streams into 

the wind tunnel. They showed that the gas velocity profile has significant effects on liquid jet 

behavior, jet penetration depth, and the droplet size distribution. The main reason is the significant 

variation of the gaseous Weber number, and the jet-to-crossflow momentum flux ratio in the liquid 

injection direction due to gas flow velocity gradient [47, 49, 50]. 

It is clearly shown in Figure (5.1) that the suspension/liquid and gas materials, and the nozzles 

configurations involved in thermal spray processes are different from those used in typical 

experiments of liquid jet in crossflow. In suspension thermal spray, the liquid-to-gas density ratio 

is around 50000 and the thermophysical properties of suspension such as surface tension and 

viscosity are functions of time. However, in classic studies of liquid jet in crossflow, the density 

ratio is much lower and the liquid properties do not change significantly. It is also worth 

mentioning that, in typical studies of liquid jet in crossflow, experiments are performed in wind 

tunnels, or at the engine conditions, where the injector nozzle exit mounted flush in the test section 

wall. Noting that the main application of these studies is in propulsion systems including turbojet, 

ramjet, and scramjet engines [42-50, 142-145, 148, 149, 152, 153, 163, 171-174]. However, as it 

is demonstrated in Figure (5.1), in thermal spray processes, suspension/liquid usually comes out 

of a cylindrical nozzle and forms a continuous jet. Then suspension/liquid jet penetrates into a free 

gas jet. The diameters of liquid injector orifice and the gas nozzle exit are usually around 0.15±0.05 

and 7±2 mm, respectively [12, 19, 35, 36]. It is clear that, when suspension/liquid jet interacts with 

the high speed gas flow, the cylindrical suspension/liquid jet perturbations and instabilities may 

have significant influences on breakup mechanisms, ligament formation and final droplet size 

distribution. The mentioned instabilities are originating from the liquid nozzle and interaction of 
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cylindrical liquid jet with the surrounding gas. In other words, in addition to liquid Weber and 

Ohnesorge numbers, the distance between the liquid injector and gas nozzle exit (i.e. the 

instabilities growth) may have noticeable effects on breakup mechanisms and liquid penetration 

height [19, 175-177]. Moreover, the gas flow velocity at the torch exit is non-uniform, oscillatory, 

and chaotic which makes the breakup mechanism even more complex [8, 12, 73, 102, 169, 170, 

178-180]. Furthermore, the gas temperature outside the torch changes significantly in both axial 

and radial directions and is oscillatory. Therefore, the gas density changes considerably which 

affects the liquid breakup behavior [8, 12, 19, 35, 36, 73, 102, 169, 170]. 

 

 

Figure 5.1 Liquid (water) radial injection into the plasma plume 

 

As it is clarified in the above discussion, there are various parameters that affect the behavior 

and breakup mechanisms of liquid jets injected radially into the jets/flames in thermal spray 
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processes. However, since the main goal of thermal sprays is to generate dense coatings, based on 

the coatings quality, the optimum conditions for a few parameters have been experimentally and 

numerically achieved. For instance, it is known that the axial distance (i.e. in the direction of the 

gas flow) between the torch exit and the location of liquid-gas interaction should be around 1-3 

mm [19]. Furthermore, the distance between the liquid injector and the location of liquid-gas 

interaction should be less than the breakup length of a cylindrical liquid jet. In this case, the 

continuous liquid jet, not droplets, penetrates into the gas crossflow. In addition, it is numerically 

shown that a dense coating is produced when most of the droplets, generated from liquid breakup, 

move near the gas nozzle centerline [19, 35, 36]. Apparently, to control the spray trajectory and 

droplet size distribution, more detailed qualitative observations together with quantitative data are 

needed. 

With respect to the operating conditions explained above, atomization of liquid jets in 

transverse plasma flow is investigated in more details in a few experimental and numerical works 

[38, 39, 74, 178-184]. It should be mentioned that, although these studies have resulted in great 

observations, the fundamental physics of liquid breakup in the plasma crossflow has not been fully 

understood and described yet. For example, Figure (5.2) shows the instantaneous images of water 

jets in plasma crossflows [179]. As shown, there are large ligaments very close to the interaction 

point of water jet and plasma flow. Then these large ligaments break up and form much smaller 

droplets. The presence of these ligaments are very important since they control the droplet size 

distribution, and spray/droplets trajectories and evaporations. Therefore, the study of breakup 

physics is essential to find out why this type of liquid structure exist in the process and how it can 

be controlled. In general, six nondimensional numbers namely gaseous Weber number, momentum 

flux ratio (or liquid Weber number), gas flow Reynolds number, liquid Reynolds number, liquid-
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to-gas density ratio, and the ratio of liquid orifice diameter to the gas nozzle diameter, are defined 

to explain the behavior of liquid jets in crossflow [1, 41, 45, 141, 150, 151, 185-197]. However, in 

addition to the above nondimensional numbers, the liquid turbulence, gas turbulence and 

nonuniformity, and injection angle are important parameters and have significant influences on the 

results [41, 42, 49, 50, 141, 163, 194-197]. As stated above, the suspension-solution plasma spray 

process is very complex and the mentioned liquid structure can be due to many reasons such as 

liquid column instabilities and perturbations, gas flow nonuniformity and oscillations, high liquid-

to-gas density ratio, or all the mentioned parameters together. It should be also noted that doing 

experimental studies in plasma condition is challenging and the uncertainty of the results is too 

large. 

To understand the breakup physics of liquid jet in plasma crossflow and to control the process, 

the effect of each mentioned parameter (i.e. nondimentional numbers, turbulence, and angle 

effects) on the liquid behavior should be investigated fundamentally. Therefore, controlling the 

process, which is challenging today, would be knowledge-based and easier. This approach is also 

used by the researchers in the field of propulsion [41-50, 141, 148-153, 163, 192-197]. For 

example, the effect of gas flow nonuniformity on the nonturbulent liquid jet behavior in crossflow 

is studied fundamentally by Jadidi et al. [141]. They showed that the gas flow nonuniformity 

significantly affect the spray penetration height and does not have considerable influence on the 

axial position of liquid column breakup point [141]. In this study, the main focus is on 

understanding the effects of liquid column instabilities and perturbation, the ratio of gas nozzle 

diameter to liquid orifice diameter, and the distance between liquid and gas nozzles, on the spray 

structure. Therefore, the experiments are done at room conditions without any gas flow 

fluctuations. Additionally, the non-dimensional numbers are used to study the mechanisms of 
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primary breakup and liquid fragmentation fundamentally, and to develop general correlations for 

spray penetration, and liquid column breakup point (CBP). Using the non-dimensional numbers, 

the results of this study can be linked to the suspension-solution plasma spray conditions. The CBP 

and spray penetration height are two main parameters that characterize the liquid jet disintegration 

in the crossflow [42-47, 49, 50, 148, 149, 163]. These are also key parameters for controlling the 

droplets trajectories, evaporation rates, and consequently coatings quality [12, 19, 35, 36, 38, 39, 

74, 178-183]. The effect of other parameters such as injection angle and density ratio on the spray 

structure are considered as future works. 

 

 

Figure 5.2 Instantaneous images of the interaction of a continuous water jet with dc plasma flow: 

a) water pressure=0.25 Mpa, b) water pressure=0.45 Mpa, c) water pressure=0.65 Mpa, d) 

breakup close-up [179] 
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Another motivation of this work is from the recent numerical studies that was devoted to 

modeling the primary breakup of water jet in plasma spray conditions using Volume of Fluid 

method [38, 39, 74, 181, 182]. Although the plasma flow (e.g. density and temperature) was 

modeled accurately and its velocity was nonuniform, the mentioned liquid structure (e.g. large 

ligaments near the interaction point) was not captured. It should be noted that the liquid column 

instabilities were ignored in the numerical simulations. Therefore, in this study, the effects of 

cylindrical liquid jet instabilities and perturbations on the spray structure and ligament formation 

are studied and the empirical correlations, which can be used for validation of computational fluid 

dynamics (CFD) codes [19, 35, 36, 38, 39, 66, 74, 181-183] are developed. 

 

5.2 Experimental Setup 

The current experimental setup to study the injection of liquid jets into transverse free air jets, 

consists of a liquid injector and a tube to introduce air flow from a high pressure tank. Figures 

(5.3) and (5.4) show the schematic details of experimental setup and configurations of liquid 

injector and air tube. Liquid jets are injected vertically downward. The liquid injection system 

includes a tank, a flow meter, and a nozzle unit. Distilled water is filled into the tank and 

pressurized with high-pressure air, prior to start of the experiment. Water flow rate is measured by 

a flowmeter and is used to calculate the water average velocity, 𝑈𝑙, at the nozzle exit. Two liquid 

nozzles with exit diameters (d) of 0.5 and 1 mm are manufactured for the experiments. The nozzles 

passages have the inlet diameter of 12 mm, followed by a 45-deg taper to the mentioned nozzle 

exit diameters, followed by a straight section with a length of 3 mm. 
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Figure 5.3 Schematic of experimental setup 

 

The air flow is controlled by a high-pressure valve. Two air tubes with exit diameters (D) of 

4 and 9.8 mm, and length-to-diameter of 170, are used to generate fully developed flow. Fully 

developed flow is used in this study because the gas flow in the steady mode of plasma torch is 

almost fully developed at the gun exit [19, 35, 36, 38, 39, 74, 181-183]. Air tube thickness is 

around 1.3 mm. The maximum air velocity is measured by a pitot tube at the center point of the 

air tube exit. The air average velocity is then calculated based on the fully developed pipe flow 

formulas. The air average speed, 𝑈𝑔, in fully developed laminar pipe flow is one-half of the 

maximum velocity, and in fully developed turbulent pipe flow, based on the one-seventh power-

law velocity profile assumption, is 0.817 of the maximum velocity [198]. In addition, a flowmeter 

is used to measure the air flow rate to check the accuracy of the calculated air speed. 
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Figure 5.4 Configuration of liquid injector and air tube to study the water jets injection into 

transverse free air jets 

 

Breakup properties and near field structures are visualized and investigated using a Photron 

SA1.1 high speed camera (Photron, California, USA) operating at 5,000 frames/s with a resolution 

of 1024×1024 and an UltraZoom 6000 lens (Navitar, New York, USA). Using an LED light 

(Schott, California, USA), the shadowgraphy technique (backlighting) is performed to capture 

instantaneous images of the spray. These images are analyzed and statistically processed to provide 

the average spray trajectories and the distances to the liquid column breakup point. The optical 

tools are installed on a traversing mechanism while the liquid injector and air tube are fixed to an 

optical table. 

The axial and vertical distances between the liquid nozzle exit and the air tube are named W 

and H, respectively (see Figure (5.4)). In this study, 𝑊 𝐷⁄  is constant and equal to 0.35±0.03, and 

𝐻 𝑑⁄  varies between 20 and 50. Moreover, H is less than 3/4 of the breakup length of a cylindrical 
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liquid jet in still air (see references [175, 176] for detailed discussion on the stated breakup length). 

The mentioned numbers are set with respect to the values used in typical suspension-solution 

thermal sprays. Air speed is varied to attain different gaseous Weber numbers (𝑊𝑒 = 𝜌𝑔𝑈𝑔
2𝑑 𝜎⁄  

where 𝜌𝑔 is gas density, and 𝜎 is the liquid surface tension) in the range of 1 to 230. In addition, 

liquid-to-gas momentum flux ratios (𝑞 = 𝜌𝑙𝑈𝑙
2 𝜌𝑔𝑈𝑔

2⁄  where 𝜌𝑙 is the water density) are between 

1.7 and 138. To achieve acceptable results with an excellent degree of accuracy, each test is 

repeated five times and the outcomes are reported based on the average of these five tests. 

 

5.3 Results and Discussion 

In this section, the results of near field breakup processes in terms of breakup regimes, liquid 

penetration heights and column breakup points are discussed. In general, the spray field is divided 

into three modes: intact liquid column, ligaments, and droplets [148, 149, 163]. The primary 

breakup is referred to as development of hydrodynamics instabilities on the liquid column and 

generation of ligaments and droplets. The secondary breakup is known as the ligaments 

fragmentation into small droplets [163]. When the liquid jets are injected downward, the lower 

surface trajectory of jets in a cross flow is considered as the penetration height or spray trajectory. 

The liquid column breakup point (CBP) is referred to as the location where the column ceases to 

exist [42-50, 142, 143, 148, 149, 152, 153, 163, 171-174]. 

Gaseous Weber number, We, and jet-to-crossflow momentum flux ratio, q, are the most 

relevant parameters to define the breakup regimes in the process of liquid jet in crossflow. As 

explained by Wu et al. [149], Mazallon et al. [44], and Sallam et al. [46], based on the gaseous 

Weber number, four breakup regimes, namely capillary, bag, multimode, and shear breakup, are 

observed. For instance, Wu et al. [149] used wind tunnel experiments to show that the enhanced 
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capillary breakup occurs when We<12. The reason is that in this condition the liquid surface 

tension forces are large compared to the aerodynamic forces. In this regime, the liquid column is 

curved by the aerodynamic forces, that accelerates the breakup caused by the capillary forces. 

When Weber number is between 12 and 45, aerodynamic forces begin to control the breakup 

process. Thin bag-shaped membranes similar to bag breakup of a spherical droplet are formed. As 

Weber number increases (45<We<80), the liquid column fractures with a mechanism similar to 

the multimode regime in secondary breakup. Shear-type breakup together with thin bag-shaped 

membranes can be identified at several locations. As Weber number increases (We>80), the shear 

breakup becomes dominant. In this regime, droplets are stripped off from the surface of liquid 

column or ligaments by shear [149] . It is worth mentioning that, Mazallon et al. [44] and Sallam 

et al. [46] suggested different critical Weber numbers for transition between the breakup regimes 

(see Table (5.1)). In addition, Wu et al. [149], Mazallon et al. [44], and Sallam et al. [46] showed 

that as liquid velocity increases (i.e. increase of q or liquid Weber number), waves on the leeward 

side of the liquid column (the leeward waves) generates small droplets. This process is known as 

surface breakup [44, 46, 149, 163]. Noting that droplets generated by surface breakup are smaller 

than those from column breakup [149, 163]. 

 

Table 5.1 Gaseous Weber number to define breakup transition criteria for liquid jet in crossflow 

 capillary-to-bag bag-to-multimode multimode-to-shear 

Wu et al. [149] We ~ 12 We ~ 45 We ~ 80 

Mazallon et al. [44] We ~ 5 We ~ 60 We ~ 110 

Sallam et al. [46] We ~ 4 We ~ 30 We ~ 110 

Current study (based on the air 

average velocity), 𝐷/𝑑 = 19.6  
We ~ 3.5 We ~ 22 We ~ 65 

Current study (based on the air 

maximum velocity), 𝐷/𝑑 =
19.6 

We ~ 5 We ~ 33 We ~ 100 
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The observed four breakup regimes in this study are shown in Figure (5.5). In this figure, 

𝐻/𝑑 = 35 and 𝐷/𝑑 = 19.6. Figures (5.5a), (5.5b), (5.5c), and (5.5d) reveal the enhanced 

capillary, bag, multimode, and shear breakup mechanisms, respectively. Furthermore, Table (5.1) 

presents the transitional Weber numbers between the breakup regimes in this study (where 𝐷/𝑑 =

19.6), and compares the results with those observed in the wind tunnel experiments [44, 46, 149]. 

Based on the average air velocity, the critical We for transition between capillary-and-bag, bag-

and-multimode, and multimode-and-shear, are 3.5, 22, and 65, respectively. However, using the 

maximum air velocity in the calculations, the critical We obtained here is aptly matched with the 

results of Sallam et al. [46]. This result is reasonable since the air velocity profile in the fully 

developed turbulent flow in a tube is similar to the air velocity profile over a flat plate in the wind 

tunnel test (considering the boundary layer thickness). 

 

 

Figure 5.5 Breakup of water jets in transverse free air jets: a) enhanced capillary breakup (𝑊𝑒 =

2.5, 𝑞 = 3.6), b) bag breakup (𝑊𝑒 = 6.7, 𝑞 = 15), c) multimode breakup (𝑊𝑒 = 25, 𝑞 = 28), d) 

shear breakup (𝑊𝑒 = 72, 𝑞 = 9), e) surface/column breakup (𝑊𝑒 = 175, 𝑞 = 8.2) 
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The mentioned four breakup regimes are observed for different 𝐻/𝑑 and 𝐷/𝑑 examined in 

this study. Although the results show that the effect of 𝐻/𝑑 on the breakup regimes and critical 

We are negligible, 𝐷/𝑑 has some influences on the transitional Weber numbers. Figure (5.6) shows 

the effect of 𝐷/𝑑 on the critical We. When 𝐷/𝑑 is equal to 8, the critical We (based on the air 

average velocity) for transition between capillary-and-bag, bag-and-multimode, and multimode-

and-shear, are approximately 5, 30, and 70, respectively. In other words, by reducing 𝐷/𝑑, the 

critical Weber numbers increases slightly. It should be noted that as the air tube diameter (D) 

decreases, the air momentum (𝜌𝑔𝑈𝑔
2𝐷𝜋 4⁄ ) decreases. It is clear that, in this case, air density or 

velocity should be increased to enhance the air momentum. By increasing the air density or 

velocity, the air Weber number increases. 

The criteria for the surface breakup existence as a function of Weber number and 𝐷/𝑑 are 

shown in Figure (5.6). Figure (5.5e) also shows the surface/column breakup regime. Surface 

breakup, where small droplets are generated by the leeward waves, occurs when the jet-to-

crossflow momentum flux ratio, q, is large. When q is small, the liquid column experiences column 

breakup without surface breakup [149, 163]. As can be seen in Figure (5.6), Wu et al. [149], Tambe 

et al. [148] and Lakhamraju [43] established the mentioned criteria with the slopes of -0.81, -1.94, 

and -1.42. In the present work however, this criteria has a slope of almost -0.92 for both mentioned 

𝐷/𝑑. In our experiments, similar to other studies [43, 148, 149], the onset q for surface breakup 

diminishes by increasing the Weber number. Moreover, the onset q for surface breakup obtained 

from our experiments is lower than that of Wu et al. [149], and is in a good agreement with the 

recent study of Lakhamraju [43] at high We. The reduction of the onset q for surface breakup in 

our study, particularly at low We, can be due to the presence of perturbations on the cylindrical 

liquid jet. As the air velocity increases (i.e. We and q increases and decreases, respectively), the 



121 
 

air speed controls the breakup mechanism instead of the perturbations on the cylindrical liquid jet. 

Noting that our results are well matched with the findings of Lakhamraju [43] in this matter. 

Another interesting point in Figure (5.6) is the effect of 𝐷/𝑑 on the onset q for surface breakup. 

As can be seen by decreasing 𝐷/𝑑, the onset q for surface breakup reduces slightly. This 

phenomenon can be explained by the discussion presented in the previous paragraph about the air 

momentum. 

 

 

Figure 5.6 Breakup regime map of liquid jets in transverse free air jets 

 

Figure (5.7) illustrates the technique applied in this work to obtain the average CBP location. 

This technique is the same as the method used by Lubarsky et al. [163]. A typical image obtained 

with a high speed camera and backlighting technique is shown in Figure (5.7a). Using the ImageJ 

software [199], this raw image is ultimately inverted into a binary field (Figure (5.7b)) by applying 
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a threshold that is set to the image intensity. The complete boundary of the intact liquid column is 

obtained by tracking the edge of this binary field. Here, the farthest point on the boundary (i.e. the 

location where the liquid column ceases to exist) from the coordinate origin is defined as the CBP. 

The coordinate origin and axes are shown in Figure (5.4). The origin is at the intersection of a 

vertical line extending downward from the liquid nozzle outlet and a horizontal line through the 

edge of the air tube (see Figure (5.4)). The positive x and y axes are in the directions of airflow 

and liquid injection, respectively. Figure (5.7c) indicates the CBP location obtained from the raw 

image. The CBP location is averaged over 200 images and the average CBP location (𝑥𝑏 , 𝑦𝑏) is 

shown in Figure (5.7d). 

 

 

Figure 5.7 The technique used to locate the column breakup point (CBP) 
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The average location of the column breakup point (𝑥𝑏 , 𝑦𝑏) as a function of momentum flux 

ratio (q) and gaseous Weber number is shown in Figure (5.8). The data shown in this figure are 

related to different values of 𝐻 𝑑⁄  and 𝐷 𝑑⁄  while the average gasoues Weber number is greater 

than 70. As shown, 𝑥𝑏 𝑑⁄  and 𝑦𝑏 𝑑⁄  increase as q increases. On the other hand, these parameters 

decrease by increasing the gaseous Weber number. It is clearly shown that 𝑦𝑏 𝑑⁄  strongly depends 

on the momentum flux ratio, q. 

In Figure (5.9), the effects of 𝐻 𝑑⁄  and 𝐷 𝑑⁄  on the CBP location at relatively low and high 

We and q (i.e. 𝑊𝑒 = 50, 200 and 𝑞 = 5, 20) are shown. As can be seen, for high We and q, 𝐻 𝑑⁄  

does not have any effects on the CBP location and the data related to different 𝐷 𝑑⁄  are disorderly 

distributed over the averaged value (i.e. solid line). In the case of low We and q, increasing 𝐻 𝑑⁄  

and 𝐷 𝑑⁄  causes the CBP location decreases slightly. In general, our results show that when We is 

high (high We region is focused here because in suspension-solution thermal spray, the gaseous 

Weber number is typically more than 200 [12]), 𝑥𝑏 𝑑⁄  and 𝑦𝑏 𝑑⁄  are independent of 𝐷 𝑑⁄ , 𝐻 𝑑⁄ , 

and are functions of momentum flux ratio and gaseous Weber number (see Figures (5.8), and 

(5.9)). Therefore, for 𝑊𝑒 > 70, a correlation for 𝑥𝑏 𝑑⁄  is developed as follows 

𝑥𝑏

𝑑
= 10.79 𝑊𝑒−0.33𝑞0.11   Equation 5.1 

where the correlation coefficient for the fit is 0.91, the standard deviation is 0.7, and the 

experimental uncertainty is approximately ±8%. The correlation for estimating the transverse 

height of the column breakup point (i.e. 𝑦𝑏 𝑑⁄ ) is given below (for 𝑊𝑒 > 70) 

𝑦𝑏

𝑑
= 2.655 𝑊𝑒−0.127𝑞0.3    Equation 5.2 

where the correlation coefficient for the fit is 0.95, the standard deviation is 0.37, and the 

experimental uncertainty is about ±7%. 
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Figure 5.8 Location of the liquid column breakup point (CBP) as a function of gaseous Weber 

number and momentum flux ratio (based on the average gas velocity at the nozzle exit) for 

different values of 𝐷 𝑑⁄ , and 𝐻 𝑑⁄  
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Figure 5.9 Location of the liquid column breakup point (CBP) as a function of 𝐷 𝑑⁄ , and 𝐻 𝑑⁄  
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Figure 5.10 Comparison of the location of liquid column breakup point (CBP) obtained in this 

study with the results of Wu et al. [149] 

 

It is worth mentioning that, 𝑥𝑏 𝑑⁄  estimated in the present work is smaller compared to the 

results of Wu et al. [149], Sallam et al. [46], and Lee et al. [42] (see Figure (5.10)). Wu et al. [149] 



127 
 

and Sallam et al. [46] discussed that 𝑥𝑏 𝑑⁄  for nonturbulent liquid jet in crossflow is constant and 

around 8. In addition, Lee et al. [42] explained that 𝑥𝑏 𝑑⁄  for turbulent liquid jet in crossflow is 

also constant and equal to 5.2. However, Lubarsky et al. [163] found that 𝑥𝑏 𝑑⁄  is a function of q 

and gaseous Weber number (similar results are obtained in the current work). They showed that 

𝑥𝑏 𝑑⁄  decreases as q and We increase [163]. They also reported that 𝑥𝑏 𝑑⁄  in their investigated 

operational conditions (i.e. 2 < 𝑞 < 200, and 50 < 𝑊𝑒 < 1500) are in the range of 1-4 [163]. As 

mentioned above and shown in Figures (5.8) and (5.10), in contrast to the work of Lubarsky et al. 

[163], our results reveal that 𝑥𝑏 𝑑⁄  increases slightly as q increases. Figure (5.10) also shows the 

values of 𝑦𝑏 𝑑⁄  reported by Wu et al. [149], which is much higher than our results. However, 

Lubarsky et al. [163] reported that 𝑦𝑏 𝑑⁄  for their investigated operational conditions is between 2 

and 6. 

 

 

Figure 5.11 Liquid penetration height (spray trajectory) as a function of liquid-to-gas momentum 

flux ratio, q 
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Figure (5.11) shows the dependency of the spray penetration height (i.e. spray trajectory) to 

liquid-to-air momentum flux ratio, q, while gaseous Weber number (based on the average gas 

velocity) is greater than 40. In order to characterize the lower boundary of the spray pattern, each 

of the several thousand images captured by the high speed camera is processed individually. Using 

ImageJ software [199], threshold is applied to the raw images prior to generation of the binary 

fields. The spray trajectory is considered as the line that divides white and black zones in the binary 

image (see Figure (5.7)) [163]. Finally, the mean spray trajectory is calculated using conventional 

algorithms. As in other previous studies [148, 149, 163], our experiments demonstrate that the 

spray trajectory is dependent of q and independent of We, 𝐻 𝑑⁄ , and 𝐷 𝑑⁄ . As shown in Figure 

(5.11), by increasing liquid-to-gas momentum flux ratio, q, the liquid penetration height increases 

significantly. The following correlation for the spray penetration height is developed in this work 

𝑦

𝑑
= 1.538𝑞0.42 (

𝑥

𝑑
)
0.582

    Equation 5.3 

where the experimental uncertainty is around ±7%, the standard deviation is 0.21, and the 

correlation coefficient for the fit is 0.94. It should be noted that there is an excellent agreement 

between our experimental data and correlation, with the results obtained by Wu et al. [149] and 

Lee et al. [42] (shown in Figure (5.11)). On the other hand, the spray trajectory obtained here is 

significantly different from the results reported by Lubarsky et al. [163]. 

Figure (5.12) shows a sequence of images captured in this study where 𝑊𝑒 = 200 and 𝑞 =

15. The time interval between the images is 0.4 ms. These images illustrate that large ligaments 

exist close to the interaction point of liquid and air jets in our experiments. Due to presence of such 

large ligaments, our results in terms of CBP location are significantly different from the results 

obtained from wind tunnel tests (e.g. [42, 46, 149]). However, these ligaments do not change the 

spray trajectory in comparison with the results of wind tunnel tests [149]. As explained above, 
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these large ligaments are also observed in suspension plasma spray conditions (see Figure (5.2)) 

and our results show that one of the main reasons of their existence is the liquid column 

perturbations and instabilities. In other words, after ejection of liquid from the orifice, the 

instabilities appear and grow on the liquid column. Then, by the interaction of liquid jet with high 

speed gas flow, the liquid fragment (i.e. large ligament) ejects from the main flow at the point that 

liquid jet diameter is small (see the red arrow in Figure (5.12)). 

 

 

Figure 5.12 A series of captured images with time difference of 0.4 ms 

 

It is worth mentioning that all the above discussions such as breakup mechanisms, established 

transitional Weber numbers, liquid column breakup point, and penetration height strongly depend 
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on the axial distance between the liquid nozzle exit and the air tube (W). As mentioned above the 

parameter 𝑊/𝐷 is kept constant (=0.35±0.03) in this study. However, as this parameter increases, 

the breakup mechanism might change, the intact liquid column becomes oscillatory, and the 

penetration height increases dramatically. The main reasons are the velocity relaxation inside the 

gaseous jet, and the expansion in the free jet diameter. Figure (5.13) shows that increasing 𝑊/𝐷 

changes the breakup mechanism from bag to capillary (We and q are calculated based on the 

average gas velocity at the tube exit). When 𝑊/𝐷 < 0.35, the velocity relaxation inside the 

gaseous jet is not significant, and does not have considerable effects on the above results. 

 

 

Figure 5.13 Effect of axial distance between the liquid nozzle exit and the air tube on breakup 

mechanisms and penetration height: a) bag breakup (𝑊𝑒 = 6.7, 𝑞 = 5.6, 𝐻/𝑑 = 35,𝑊/𝐷 =

3.75), b) enhanced capillary breakup (𝑊𝑒 = 6.7, 𝑞 = 5.6, 𝐻/𝑑 = 35, 𝑊/𝐷 = 14.5) 

 

5.4 Summary and Conclusions 

As a fundamental study in the field of suspension-solution thermal sprays, the primary 

breakup of water jets in transverse free air jets is investigated at room conditions using 
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shadowgraphy technique. The main goals are understanding the effects of liquid column 

perturbations and instabilities, and ratio of gas nozzle-to-liquid orifice diameter on the breakup 

mechanisms, ligaments formations, and spray trajectory. Four breakup regimes (i.e. capillary, bag, 

multimode, and shear breakup) are observed based on the gaseous Weber number, We. It is shown 

that the diameter ratio has slight influences on the critical We and the onset of surface breakup. 

Moreover, the effects of momentum flux ratio, the distance between air tube and liquid orifice, 

gaseous Reynolds and Weber numbers on the location of liquid column breakup point (CBP) are 

studied in this work. It is found that the liquid column instabilities and momentum flux ratio affect 

the CBP location significantly. In other words, these instabilities lead to formation of large 

ligaments near the interaction point of liquid and gas jets. However, the spray trajectory found in 

the current study is almost the same as the trajectory obtained from the wind tunnel tests. It is also 

found that there is a similarity between the results of the current study and the results obtained 

from the water jet in plasma crossflow (see Figures (5.2) and (5.12)). Therefore, the empirical 

correlations developed here can be used to estimate the liquid breakup behavior, and droplets 

trajectories in the suspension plasma spray conditions. Our results also clears that to control the 

droplet size distribution, droplets trajectories, and evaporation rates, the liquid column 

perturbations and instabilities as the main reason of large ligaments formation should be 

controlled. In addition, in numerical simulations, to model the liquid behavior and to estimate the 

droplet size distribution, the liquid column perturbations and instabilities should be taken into 

account. 
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Chapter 6 

 

6 Conclusions and Suggestions for Future Work 
 

 

6.1 Summary 

Investigating and understanding the physical phenomena involved in the suspension thermal 

spray processes are the main aims of this work. Although fine microstructure coatings generated 

by the suspension thermal spray technique have unique properties, controlling and improving the 

process are still challenging. It is worth mentioning that the effects of many parameters such as 

suspension breakup on the particle temperature and kinetic energy, and the coatings quality have 

not been completely understood yet. As a first step to reach the mentioned goals, a numerical 

model was developed (see chapters 2 and 3 [35, 101]). The model was based on the Eulerian-

Lagrangian approach and was able to simulate the droplet breakup, liquid evaporation, particle in-

flight behavior near the substrate, and particle impact conditions. 

The model was applied to simulate the suspension plasma spray process [35]. The Kelvin-

Helmholtz Rayleigh-Taylor (KHRT) model was used to simulate the droplet breakup. Flat 

substrates were located at different standoff distances ranging from 40 to 60 mm. It was found that 

by adding the substrate into the computational domain, the plasma temperature near the substrate 

increases. Furthermore, close to the substrate, many particles are decelerated and get diverted by 

the stagnation region. The Stokes number of the particles that move near the substrate and jet 

centerline were calculated. It was found that, the Stokes number of particles that are close to the 
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centerline can be between 0.1 and 2. On the other hand, for the particles that are far from the 

centerline, it is lower than 0.1. 

In addition to suspension plasma spray, the suspension HVOF process was simulated using 

the mentioned Eulerian-Lagrangian approach [101]. In this case, since the Weber number is 

relatively low, Taylor Analogy Breakup (TAB) model was applied for simulation of the breakup 

process. The eddy dissipation model was used to simulate the propylene-oxygen, ethanol-oxygen, 

and ethylene glycol-oxygen reactions. It was shown that the chamber pressure increases by 

injection of suspension droplets. In addition, it was revealed that the particle trajectory is 

significantly influenced by the shock diamonds and turbulent mixing layer. In suspension HVOF 

process, compared to the typical HVOF process, the particle trajectory deviation is more severe 

due to lower Stokes number. A correlation was developed to determine spray cross section 

diameter (i.e. particle trajectory deviation) as a function of standoff distance. 

Primary breakup of a liquid jet in crossflows was studied in more details [141, 164], because 

it mainly controls the particle trajectory and in-flight behavior. It should be noted that the crossflow 

in the suspension plasma spray process is nonuniform and oscillatory. In chapter 4, the effect of 

nonuniform crossflow on the liquid breakup mechanism, penetration height, and column 

deformation was studied numerically using the coupled level set and volume of fluid (VOF) 

method. It is clear that, when the crossflow is nonuniform, the Weber number and momentum flux 

ratio change considerably along the liquid column. It was found that the nonuniform crossflow has 

significant influence on the liquid penetration height and column waves structures. A general 

correlation for liquid penetration height as a function of crossflow velocity profile was developed. 

As mentioned above, the TAB and KHRT models are functions of the Weber number and, 
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therefore, the outcomes of this fundamental study can be used to calibrate these models and 

improve their accuracy for thermal spray conditions. 

The effects of liquid column perturbations, the distance between the liquid orifice and gas 

nozzle, and ratio of gas nozzle-to-liquid orifice diameter on the breakup mechanisms, ligaments 

formations, and spray trajectory were experimentally investigated. It was found that the liquid 

column perturbations significantly influence the location of liquid column breakup point. The 

stated perturbations result in the formation of large ligaments near the interaction point of liquid 

and gas jets. On the other hand, these perturbations do not change the liquid penetration height 

compared to the results obtained from the wind tunnel tests. The two important outcomes of these 

experiments are; i) the liquid column perturbations have important influences on the droplet size 

distribution, trajectory, evaporation rate and etc., and  ii) due to the formation of large ligaments 

near the gas-liquid interaction point, the assumption of droplet injection and using KHRT model 

to simulate the breakup phenomenon seem to be reasonable.  

 

6.2 Scope for Research and Future Work 
 

In general, suspension thermal spray is a new technique and the effects of many parameters 

and mechanisms in this process are not explored yet. Therefore, there is a wide range of research 

topics in this area, such as suspension preparation and storage, suspension breakup and 

evaporation/combustion, coatings buildup, rarefied flow effects, and etc. Numerical modeling of 

suspension/particle in-flight behavior was focused here and, therefore, some future works in this 

area will be suggested. In the following, more topics that can be considered for future research are 

briefly presented. 
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 Analyzing the effect of density ratio on the liquid jet primary breakup and droplet 

secondary breakup; in suspension plasma spray, the density ratio is too large and is 

around 50,000 [164]. It might have significant influences on the breakup mechanisms, 

liquid penetration height, and droplet size distribution. 

 Investigating the effect of liquid injection angle on the breakup mechanisms, and 

droplet size distribution. 

 Numerical modeling of spray injection into the plasma plume and HVOF torch; the 

spray can be generated by Effervescent or airblast atomizers [200, 201]. 

 Studying the behavior of liquid jet in an oscillating crossflow; in this case, the 

oscillation frequency can change the spray trajectory, surface waves’ structures, and 

droplet size distribution [202].   

 Using non-circular nozzles (e.g. elliptical nozzles) for suspension injection; the axis-

switching phenomenon might result in a lower value of Sauter mean diameter (SMD). 

Therefore, it can have significant influences on particle in-flight behavior and the 

coatings quality. 

 Measuring/calculating the thermophysical and transport properties of materials (e.g. 

mass diffusivity, and viscosity) at high temperature. In addition, the dynamic surface 

tension of suspensions should be measured and empirical and theoretical correlations 

should be provided since this dynamic parameter controls the breakup phenomena [1, 

203]. 

 Coupling of interface capturing methods such as VOF and CLSVOF with Lagrangian 

spray method; using this approach, both primary and secondary atomization can be 
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modeled more accurately [151]. In addition, after completion of breakup and liquid 

evaporation, fine particles can be tracked through the computational domain.  

 Improving VOF-LES coupling by providing an LES subgrid model for liquid/gas 

interface dynamics [204, 205]. 

 Studying the suspension evaporation/combustion mechanisms and modeling the micro-

explosion phenomena [1, 206]. These phenomena have some effects on the particle 

agglomerations’ size and velocity. 

 Modifying the Nusselt number correlation and heat transfer coefficient by adding the 

effects of Knudsen number. Furthermore, the thermophoretic force should be added to 

the model [1, 21]. In addition, more accurate turbulence models such as LES should be 

used to simulate the suspension thermal spray processes.  

 Investigating the effects of substrate location and shape on in-flight particle 

characteristics in suspension HVOF process; since the standoff distance in this process 

is relatively short, a bow shock might happen near the substrate. This shock can change 

the particle trajectory and velocity significantly. 

 Adding the conjugate heat transfer method to the mentioned Eulerian-Lagrangian 

model in order to estimate the substrate temperature distribution. 

 Study of droplet/particle impact on the substrate, splat formation, and coatings buildup; 

it can provide an accurate boundary condition for particle-substrate interaction in our 

model. 

 Parametric study and optimizing the torch geometry, suspension injector type, shape, 

and location. 
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Appendix: A coupled level set and volume of fluid 

method with application to compressible two-phase 

flow  
 

“Reprinted from the paper published in the 22nd Annual Conference of the CFD Society of Canada, 

Toronto, Canada, 1-4 June 2014, [66]” 

 

A simple coupling of Level Set (LS) and Volume of Fluid (VOF) methods (S-CLSVOF) with 

application in compressible gas-liquid two-phase flow is presented. The LS method is added to the 

compressible VOF solver in OpenFOAM [64], which is a CFD Open source solver library, to 

improve the computation of interface curvature and surface tension force. The results of this 

method and compressible VOF solver are compared for a test case. It is shown that the interface 

curvature and the surface tension force computations are considerably improved by adding LS 

method to the compressible VOF solver. The governing equations solved in compressible VOF 

(compressibleInterFoam) are given below 

Continuity equation 

𝜕𝜌

𝜕𝑡
+ ∇. (𝜌𝐔) = 0  Equation A.1  

Momentum equation 

𝜕𝜌𝐔

𝜕𝑡
+ ∇. (𝜌𝐔𝐔) = −∇(𝑝 +

2

3
𝜇∇. 𝐔) + 𝜌𝐠 + [∇. (𝜇∇𝐔) + ∇𝐔. ∇𝜇] + 𝜎𝜅∇𝛼1  Equation A.2 

where 𝜎 is the surface tension, 𝜅 is the curvature of the free surface and 𝛼1 is the phase fraction of 

phase 1. It should be noted that curvature of the free surface is calculated from the phase fraction 

𝛼1 as 
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𝜅 = −∇. (
∇𝛼1

|∇𝛼1|
)  Equation A.3 

Equation of State 

𝜌𝑖 = 𝜌0𝑖 +Ψ𝑖𝑝  Equation A.4 

where the subscript i denotes the phase i and Ψ𝑖 is the compressibility Ψ𝑖 = 1 𝑐𝑖
2⁄  and 𝑐𝑖 here is 

the speed of sound. For a compressible phase (i.e. gas) the nominal density 𝜌0 is set to zero which 

leads to an ideal gas equation of state for an isothermal fluid. For the low compressibility phase 

(i.e. liquid) 𝜌0 is set to the nominal density of the liquid under normal conditions. Therefore, a 

constant liquid density is used unless the liquid is subjected to very high pressures. 

Volume fraction equation 

The volume fraction equation of a compressible flow is written as 

𝜕𝛼1

𝜕𝑡
+ ∇. (𝛼1𝐔) + ∇. (𝐔𝑐𝛼1(1 − 𝛼1)) = 𝛼1(1 − 𝛼1) (

Ψ2

𝜌2
−
Ψ1

𝜌1
)
𝐷𝑝

𝐷𝑡
+ 𝛼1∇.𝐔   Equation 0A.5 

The MULES (multidimensional universal limiter with explicit solution) method is used to solve 

the volume fraction advection equation. The algorithm developed by Albadawi et al. [68] and 

discussed in chapter 4 is used for coupling LS and compressible VOF here. The level set function 

is initialized using Equation (4.11). After solving the re-initialization equation, the interface 

curvature and surface tension force are computed using Equations (4.14) and (4.15). The density 

and viscosity of both phases are calculated by Equations (4.18) and (4.19). 

In this study, we assess our method based on a 3D bubble growth and detachment problem. 

Additionally, our method is compared with the compressible VOF method available in 

OpenFOAM. The schematic diagram of the numerical domain can be seen in Figure (A.1). During 

the process, air comes out of an orifice and forms a bubble. Within time the bubble volume 

increases continuously. However, the lift force causes the bubble to detach and rise upwards [207]. 

A parabolic velocity profile is assumed at the air inlet for the boundary condition. The maximum 
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velocity in the parabolic velocity profile is calculated based on the air flow rate [68]. The air flow 

rate is equal to 200 mlph. For the lower wall, the adhesion boundary condition is used to prevent 

bubble interface spreading along the wall. The wall static contact angle is set to 20° while no slip 

boundary condition is used for the other walls. To expose the initial condition, a semi-spherical 

bubble at the inflow is patched so that the distance function for LS method can be calculated. It 

should be noted that the gravity force is considered in the mentioned problem. Also, the physical 

properties of the fluids are assumed to be constant. The PIMPLE scheme is used to couple pressure 

and velocity. Furthermore, the Courant number of 0.25 with adaptive time step is used to control 

the computations. 

 

 

Figure A.1 Schematic diagram of the problem of bubble growth and detachment 

 

The comparison between the numerical results and the experimental measurements [68] is 

shown in Figure (A.2). It is worth noting that the numerical interfaces are obtained from 
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compressible VOF and S-CLSVOF mentioned above. As can be seen in Figure (A.2), the VOF 

method predicts the bubble with smaller volume and height. On the other hand, the S-CLSVOF 

results are in good agreement with experimental data. The bubble detachment time resulting from 

the experiment, VOF, and S-CLSVOF are 0.523, 0.327 and 0.421 s respectively. It is clear that the 

computations of interface curvature and surface tension force are improved by S-CLSVOF. 

 

 

Figure A.2 Bubble shape predictions by experimental [68], VOF and S-CLSVOF for the problem 

of bubble growth and detachment 


