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ABSTRACT

Collaborative Planning and Event Monitoring Over

Supply Chain Network

Sujoy Ray, Ph.D.

Concordia University, 2017

The shifting paradigm of supply chain management is manifesting increasing reliance

on automated collaborative planning and event monitoring through information-bounded

interaction across organizations. An end-to-end support for the course of actions is turning

vital in faster incident response and proactive decision making. Many current platforms

exhibit limitations to handle supply chain planning and monitoring in decentralized set-

ting where participants may divide their responsibilities and share computational load of

the solution generation. In this thesis, we investigate modeling and solution generation

techniques for shared commodity delivery planning and event monitoring problems in a

collaborative setting. In particular, we �rst elaborate a new model of Multi-Depot Vehicle

Routing Problem (MDVRP) to jointly serve customer demands using multiple vehicles

followed by a heuristic technique to search near-optimal solutions for such problem in-

stances. Secondly, we propose two distributed mechanisms, namely: Passive Learning and

Active Negotiation, to �nd near-optimal MDVRP solutions while executing the heuristic

algorithm at the participant's side. Thirdly, we illustrate a collaboration mechanism to

cost-e�ectively deploy execution monitors over supply chain network in order to collect

in-�eld plan execution data. Finally, we describe a distributed approach to collaboratively

monitor associations among recent events from an incoming stream of plan execution data.

Experimental results over known datasets demonstrate the e�ciency of the approaches to

handle medium and large problem instances. The work has also produced considerable

knowledge on the collaborative transportation planning and execution event monitoring.
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Chapter 1

Introduction

The huge technological advancement in the last few decades has brought new

challenges to the conventional operations for businesses ranging from private

enterprises to governmental institutions. Rapid economic changes, business ex-

pansion, infrastructure improvement and faster data sharing techniques have

placed high demand for collaboration in solution generation and monitoring of

business plans to e�ciently execute large-scale and long-lasting operations. In

general, an operation requires a complex process, constrained by dependencies

and priorities, that uses allocated resources through a set of tasks in order

to achieve its goal(s). Many academic and industrial e�orts can be found in

research literature on various aspects of automation from generating plans to

monitoring execution of various operations. In this regard, this dissertation ex-

plores automated collaborative solution generation and monitoring techniques

for operational plans in presence of multiple participants. Speci�c focus of this

study is on commodity delivery plans over Supply Chain Network (SCN).

Large organizations address commodity delivery planning and monitoring at three

di�erent levels over SCN, namely: strategic, operational and tactical [179]. At the strategic

level, decision makers select depots for serving the customers. Various network partition-

ing/clustering algorithms are popularly used to choose depot locations at the vicinity of the
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customers. Once the depots are identi�ed, operational decision makers solve the underly-

ing routing problems as per the requirements. These sub-problems are often characterized

as Traveling Salesman Problem (TSP), Vehicle Routing Problem (VRP), Traveling Re-

pairman Problem (TRP), etc. Analytic, heuristic and meta-heuristic algorithms are used

to solve the routing problems typically with an objective to minimize the routing cost.

The resulting solution is a set of tasks where each task forms a vehicle route. The tactical

o�cers execute these tasks in compliance with previously taken decisions. Timely planning

for logistic deployment is vital in situations like humanitarian aid, disaster relief and rescue

operations or national crises. For example, after a disaster, such as earthquake, multiple

disaster relief organizations (e.g. United Nations Disaster Assessment and Coordination

(UNDAC), Red Cross Society, etc.) launch major rescue operations to help potential vic-

tims. While their management teams remotely decide over establishing depots, the rescue

commanders decide on the routing plans and the drivers are asked to reach out the vic-

tims. Depending on speci�c needs, objectives of these tasks can be di�erent. However,

such an objective always represents optimization of a quanti�able (e.g. routing cost, rescue

time, etc.) subjected to a set of constraints. In government and commercial organizations,

commodity delivery planning signi�cantly save cost of operations.

SCN monitoring is also a challenging problem to the decision makers. Often time,

lack of su�cient tracking capability leads to missing crucial assets [32]. Holguin-Veras et al.

[235] has described the importance and di�culties of establishing communication within a

short duration during hurricane Katrina. A similar experience is documented by Schwartz

et al. [202] on the aftermath of Haiti earthquake where multiple organizations attempted

delivering necessary commodities and services over a large transport network. In this

respect, e�cient monitor placement and information tracking from pre-installed sensors

may notably enhance situation awareness over SCN by improving tracking of movement,

speed, e�ciency and cost for executing tasks [72, 99].

At a larger scale, e�cient plan modeling, solution generation and robust task moni-

toring require collaborative decision making framework and a vigilant advisory system as

discussed by Allen et al. [11]. However, collaborations of participants are often restricted

by the organizational policies over data sharing. It also demands for quick decision making
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by analytical computation over collected information which is often approximately accu-

rate. In this respect, the available o�-the-shelf software solutions exhibit notable gaps in

the following important areas:

� Optimal partitioning of SCN to share delivery of logistics/commodities;

� Modeling collaborative planning and delivery of logistics/commodities;

� O�ering distributed algorithms for transportation problem solving;

� Elaborating collaborative approaches for plan execution monitoring.

Within the scope of this thesis, we intend to bridge these research gaps.

Large-scale multi-level commodity delivery planning has a major shortcoming. It

stems from the initial selection of locations for depots at the strategic level where decisions

are made without accurate knowledge of actual routing cost. Salhi and Rand have shown

that the best solution for depot locations found at routing stage contrasts the results ob-

tained from three di�erent location-allocation methods [196]. To overcome this limitation,

in this thesis, we investigate depot assignment and logistics delivery problems together in

the commodity delivery planning. In Chapter 3, we introduce a new linear model of the

combined problem and propose a generic solution search technique for a multi-depot ve-

hicle routing problem that may also employ split delivery of commodities, if needed. The

solutions of this problem are expected to e�ciently use limited number of vehicles with

prede�ned capacity to serve customers demands from various depots. However, the combi-

nation of these two sub-problems, namely depot selection and vehicle routing, signi�cantly

increases the problem complexity. Thus, it restricts researchers to handle large problem

instances with many depots and customers centrally with current computing capabilities.

Therefore, in Chapter 4, we study two collaboration mechanisms such that multiple partic-

ipants can jointly generate near-optimal solutions of multi-depot vehicle routing problem.

Similarly, in order to address plan execution monitoring, we �rst investigate collab-

orative technique to collect sensor data from SCN. Timely relayed execution information

may provide valuable input for decision making [29]. Additionaly, now-a-days, inexpensive

a-RFID tags are being frequently used with additional sensors to communicate data to
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RFID readers over SCN [160]. These readers also transmit such information to distant

decision makers using in-�eld monitoring facilities. Fast and collaborative determination

of data relaying strategy is crucial for quick deployment of these technologies in operations,

such as disaster support, rescue missions, etc. [239]. However, remote RFID readers are

often constrained from on-board power supply and much of their energy is used to commu-

nicate with the monitors. Furthermore, monitor deployment incurs a signi�cant cost over a

large SCN which puts an additional constraint for limited deployment of monitors within a

deployment budget. Thus, obtaining an optimal strategy to minimize energy consumption

in such data communication is an open research problem with applications over diverse

networks, (e.g. wireless sensor networks (WSN), smart-grid, etc. [105, 249]). Moreover,

in a collaborative setup, participants also share the deployment budget [72]. In Chapter

5, we investigate centralized and distributed approaches for optimal monitor deployment

where the deployment budget is split among collaborative participants. Finally, in Chapter

6, we discuss collaborative monitoring of sensor generated data stream to reveal frequent

associations among recent events. Such association is often crucial to the remote decision

makers. For example, it is useful to analyze a recent delay event over SCN in connection

to other events such as weather, accidents, vehicle failure, etc. In this regard, a major

challenge lies in quickly inferring relationships among related events by mining incoming

data stream(s) generated by remote in-�eld sensors. Typical event mining techniques heav-

ily depend on batch processing of previous records. Batch processing needs availability of

adjusted information along with signi�cant computation time and memory. In contrast,

stream mining reveals association among recent events relevant to current situation.

1.1 Motivation

In commercial sectors, trade related surface transportation is constantly increasing in North

America. In the past, between 2009 and 2010, the transportation and warehousing sectors

were growing approximately by 4.3% [110]. In Canada, the Gross Domestic Product (GDP)

in the transportation and warehousing sectors was increased signi�cantly in last decade

from $50.2 billion in 2001 to $58.4 billion in 2010 [110]. According to the United States
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Department of Transportation, the surface transportation trade between North American

Free Trade Agreement (NAFTA) partners was increased by 11.5% in January 2012 com-

pared to January 2011 at $75.5 billion [214]. The value of NAFTA freight turned $88.2

billion during November 2015 in which 51% ($45.1 billion) trade happened between the

US and Canada1. Interestingly, almost 60.4% of this trade was carried out by large trucks.

Thus, intelligent transportation planning and monitoring software hold the key for the cost

saving in such trade [72]. Meanwhile, worldwide Transport Management System (TMS)

software revenue also increased 20.6% from 2007 to 2008 ($538 million to $648 million) and

reached to $963 million at 2012 globally [72]. Another recent Gartner report [123] forecasts

that such technology-led evolution in supply chain convergence and process orchestration

will continue unabated where decision makers will increasingly use mature and proven

routing solutions and scheduling tools. According to their claim 65% of its respondents

view supply chain management technologies as a source of competitive advantages.

The process orchestration in TMS is also quickly changing with the new generation

of data communication technologies and fusion of sensor generated information. Timely

relayed execution information is providing more valuable input for decision making than

ever before [29]. Beside installation of sensors over SCN, more advanced decision-support

methods and tools are expected to trigger innovations in real-time information gathering,

changes in �eet management, tracking and re-routing of assets based on external changes

(such as weather, tra�c, etc.) [123]. Gartner predicts high bene�ts over such revolution-

ary changes in supply chain management and expects newer �eet routing and scheduling

applications in recent future [123]. Alongside, fast and collaborative monitoring of relayed

information is increasingly depending on sensor (RFID) technologies in operations, such

as disaster support, rescue missions, etc. [239]. E�cient monitoring of RFID informa-

tion reduces supply chain cost and operation time up to 2.8%-4.5% [197] and 57.18% [28]

respectively. Quicker decision making using RFID technology may reduce shipping lead

time for a single product up to 66.12%. In an experiment, Walmartâ��s pilot RFID im-

plementation to replace its bar code system reduced its CO2 emissions by 3.2% 2. RFID

1https://www.scranet.org/SCRA/News_Release/Newsletter/Industry_News/Canada_regains_

rank_as_top_North_America_trading_partner_with_US.aspx
2http://journals.isss.org/index.php/proceedings51st/article/viewFile/493/248
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implementation has shortened number of trips for trucks and o�ered better product visi-

bility and tractability with improved inventory management [197]. E�cient RFID sensors,

better monitor placement and fast monitoring may reduce order quantity and inventory

level at distribution centers up to 47% [197]. On the other hand, RFID-based information

tracking is less labor intensive and represents only 0.5% of the product value [28]. Hence,

in the light of the aforementioned, collaborative planning and monitoring unfold important

research problems with signi�cant business impact.

1.2 Problem Overview

In collaboration, participants work together towards a shared objective. In order to attain

the objective, participants may willingly execute di�erent workload without the evalua-

tion of their personal interest. In this respect, collaboration di�ers from the concept of

cooperation where self-interested participants share the workload to reach a common goal.

In cooperation, participants perform together until their common goal can be achieved by

mutually bene�ting each party. Thus, it helps reaching a shared goal as long as individual

members may pursue their own sub-goals. In what follows, we introduce three collaborative

sub-problems in relation to this thesis, namely, collaborative vehicle routing, collaborative

monitor deployment and collaborative plan execution monitoring.

1.2.1 Collaborative Vehicle Routing

Collaborative vehicle routing handles commodity delivery to customers (demand points).

The customers can be represented as nodes in a complete graph where the graph denotes

a transport network. The latter is a type of SCN where transportation activities take

place (e.g. commodity delivery). Given a set of nodes (V ) and a set of directed edges

(E), where E is a relation in V × V , a transport network is a complete graph G = (V,E).

Each edge of the graph provides a traversal cost (cij) from source node i to destination

node j. Usually, a transport network is composed of two di�erent node types: Customers

(N) and Depots (D). While customer nodes are characterized with deterministic demand

(integer) for commodity (di), depot nodes have no demand. However, they host vehicles
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Figure 1.1: A transportation network for collaborative vehicle routing problem

(k = 1,2, . . . ,K) to supply commodities to customers. Thus with prede�ned depots and

customers, a solution for a collaborative routing problem instance gives the routes for each

vehicle that minimizes the overall routing cost to serve all customer demands. Figure

1.1 depicts a small commodity delivery problem where each node represents a geographic

location as identi�ed through a red circle. These locations are connected to every other

nodes through a sequence of roads. We may abstract such connection with two directed

edges between each pair of nodes. The number inside the red circle denotes an integer

demand (di) of a commodity for the node i. Additionally, we assume an establishment

cost (ECi) to set up a depot at node i. As presented in Figure 1.1, there are three main

constraints to the collaborative vehicle routing:

� Limited Depots: Only a �xed number of depots can be established. Each node hosting

a depot will not input any demand assuming that the respective node can be directly

served by the host depot without any need for vehicle routing.

� Limited Vehicles: There exists a �xed number of vehicles (k = 1,2, . . . ,K) to serve

all customer demands. There can be a prede�ned number of vehicles associated per

depot or they can be considered as total K vehicles that can be used from all depots.

� Vehicle Capacity: Each vehicle has a limited integer capacity to load commodity.
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In this setting, route planning evaluates feasibility of serving all demands. An optimal solu-

tion o�ers best locations for the depots (if not prede�ned) and optimal vehicle routes with

minimum cost of routing. Assuming, each newly found depot serves its own demand, the

problem aims at minimizing the combined depot establishment and routing cost. We for-

mulate this problem as Multi-Depot Split-Delivery Vehicle Routing Problem (MDSDVRP).

Unlike VRP, where a node is served by one vehicle, MDSDVRP allows multiple vehicles

to deliver commodity to a customer which may lower the total routing cost. Chapter 3

discusses MDSDVRP solution generation technique. Chapter 4 covers the collaboration

aspect of such solution generation in presence of multiple participants planning together.

1.2.2 Collaborative Monitor Deployment

Figure 1.2 depicts a screenshot of a transport network for the aforementioned SCN where

two organizations operate over a product delivery area from two depots. Each delivery

is performed by agents (e.g. vehicles) who visit di�erent vertices in sequence through

connecting paths (e.g. roads). The agents are assumed to have appropriate equipment to

communicate position, status, etc. to nearby relay nodes ( R ) through sensors. Execution

monitors ( M ) deploy additional devices to collect and process relayed data and deliver

information to distant decision makers. Each communication from relay-node i to monitor

j consumes energy δij from on-board power source of the relay node. More agents pass

through a relay node on the their way of routing node's energy consumption turns higher.

On the other hand, monitor deployment incurs setup and security cost. Limited budget

puts constraint on the number of deployed monitoring facilities (or monitors). Thus, the

core optimization problem of the monitor deployment aims at �nding a set of optimal

monitor deployment locations that minimizes weighted average energy consumption for

data communicated from relay nodes to monitors under a budget.

In collaborative monitor deployment, we extend the aforementioned problem such

that the participants may plan with individual monitor deployment budget. They can

jointly search optimal monitor locations by locally executing distributed optimization tech-

niques. Furthermore, in this case, they do not explicitly disclose individual budget to others

but negotiate to a globally optimal solution which can be potentially achieved by combining
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Figure 1.2: A transport network for collaborative monitor deployment

their budget. Chapter 5 describes our proposed solution �nding approach.

1.2.3 Collaborative Plan Execution Monitoring

Figure 1.3: A system architecture for collaborative plan execution monitoring

Fig. 1.3 depicts a sequence of 14 transactions from an incoming data stream at a

data center where each transaction represents a set of events associated to a timestamp.
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For example, transaction �abcde� represents a set of �ve remote events {a,b,c,d,e} occur-

ring at timestamp t3. In a centralized setting, one server is required to investigate the

relationships among these events. In data mining, these relationships are often re�ected

through association rules where antecedent and consequent of every rule indicates cause

and e�ect respectively. In Chapter 6, we propose an e�cient incremental association rule

mining approach in order to progressively extract exact set of desired association rules from

an incoming stream over a sliding window model. Furthermore, as depicted in Figure 1.3,

we extend this approach to collaboratively extract these rules in multiple subsets using a

number of servers. These servers are controlled by participating decision makers, each of

whom has interest in a subset of all possible events. The collaboration, in turn, reduces the

stream processing load and allows handling larger number of events at every update of the

sliding window. Such a setting also requires a small number of entities, namely Helpers,

to schedule the collection and mining of association rules in distributed setting.

1.3 Objectives

The main goal of this thesis is to contribute to a collaborative decision support framework

in the area of commodity delivery planning and plan execution monitoring over SCN. In

this respect, we investigate the aforementioned three sub-problems regarding collabora-

tive route planning, monitor deployment and plan execution monitoring. Therefore, the

objectives of this thesis can be summarized as follows:

� Modeling multi-depot split-delivery vehicle routing problem and developing algo-

rithms to produce near-optimal solutions for related problem instances;

� Investigating collaborative solution technique for multi-depot vehicle routing prob-

lems and contrasting the approach against cooperative solution generation technique;

� Modeling collaborative monitor deployment problem and elaborating a distributed

solution generation technique for the related problem instances;

� Designing and developing techniques for plan execution monitoring using stream

mining in centralized and distributed settings;
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� Conducting case studies, experiments and performing comparative studies to evaluate

our solution approaches against existing techniques available in the literature.

Thus, our approach is expected to bridge notable gaps of collaborative solution generation

approaches among the currently available transport management systems.

1.4 Contributions

We investigate collaborative solution generation approaches for three optimization prob-

lems on route planning, monitor deployment and plan execution monitoring. We present

mathematical models of the underlying research problems and develop algorithms to �nd

near-optimal solutions. Following, we illustrate the technical contributions of this thesis:

� Collaborative Vehicle Routing: Our core contribution on this research problem in-

cludes the elaboration of a mathematical model for multi-depot, multi-vehicle per

depot vehicle routing with split delivery. In this respect, we propose a �exible

model using Integer Linear Programming (ILP). The �exibility allows customizing

the model via small modi�cations (according to the need) to address a number of

speci�c problems of the VRP family such as Multi-Depot Vehicle Routing Prob-

lem (MDVRP), Split-Depot Vehicle Routing Problem (SDVRP), Capacitated Vehi-

cle Routing Problem (CVRP), etc. Moreover, the concept of location routing brings

forward both location allocation and vehicle routing as part of the same objective

function. It helps customizing the depot establishment cost, as well as, prior es-

tablishment of depots at speci�c locations. With respect to the related heuristics

algorithm, it allows generating vehicle routes with near-optimal cost while serving

the customers by multiple vehicles belonging to the same or di�erent depots. How-

ever, the common solution approaches for multi-depot VRP assume a centralized

setup with complete knowledge of travel cost, locations of the depots, vehicles and

customers. In this thesis, we investigate collaborative route planning for multi-depot

VRP problems using two main concepts result sharing and sub-problem sharing. The
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benchmark results show clear bene�ts in deriving routes using the proposed collabo-

rative approaches. The following diagram summarizes our contributions for collabo-

rative route planning where the rectangular boxes indicate our proposed techniques.

Route Planning over SCN

Heuristic technique for Multi-Depot Split-Delivery VRP

Collaborative Route Planning (Distributed)

Hybrid technique based on

Passive evolutionary learning

Cooperative Route Planning (Distributed)

Hybrid technique based on

Game theoretic negotiation

� Collaborative Monitor Deployment: Our contribution in this research problem is

focused on collaboratively deploying monitors over a subset of relay nodes on an

SCN to minimize energy consumption in information communication. Considering

individual deployment budget, we propose a mathematical model for multiple deci-

sion makers of monitor deployment. Hereof, we �rst present a centralized heuristic

algorithm to compute solutions under a common budget constraint. Second, we de-

velop a distributed approach to automate a collaborative negotiation mechanism for

near-optimal monitor deployment with individual budgets. The optimal location al-

location of monitors over SCN where the total budget is divided among participants,

is a distributed variant of classical facility location [75] and p-median problems [141].

Benchmark results show high accuracy and performance bene�ts of the proposed

collaboration approach particularly through e�ciently handling large problems.

� Collaborative Plan Execution Monitoring: Our contribution in this research e�ort is

focused on an incremental association rule mining solution to indicate causal rela-

tionships between events from a data stream. We design a data structure to store

events and apply incremental, in-memory algorithms to update rules quickly and

accurately. Primarily, we propose an e�cient mechanism to extract a set of desired

association rules e�ciently from an incoming data stream. Then, we illustrate a col-

laborative distributed technique to distribute the mining process in multiple servers
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of participating decision makers for e�cient update of these association rules. The

distributed rule generation procedure also improves scalability and restricts knowl-

edge gathering without any loss of association rules. We highlight our contributions

for collaborative monitor deployment and collaborative plan execution monitoring in

the diagram below. The rectangular boxes indicate our developed techniques.

Monitoring over SCN

Collaborative Monitor Deployment

(Distributed)

Hybrid technique based on

multi-round risk reduction

Plan Execution Monitoring

Incremental stream monitoring over

sliding window model

Centralized association

rule mining

Collaborative association

rule mining

Traditional logistics planning and its subsequent execution phase(s) heavily depend on

human expertise for decision making. Thus, it exhibits intrinsic limitations in handling

large and complex operations. Human intervention often provides erroneous inputs and

incurs signi�cant delay in decision making. The new disruptive technologies (e.g. Internet

of Things), advanced data processing and increasing computing memory may improve the

planning and the tracking of plans with e�cient and su�ciently automated mechanism.

It can also handle intricate sharing responsibilities in commodity delivery and improve

the scope of situation responses. Furthermore, in current complex business environment,

handling of large-scale SCN problem in a centralized setup with complete knowledge of all

input parameters, is often impractical. The underlying techniques also su�er from known

scalability issues. Thus, distributed solution generation for optimization problems helps in

faster, e�cient and collaborative operation management for elaborated business operations.

However, distributing planning and monitoring problems over SCN is challenging. In this

thesis, we attempt to solve three core research problems in collaborative distributed setting.
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1.5 Organization

The remainder of the thesis is organized as follows:

� Chapter 2 presents an overview of the related work on three aforementioned col-

laboration problems. We describe the context of these optimization problems with

detailed discussion in the light of the existing research literature.

� Chapter 3 discusses MDSDVRP. We present an Integer Linear Programming (ILP)

model and illustrate a heuristic based algorithm to near-optimally solve MDSDVRP

instances. We provide extensive benchmark results on a large number of existing

problem instances. The results of this chapter appears in [193].

� Chapter 4 proposes and evaluates two distributed approaches to solve multi-depot

VRP instances. We describe how such problems can be distributed among collabo-

rative decision makers and solved using aforementioned heuristics algorithm locally.

We compare the benchmark results with our solutions in a centralized setup. The

results of this chapter appears in [195] and [209].

� Chapter 5 elaborates a collaborative multi-round risk reduction approach to solve a

budget constrained monitor deployment problem that reduces energy consumption

between the relay nodes and monitors during data communication. We propose

a distributed model and a collaborative strategy to near-optimally solve monitor

locations when the budget is split among participants. We present certain benchmark

results on known problem instances. The results of this chapter appears in [192].

� Chapter 6 elaborates implementation of a stream mining technique that extracts as-

sociation rules among the generic events from a data stream. We have demonstrated

how such mining can be performed collaboratively using multiple servers. Our Ex-

perimental results clearly indicate that the proposed technique can be e�ciently

executed to monitor a large stream of events. A generic and scalable monitoring

technique may also bene�t several monitoring applications from diverse areas.

� Finally, Chapter 7 presents some concluding remarks. In this chapter, we recall and

summarize the research results and discuss possible future work.
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Chapter 2

Background and Related Work

Collaborative planning and monitoring of supply chain activities allow sharing

of responsibilities for delivering commodities in a timely manner at the right

locations. The computation complexity and practical relevance of these plan-

ning and monitoring problems have attracted many researchers for more than

half a century. In this chapter, we survey and analyze previous research and

development e�orts to identify major collaboration challenges over two supply

chain activities, namely, vehicle route planning and plan execution information

monitoring. We begin with a brief overview of the related classical research

problems, their complexities and various solution generation approaches. We

also highlight limitations of these classical problems and solution techniques in

order to achieve collaboration in aforementioned supply chain activities.

2.1 Context

As the supply chain operations are continuously being a�ected by business expansion and

budget challenges, collaborative platforms are turning vital to the national and interna-

tional interest in order to share resources (e.g. vehicles) for task execution. Such a platform

helps to increase the use of common resources and sharing of responsibilities in commodity

delivery by e�ective route planning and joint execution status monitoring [120, 147]. This,

in turn, may lower the cost of operations and improve e�ciency. However, planning and
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monitoring over SCN involve solving combinatorial optimization problems where optimal

solution generation is often intractable for large problem instances. In what follows, we

�rst present a general overview concerning the complexity of such problems.

2.1.1 Optimization Problems

The following terms will be frequently used in this thesis. We begin by de�ning them in

connection to previous research e�orts.

De�nition 1. Optimization Problem [230]: An instance I = (S, f) of an optimization

problem speci�es the following setting:

� A set of feasible solutions S for I, and

� A cost function f ∶ S → R, where R represents the set of real numbers.

In this setup, optimization can be achieved either by minimization or maximization.

� Solution s∗ is optimal for a minimization problem instance I, i� f(s∗) ≤ f(s),∀s ∈ S.

� Solution s∗ is optimal for a maximization problem instance I, i� f(s∗) ≥ f(s),∀s ∈ S.

Usually, S is de�ned over a solution space U . In applied mathematics, a solution s ∈ S is

generated using a set of decision variables that are subjected to a number of constraints.

If the variables are continuous, we categorize these problems as continuous optimization

problem. In contrast, if all or a subset of these variables are discrete, the category of the

optimization problem is called discrete [169]. In this dissertation, we use only discrete

binary and integer variables. Consequently, the main focus of this study is on a speci�c

subset of combinatorial discrete optimization problems.

In this context, the solution search space (U) is created from a �nite ground set

E. Thus, in combinatorial optimization, S ⊆ 2E where 2E de�nes all combinations (the

set of all subsets) of E. If ∣E∣ is large, enumerating all combinations is intractable. The

phenomenon is called combinatorial explosion. Thus, U and S are always implicitly de�ned

within the description of a combinatorial optimization problem.
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De�nition 2. Combinatorial Optimization Problem [213]: An instance I of a combinato-

rial optimization problem (COP) is de�ned as a tuple ⟨U,P, f, o⟩ where:

� U is the solution space on which S and f are de�ned.

� P is the feasibility predicate, i.e. for any solution s ∈ S, s ∈ U and s satis�es P .

� f ∶ U → R.

� o is optimization (extremum) goal usually de�ned as minimization or maximization.

Combinatorial optimization deals with a set of predicates (often represented through equa-

tions and/or inequations), whereby a number of feasible solutions (S) in U are delimited.

S is discrete or can be reduced to discrete. Thus, the optimization determines a global

optimal solution s∗ ∈ S where s∗ satis�es P and f(s∗) meets the optimization objective.

It is also worthy to note that each COP includes a corresponding decision problem where

the function f(. . . ) only evaluates feasibility of the solution. In a canonical form, COP

can also be modeled as follows:

minimize f(x) (2.1)

Subject to: gi(x) ≤ 0 for each i ∈ {1, . . . ,m} (2.2)

hj(x) = 0 for each j ∈ {1, . . . , p} (2.3)

x ∈X. (2.4)

In this model, the requirements (predicates) are expressed (programmed) through a number

of equations and inequations (see Eq.s (2.2) and (2.3)). Given a set of variables xi ∈ X

and their corresponding coe�cients ai ∈ R, if f(x), gi(x) and hj(x) can be represented as

∑
i
aixi + b then it suggests that the requirements can be expressed in linear relationship

and S is bounded by a polyhedron. In mathematical programming, such a programming

method is called linear programming. Otherwise, the programming method is termed as

non-linear. In this thesis, we mainly deal with linear programming to model our problems.

Also, we consider discrete variables i.e. X represents binary ({0,1}) or integer (I) numbers.

The corresponding modeling technique is known as Integer Linear Programming (ILP).
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In order to design solution algorithm for any COP instance, we �rst need to ascertain

the characteristics of the solution set S. In this respect, we study the convexity of the

polyhedron that S is bounded with (in case of a linear programming model).

De�nition 3. Convex Optimization [31]: An instance of an optimization problem is convex

if a convex objective function minimizes over a convex set of solutions (S) within a solution

space where:

� All constraint functions (e.g. gi in Eq. (2.2) and hj in Eq. (2.3)) are convex, and

� For any two solutions s, s′ ∈ S, f(αs+(1−α)s′) ≤ αf(s)+(1−α)f(s′) where α ∈ [0,1],

The �rst condition ensures that S is de�ned as a bounded space in U . Therefore, if we

consider s, s′ are two points in S, the convex set guarantees that a solution represented by

αs + (1 − α)s′ also belongs to S. In other words, all the points in a straight line between

any two elements of S also belongs to S. Since the objective function f (f ∶ U → R)

maps every member of U to the co-domain of a real-valued function, it is important that

f is also continuously de�ned for all solutions represented by αs + (1 − α)s′. Thus, it

ensures the existence of a solution. Furthermore, f is convex as identi�ed from the second

condition. It helps to �nd a global minimum value by comparing local minimum solutions

over di�erent subset of solutions while covering the search space. This guarantees that the

use of distributed/collaborative methods can solve certain types of convex optimization

problems. It also allows de�ning a set of necessary and su�cient conditions to explore

the solution search space [31]. In general, f can be linear, quadratic or even exponential

function. However, we only address f as a linear function as a part of an ILP. Thus, all

our discussed optimization problems are convex.

The computation complexity of any mathematical problem is always compared

through the mathematical computation model of an abstract Turing machine1 . A large

number of discrete COP can be solved and veri�ed in polynomial time using a deterministic

Turing machine [201]. From the perspective of computation complexity theory, these are

classi�ed as P. Alternatively, there exists another subclass of discrete COP, namely NP,

where only the veri�cation of the solution of its members can be performed in polynomial
1https://courses.engr.illinois.edu/cs498374/notes/38-nondet-tms.pdf
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time using a deterministic or non-deterministic Turing machine. In Mathematics, relation

between P and NP is a major unsolved problem. We assume P ≠ NP in similarity to

previous research e�orts. Intuitively, NP is a set of decision problems. Beyond NP, there

exists another fundamental class of problems that can be at least as hard as NP to solve

or even harder. It is not necessary that their solutions can be veri�ed in polynomial time

even using a non-deterministic Turing machine. These are termed as NP-Hard problems.

Among these NP-Hard problems, if a problem is computationally NP-Hard for solution

generation but their solutions can be veri�ed in polynomial time, this sub-class of NP-

Hard problems is known to be NP-Complete. In this thesis, we deal with the discrete

COPs where the computation complexity of their solution generation is generally NP-

Hard. In order to prove such claim, we relate each of our problems to a known COP where

computation complexity of solution generation is NP-Hard. Majority of the supply chain

planning and monitoring optimization functions are typically associated to the following:

� Cost Minimization: Cost reduction is a common objective for a majority of decision

problems [102, 103].

� Delay Minimization: Faster deployment, rapid sustenance and quick stock replenish-

ment require delay minimization [147].

� Risk Minimization: Risk minimization is often considered vital while transporting

supplies in a hostile environment [208].

� Communication Minimization: Communication minimization in planning is impor-

tant in remote or hostile territories [175] and for sensor networks. For the latter,

communication minimization o�ers longer life of the sensors and relay nodes [22].

� Computation Minimization: Execution management systems with elaborated moni-

toring components require time-bound response generation, therefore monitoring can

be presented as an optimization problem under time constraints.

� Energy Consumption Minimization: Minimization in energy consumption is impor-

tant for the endurance of the sensor network, RFID technologies where the deployed

in-�eld instruments have limited source of energy [27].
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� Path-Coverage Maximization: Supply chain management and surveillance problems

also seek to maximize path-coverage to achieve maximum coverage within the limi-

tation of constrained resources (e.g. fuel).

� Accuracy Maximization: Action planning requires accuracy maximization when con-

ducting supply chain operations within speci�c time-windows.

In practice, optimization functions are often designed with multiple criteria of di�erent

weight or importance according to the preference(s) of the decision maker(s). Moreover,

optimization problems over SCN are subjected to a set of typical constraints such as:

� Budget Constraint : Budget is one of the most common constraints for optimization

problems. It is usually represented through monetary cost, energy, etc.

� Resource Constraint : Planning and execution monitoring take place based on limited

resources in terms of assets, sensors, etc.

� Demand Constraint : Supply chain planning should respect demand ful�llment of the

customer needs. This often puts restrictions on mission planning.

� Capacity Constraint : Plans are executed via agents (e.g. transport vehicles, person-

nel, etc.) which have limited carrying capacity.

� Temporal Constraint : Decision making and task execution are often required to take

place within a corresponding time bound.

� Spatial Constraint : The task execution is also constrained from geographic features

(e.g. rivers, lakes, etc.) and spatially dispersed hazards.

� Communication Constraint : Supply chain planning may require radio silence to pre-

vent detection and conserve energy. In sensor networks, sensor-communications are

typically limited in a range.

In this thesis, we �rst discuss route planning. The focus is on cost optimization over

commodity delivery to a set of customers by a set of vehicles, from one or many depots

over a transport network. The transport network is characterized by a graph where each
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node represents a customer or a depot and a directed edge between any two nodes denote a

traversal path between them with a deterministic cost. The constraints to the route planing

involve resource constraints, demand constraints and capacity constraints. Alongside, we

also discuss monitor deployment problem which involves energy minimization under budget

and monitoring resource constraints. In the case of execution monitoring, we further study

association among co-occurring events under memory and time constraints.

2.1.2 Near-Optimal Solution

Every combinatorial optimization problem has a corresponding decision problem which

evaluates if a solution is feasible given the problem constraints. A massive number of fea-

sible solutions may exist for a large-scale instance of an optimization problem where each

solution satis�es the constraints. Thus, tracing an optimal solution for such an instance is

challenging. As discussed, if the optimization problem is NP-Hard, exhaustive veri�cation

of all feasible solutions is often intractable. In such cases, approximate algorithms are used

to deal with the complexity of these problems. An approximation algorithm generates so-

lutions within a reasonable amount of time that respects all constraints of the optimization

problem but often does not guarantee the quality of the solution against the true optimal

solution the problem instance. In a minimization problem, the evaluation of the objective

function f over the near-optimal solution sno has higher value than that of the optimal

solution s∗, i.e. f(s∗) ≤ f(sno); given s∗, sno ∈ S. Similarly, for a maximization problem,

f(s∗) ≥ f(sno); given s∗, sno ∈ S. So, we de�ne near-optimal solution of an optimization

problem as follows:

De�nition 4. Near-Optimal Solution [31]: Given a prede�ned ratio: gap, a solution sno

of an optimization problem instance is near-optimal if and only if:

� sno satis�es all constraint functions and

�

∣∣f(sno)−f(s∗)∣∣
f(sno)

≤ gap where f is the objective (or cost) function of the problem

Therefore, a speci�c problem instance may have a range of solutions that are near-optimal.

Among them, a smaller value of ∣∣f(s
no)−f(s∗)∣∣
f(sno)

indicates better solution quality. Thus, it
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serves as a metric to compare approximate algorithms based on solution accuracy. However,

in literature, value of optimal solution is unknown for many benchmark problem instances.

In this thesis, as we tackle the minimization problems, f(s∗) is replaced with the best

known solution value as f(sno)−f(sbestknown)

f(sno)
in order to compute a near-optimal solution.

Correspondingly, a negative value of the fraction indicates the �nding of a better solution

than previously best known solution.

2.1.3 Collaborative Optimization

Collaborative solution generation for optimization problems allows participants to jointly

conduct optimization procedure in the form of distributed sub-problems. Smith and Davis

pointed out that the distributed problem solving di�ers from distributed processing [207].

A typical assumption in distributed problem solving relates to having a high degree of

group coherence [70]. This depends on decision makers' willingness and capability to work

together towards a common goal. In some cases, a su�ciently e�ective payo� scheme can

also be designed for self-interested decision makers to join a collaborative e�ort [41, 156].

Thus, all participants help solving an original problem with a common objective using

their limited resources. Distributed participants may also require to declare partial results

from their shared tasks as computed using decentralized algorithms. These �ndings are

communicated mainly to agree upon a current solution. The task sharing or task passing

strategy is often discussed in four steps in the research literature [19]:

� Task Decomposition: This involves decomposing a large task into sub-tasks that can

be tackled by or passed to di�erent participants.

� Task Allocation: This involves assigning tasks/sub-tasks to appropriate participants.

� Task Accomplishment : Tasked participants proceed to accomplish their assignments,

which may include further decomposition and sub-sub-task assignment recursively to

the point that an agent can directly execute its task.

� Result Synthesis: Once an agent accomplishes its sub-task, it passes the result to an

appropriate agent that is able to compose partial results. The recipients compose

the results toward an overall solution in an iterative manner.
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Therefore, distributed planning is tightly intertwined with the distributed problem solving,

being both a problem in itself and the means to solve a problem [70]. Decomposition of

tasks requires e�cient handling of available resources. In this respect, the distributed

solvers may be hosted by the participants who are often dissimilar in terms of knowledge,

capability (e.g. asset), information, expertise, etc. which results into heterogeneous sub-

task creation. In research literature, these constraints are termed as group competence.

Data synchronization plays another major role in sharing necessary information among

the distributed solvers [192]. In this thesis, we focus on the decomposition of speci�c

optimization problems in order to solve them in collaborative distributed setting. It should

be also noted that, due to limited knowledge, there exists a degree of stochastic uncertainty

in decision making from the side of participants. An e�ective framework to express such

uncertainty as constraints in optimization is through chance constraint [174].

De�nition 5. Chance Constraint Optimization [129, 167]: In canonical form, a chance

constraint optimization can be modeled as:

minimize f(x, ξ) (2.5)

Subject to: g(x, ξ) = 0 (2.6)

Pr(h(x, ξ) ≥ 0) ≥ pr (2.7)

x ∈X. (2.8)

where f , g and h represent the objective function, equality constraints and inequality con-

straints respectively. x ∈ X is a vector of decision variables and ξ denotes the vector of

uncertainty (random) variables. pr ∈ [0,1] represents the probability threshold.

Li et al. categorized chance constraint optimization problems based on optimization pro-

cess, uncertainties and constraints [140]. The optimization process can be linear or non-

linear while remaining in steady or dynamic state. The uncertainty can be modeled as

constant or time-dependent while the constraints can be individual or joint. They are

denoted using the �rst letter. For example, a linear optimization process at dynamic state

23



with constant uncertainty and joint chance constraint is referred as LDCS problem. In de-

centralized setting of P decision makers, if the probability over the inequality constraints

can be distributed per participant, then, Pr(h(x, ξ) ≥ 0) ≥ pr can be reformulated as

Pr(hp(x, ξ) ≥ 0) ≥ prp; ∀p ∈ P . In the case of individual chance constraint, each decision

maker requires satisfying individual constraint(s) to a certain probability threshold. How-

ever, for a majority of collaborative optimization problems, the chance constraint is jointly

de�ned where the probability is set over common decision making of all participants. Joint

chance constraint is formulated as:

Pr
⎛

⎝
⋀
p∈P

hp(x, ξ) ≥ 0
⎞

⎠
≥ pr (2.9)

In collaborative optimization, uncertainties are generated by the participants. It is assumed

that these participants perform individually without any consultation or dependence over

the action(s) of others. Thus, the uncertainty variables are uncorrelated. Normal (Gaus-

sian) distribution is often used as an adequate assumption to model such uncertainty [140].

Also, each objective function of our optimization problems (see. Section 1.2) is expected

to be a deterministic function that minimizes a quanti�er such as: routing cost, energy

consumption, etc. If such an objective function is also linear, then all our collaborative

optimization models optimize a deterministic convex objective f(x) instead of f(x, ξ) as

mentioned in Eq. (2.5). Furthermore, in this thesis, we only handle linear constraints for

all our optimization problems. Thus, we expect h(x, ξ) as a set of randomly perturbed

linear constraints which means that the decision variables and the random variables can be

decoupled. Finally, we treat the joint chance constraint in terms of risk. Let R be the total

risk bound of all participants to fail satisfying any optimization constraint. Then, we treat

a linear joint chance constraint as Pr( ⋀
p∈P

hTp ⋅ xp ≤ g) ≥ 1 −R. The superscript T denotes

transpose of a matrix. Many researchers analyzed the value of R to be (0 < R < 0.5] for

the convexity of the constraints [167, 174]. Nemirovski and Shapiro described this com-

putability of the probability and the convexity of the corresponding feasible set as a �rare

commodity� in majority of the chance constraint optimization problems [140]. Campi and

Garatti discussed feasibility and optimality of the chance-constrained optimization using
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randomization [37]. In Chapters 4 and 5, we particularly follow a �nite-horizon optimal

control technique, as discussed by Ono and Williams [174]. We jointly optimize a dy-

namic chance constrained optimization problem and generate computationally tractable

near-optimal solutions by iterative reduction of risk. Our interest lies in addressing con-

vex collaboration problems. Finite-horizon optimal control technique considers two sets of

decision variables, namely control variables (X ) and state variables (U). The control vari-

ables are evaluates at every state of the system. For a �nite number of iterations (τ), the

technique computes values for control variables at each iteration while satisfying all state

and control constraints. State variables describe the mathematical state of the dynamic

chance-constrained optimization problem itself. A typical dependency of state variables is

as follows:

ut+1 = A ⋅ ut +B ⋅ xt +E ⋅ ωt (2.10)

where, state vector ut+1 is updated from its previous corresponding state vector ut. xt is

a control variable. ωt denotes an additive disturbance at step t. A, B and E are user

chosen constants. The process seeks minimizing or maximizing the control variables at

each step. In this setting, collaborative decision making requires decomposition, allocation,

accomplishment and synthesis of the tasks. Among these, task accomplishment requires

task speci�c activities. In progression of this thesis, we discuss a generic procedure of task

decomposition, allocation and synthesis in the view of �nite-horizon optimal control [173].

� Risk Decomposition: First, it should be noted that, in collaborative setup of P par-

ticipants, chance constraint in �nite-horizon optimal control depends on the state

variables. The values of the control variables are determined at every step while the

mathematical state of the iterative collaboration is only held by the state variables.

Based on this, we reformulate the chance constraint in the presence of N constraints

and decompose the risk based on Boole's inequality i.e. Pr(⋃iAi) ≤ ∑i Pr(Ai) [174]:
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⎛

⎝
Pr[ ⋀

p∈P
⋀
i∈N

hTip ⋅Ui ≤ gip] ≥ 1 −R
⎞

⎠
≤
⎛

⎝
∀(p∈P,i∈N), P r[hTip ⋅Ui ≤ gip] ≥ 1 − πip

⎞

⎠

(2.11)

Ui = [u
0T
i , . . . , utTi , uτTi ] denotes a set of variables of all state vectors for constraint

i ∈ N ranging from step t = 0 to t = τ . T denotes transpose matrix. πip is the

individual risk bound of participant p on constraint i (πip ≥ 0 and ∑
i∈N
∑
p∈P

πip ≤ R).

� Risk Allocation: To allocate individual risk bound for each participant, �nite-horizon

optimal control technique uses an inverse cumulative distribution function over an

uni-variate distribution of risk, identi�ed by −mip(πip). Ono and Williams de-

�ned this function as convex and monotonically decreasing non-negative function for

πip ∈ (0,0.5] and formulated it accordingly [173, 174]. This function helps allocating

the individual chance constraints of decomposed risks as presented in Eq. (2.11). It

changes the individual chance constraint into inequations per participant using nom-

inal (expected) state of the state variables, represented by Up = [u
0T
p , . . . , utTp , uτTp ].

Thus, in e�ect, allows operating over expected state of the state variables removing

the dependence of the state variables over the additive disturbance as shown in Eq.

(2.12). In the collaborative setting of multiple participants and constraints, the risk

allocation can be performed in multiple iterations over a �nite horizon τ as follows:

ut+1p = Ap ⋅ u
t
p +Bp ⋅ x

t
p (2.12)

xtmin ≤ x
t
p ≤ x

t
max (2.13)

hTip ⋅Up ≤ gip −mip(πip) (2.14)

∑
i∈N

∑
p∈P

πip ≤ R (2.15)

In Eq. (2.12), utp is a vector representing a nominal state of state variables utp. Eq.

(2.13) limits the value of control variables. Over the set of state vectors ranging

from iteration 0 to τ , this approach reformulates and relaxes the chance constraints

over the expectation of a summation of indicator random variables (state vector)

as generated by Eq. (2.11). The newly formulated deterministic constraints in Eq.
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(2.14) are based on the nominal state of the Up, measured as Up. Thus, the chance

constraints are relaxed into deterministic constraints. Eq. (2.14) also relates to the

failure of the whole system in case at least one participant fails to satisfy all the state

constraints.

� Result Synthesis: The aforementioned risk allocation can be formulated in a decen-

tralized collaborative optimization problem for each participant p ∈ P as follows:

minimize fp(Xp) + ρ∑
i∈N

πip,∀p ∈ P (2.16)

Subject to: ut+1p = Ad ⋅ u
t
p +Bp ⋅ x

t
p ∀t = [0, ..., τ − 1] (2.17)

xtmin ≤ x
t
p ≤ x

t
max ∀p ∈ P, t = [0, ..., τ − 1] (2.18)

hTip ⋅Ui ≤ gip −mip(πip) ∀i ∈ N, ∀p ∈ P (2.19)

Finally, this approach allows treating the allocation of risks from joint constraint

in Eq. (2.15) as a part of the optimization objective itself. Based on a centrally

de�ned value of constant ρ, the iterative approach aims at minimizing individual risk

for each constraint. ρ is termed as �price of risk� [174]. The modeling essentially

reformulates the bounded risk into a form of penalty over the minimization. However,

this unbounds the individual risk over the modeling approach. Thus, the individual

participant takes an amount of risk based on the value of ρ. Ono and Williams

proved that the amount of risk depends on a single-valued, continuous, monotonically

decreasing function mip(πip) as shown in Eq. (2.19). They also showed that the

generic decentralized optimization problem, as presented in Eq.s (2.16)-(2.19), has

an optimal solution. This solution also satis�es all constraints ranging from Eq.s

(2.12)-(2.15) including the limit over the probability of failure de�ned by Eq. (2.15).
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2.1.4 Classi�cation of our Research Problems

In this dissertation, we investigate a collaborative commodity delivery setup where multiple

participants engage in operating vehicles from multiple depots (possibly owned by di�er-

ent organizations), sharing delivery of customer demands, and distributing computation

load of the route generation process. Furthermore, we discuss a collaborative information

monitoring framework whereby distributed decision makers can participate in monitor de-

ployment in supply chain and track task execution using the sensor generated data stream.

The network of supply chain involves �ow of products from producers/distributors to cus-

tomers. Such a network consists of physical locations and traversal paths among these

locations. Formally, these locations can be represented as vertices of a graph while the

directed edges between the vertices stand for the traversal paths (arcs) among locations.

Thus, we assume the transport network of SCN as a complete directed graph where a direct

edge (arc) exists between every two nodes. Therefore, in route planning for commodity

delivery and monitor deployment within SCN, the number of feasible solutions increases

in terms of combinatorics (such as sets, subsets, combinations or permutations) with the

insertion of node(s) in network. In addition, the aforementioned problems deal with the

optimization of di�erent quanti�ers (e.g. cost) over the SCN under a number of constraints.

For example, route planning typically deals with cost optimization over commodity deliv-

ery to a set of customers by a set of vehicles, from one or many depots over a transport

network. The constraints ensure serving every customer with limited vehicle capacity while

vehicles are tasked through a tour from a depot. Similarly, monitor deployment also re-

quires minimization of energy consumption while constrained by the limited budget. We

consider that execution monitors deploy additional devices to collect and process such re-

layed data and deliver information to distant decision makers. Such a monitor deployment

incurs setup and security cost. Limited budget places constraints on the number of de-

ployed monitoring facilities (or monitors). Thus, it is also a Combinatorial Optimization

Problem (COP). On the other hand, information monitoring is used to provide statistical

interpretation on the current state of the executing processes. This statistics is generated

by monitoring and control functions [245] by using well-chosen process parameters (also

called global aggregates [244]). An increased number of parameters along with the faster

28



data collection may represent the current state of the work-�ow process more accurately.

However, huge amount of data processing diminishes punctual situation awareness due

to bounded memory and computing power. Therefore, the classical monitoring objective

can be also characterized as an optimization trade-o� between timely response and exten-

sive data gathering. The computational complexity of COPs depends on the underlying

network. Given the characteristics of our problems and SCN, the solution generation of

these problems require handling of COP where the computational complexity of optimal

solution generation is NP-Hard. Multiple previous research articles have discussed on the

NP-Hard computation complexity for the class and variants of our problems. Optimal

solution generation for these problems requires exhaustive search in the solution space and

evaluation of every feasible solution. This makes the optimal solution generation intractable

for problem instances having large number of nodes in a complete network. Near-optimal

solution generation techniques for NP-Hard problems include greedy methods, branch and

bound heuristic, primal-dual heuristic, dual descent heuristic, node partitioning and substi-

tution, techniques, etc. The other class of programming techniques involve meta-heuristic

such as Ant Colony optimization, Evolutionary Algorithms, etc. where a population of

solutions continuously adapt/mutate to form better solutions. Distributed problem solv-

ing for optimization problems depends on the result sharing or the problem sharing. In

result sharing, participants solve the same problem but attain di�erent results based on

di�erent solution search criteria. Such result sharing approaches are instrumental in re-

solving high computational load and risk mitigation of central decision making. However,

decision makers are sometimes restricted from sharing complete problem input with oth-

ers due to organizational policy and security constraints. In such setting, the distributed

solution techniques require dividing a central problem into multiple sub-problems among

the participating decision makers and sharing computational loads based on treating the

sub-problems in their respective domains [195, 209]. In both cases, sharing policies may

impose no communication, partial communication or full communication of participating

entities [88]. Also, participants may access a common repository in the network to store

the results for evaluation purposes.
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2.2 Literature Review

We review the existing research and development e�orts on vehicle routing for commodity

delivery, monitor deployment and event monitoring to illustrate the gap between the state-

of-the-art and our proposed collaborative solution generation techniques for these problems.

2.2.1 Collaborative Vehicle Routing

In general, coordination of the vehicle routing is performed considering proximity among

geographically located areas. Commodity delivery is particularly planned from one or more

coordinating center(s). In the past, large scale commodity delivery plans were mostly pre-

pared by applying transport network partitioning [77] and vehicle routing [228] in sequence.

In such multi-stage approach, network partitioning helps choosing facility locations and di-

viding SCN at the �rst stage. Then, in the latter stage, VRP variants are solved (near)

optimally to deliver commodities over a set of sub-networks where each sub-network has

smaller size than the original SCN. So, they are often referred as �cluster-�rst, route-second�

approach in literature [196].

Problem Elaboration

The transport network partitioning problem belongs to the more general graph partitioning

problem class where the objective is to approximately partition a graph into clusters having

least number of interconnections among each other. This, in essence, corresponds to the

workload distribution. The graph partitioning problem is known to be NP-complete [77].

Thus, there is no general tractable procedure that would allow e�ciently performing the

optimal graph partitioning for large problem instances. Nonetheless, speci�c approaches

allow using graph partitioning for the geographical information systems, telecommunication

networks, clustering, image processing, and many other areas [126, 172, 200], including

operations research. This has resulted to the development of heuristic methodologies [113]

that show the application of partitioning techniques using contiguous geographic clustering

by network route segmentation. Many algorithms for network partitioning exist in the

literature, such as K-Means clustering [119], DB-Scan algorithm, shortest path algorithms
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[13], etc. However, an important limitation of the �cluster-�rst, route-second� approach

stems from the fact that the optimal locations for depots as obtained by partitioning at

the strategic level do not always optimize the cost at the operational level since the depot

locations are generally chosen without considering the potential routing cost. Salhi and

Rand [196] showed that the best solutions for facility locations obtained in �rst stage

do not necessarily lead to the lowest cost solution at the routing stage. VRP aims at

commodity delivery to a set of customers by a set of vehicles, from one or many depots over

a transport network characterized by a full mesh graph. However, VRP models deal with

the routing issues only from pre-established depots. The usual solution consists in a route

for each vehicle that begins and ends at the same depot. Dantzig and Ramser [57] formally

introduced the vehicle routing problem in their pioneering work on truck dispatching. VRP

entails combinatorial optimization to reach optimal routing cost solution. In 2002, Toth

and Vigo elaborated an extensive classi�cation of VRP family [228]. Subsequently, Golden

et al. documented the more recent advancements of the last decade [91]. The vehicle

routing problem can be mainly classi�ed into static and dynamic VRP. The static vehicle

routing problem is often extended in several directions, namely: Distance Constrained

VRP (DCVRP), VRP with Back Haul (VRPB) VRP with Pickup and delivery (VRPPD),

VRP with Time-Window (VRPTW), etc. [91, 228]. The dynamic counterpart of the

conventional VRP, commonly known as DVRP, focuses on the open-ended, time-dependent

policies that focuses on the evolution of the routes as a function of inputs that evolve in

real-time [229]. DVRP can be subjected to constraints with respect to quality, availability

and processing of information, etc. Many variants also include probability (for example:

Probabilistic TSP, Probabilistic VRP), apriori optimization (for example: APriori DTSP)

and stochastic event occurrences. The vehicle is often considered uncapacitated. The

DVRP problem is also modeled as a dynamic version of the VRP with time-windows.

In this thesis, we focus on a variant of a static capacitated-VRP (CVRP) which

involves delivering commodities to customers from multiple depots using vehciles with

limited capacity to carry commodities. However, unlike CVRP, we consider serving com-

modities to a customer nodes by multiple vehicles. In CVRP, demand of each customer

node is served by single vehicle. It involves an additional bin packing problem, which is
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needed to be solved along with the routing in order to optimally use the available capacity

of the vehicles and optimally serve the customers. To avert such limitation, we investi-

gated Split-Delivery Vehicle Routing Problem (SDVRP). Like CVRP, SDVRP also aims

at minimizing the total travel cost for commodity delivery but it allows to serve individual

customer demand by more than one vehicle. Therefore, SDVRP instances observe relaxed

bin-packing constraints and a feasible solution always exists if the overall customer de-

mand is less or equal to the overall vehicle capacity available. The concept of split-delivery

was �rst introduced by Dror and Trudeau [69] and later further elaborated by Archetti

and Speranza [17]. Archetti et al. [18] recently published a survey on the progress in

SDVRP where the bene�ts of shared delivery are illustrated on various problem instances.

In computation theory, CVRP and SDVRP are both expressed as a linear optimization

problem with several constraints represented through linear equations and inequalities. In

this respect, most of the problem models adopt Vehicle Flow Model, Commodity Flow

Model or Set Partitioning Model [228]. However, an important limitation of SDVRP is the

availability of the single depot.

A collaborative setting needs to overcome the limitation of SDVRP by allowing ser-

vice from multiple depots through a collaborative platform. The Multi-Depot Vehicle

Routing Problem (MDVRP) was introduced in 1972 by two separate research e�orts. Till-

man and Cain [227] published an article on multiple terminal scheduling problem while

Wren and Holliday [12] published another similar article on scheduling vehicles from multi-

ple depots. An important sub-problem in this regard is also to identify locations for these

depots. Only a few research initiatives aims to model the location allocation and routing

problem together [179]. This problem category is known as Location Routing Problems

(LRP). It involves determining the depots and routes for the optimal number of vehicles

to reach customers. Jossef Perl [187] �rst introduced the multi-depot routing allocation

problem. Although LRP problem de�nition is elaborated, previous works have key model-

ing limitations such as candidate depots being often prede�ned, each depot is assumed to

have one vehicle, etc. Moreover, LRP precludes shared delivery of customer demand at a

node. Toward this end, we intend to incorporate idea from the Location Routing Problem

(LRP) [179] for shared commodity delivery which combines the location allocation and the
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vehicle routing. This involves determining depots and routes for a �xed number of vehicles

to serve customers.

Recently, Gulczynski et al. [100] investigated a version of Multi-Depot Split-Delivery

Vehicle Routing Problem (MDSDVRP) by extending SDVRP. Their work relates to our

problem to some extent. The authors o�ered a mixed integer programming optimization

model which addresses route cost minimization by applying split delivery among vehicles

from the same or di�erent depots. However, the employed approach is multi-stage as it �rst

considers an assignment of customers to the depots using a distance based approximation,

then solves the split-delivery VRP for each depot. Thereafter, further improvements are

pursued by creating inter depot routes.

However, in MDSDVRP, the decision makers rely on a centralized planning. In this

setting, a decision making center is required to have all input information to solve the

problem. Furthermore, the center becomes solely responsible to solve the problem as a

whole. Therefore, it is expected to have control over all assets (e.g. task executing par-

ticipants/vehicles). In a business coalition, the centralized approach imposes signi�cant

limitation and often violates intelligence gathering, knowledge sharing, privacy preservation

policies, etc. Moreover, as these problems are NP-Hard, solution generation for medium

and large problems often turns memory and time consuming. In this regard, collaborative

planning and solution generation o�er an important alternative for collaborative opera-

tion management in several sectors ranging from humanitarian aid distribution to �eet

management in transport operations where joint solution generation is vital. Furthermore,

decentralization eliminates the single point of failure and allows distributed self-organizing

decision makers to pursue speci�c goal(s) based on their capabilities while aiming toward

overall e�ciency. In this approach, the computation loads of the decision makers also

become smaller in compare with the centralized solution generation procedure. However,

complete decentralization of vehicle routing problem is subjected to some critical challenges

from the algorithmic and knowledge sharing perspectives. Figure 2.1 depicts the classi�-

cation of collaborative vehicle routing problems. In distributed solving of the optimization

problems, decentralization can be achieved through result sharing [19, 210] and/or problem

sharing [195, 209].
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Figure 2.1: Classi�cation of collaborative vehicle routing problems

Solution Generation

As the emerging technologies are unfolding newer possibilities for the organizations, re-

sponsibilities of mission planners and decision makers are signi�cantly extending almost

on yearly basis. Overwhelming data, coming from sensor networks, equipment and person-

nel, is raising a serious challenge in pursuit of getting the most bene�t in proper decision

making and situation awareness assessment. Additionally, global challenges, �scal restric-

tions and lack of expertise in new emerging technologies are also forcing decision makers

to consider distributed setting of problem solving by collaborating with partners and other

stakeholders. Thus, an automated distributed decision-support framework with distributed

information processing, planning and monitoring is a necessity to conduct future business

operations e�ectively.

VRPs represent a well studied class of NP-Hard problems [228] where analytic solu-

tion techniques, such as branch and bound [91], are intractable for medium and large scale

problems. In such cases, solution generation requires various supervised solution search

procedures such as: heuristic and meta-heuristic algorithms. They are commonly used

to �nd the near-optimal solutions for NP-Hard problems [97]. Heuristic methodologies

usually involve a directed search procedure based on knowledge gathering. Meta-heuristic
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algorithm generally involves comparing and iterative enhancing of candidate solutions with

respect to a de�ned quality function measure. Some examples of these search techniques

are Tabu Search [86], Ant Colony [158], Genetic Algorithms [107], etc.

The problem and solution generation of vehicle routing and scheduling under various

logistics constraints have been investigated extensively [228]. In 1964, Clarke and Wright

[51] �rst introduced a heuristic for VRP by comparing possible cost saving in vehicle route

generation. Zhou et al. [262] used a genetic algorithm based approach for customer allo-

cation to their distribution centers. Heuristics and mathematical programming for cargo

loading were also studied in [97] and [20]. Concerning customer allocation, Chan and

Kumar [39] developed Ant Colony based meta-heuristic optimization for managing cus-

tomer demands. Ahuja et al. proposed mathematical programming based approaches for

planning fastest paths under dynamic tra�c conditions [8]. In similar context of logis-

tics planning for natural disasters, Ozdamar et al. presented an approach of planning in

emergency situation [178]. Yi and Kumar also used an Ant Colony based approach for

optimizing disaster relief operations [252].

In SDVRP, Archetti et al. showed that the SDVRP can be solved in polynomial time

if and only if common vehicle capacity (C) is 2 [18]. However, the problem becomes NP-

Hard for C > 2. Dror et al. described a local search algorithm based on speci�c SDVRP

properties [68]. Archetti et al. obtained improved results using Tabu search [17]. Chen et

al. also proposed a hybrid algorithm using the standard Clarke and Wright saving algo-

rithm in order to solve SDVRP. Gulczynski [101] combined a mixed integer programming

in conjunction with a variable length record-to-record travel algorithm to solve MDSDVRP

instances. Accompanying experimental results show the bene�ts obtained in traversal while

splitting the deliveries to the customers by vehicles starting from multiple depots.

However, in collaborative vehicles routing, decision making requires combinatorial

optimization. Dividing a decision problem into sub-problems is challenging from many

perspectives such as objective function, constraints, global knowledge, etc. To avoid such

challenges, previous researchers often used a centralized setting to aggregate input data

from the collaborators. Game theory was also studied to interact with self-interested

participants with an objective to determine the best strategy for every participant in
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transportation over SCN and in resource pool fragmentation [247]. Martinez et al. [151]

published an incentive-based allocation to coordinate operations during aid distribution.

2.2.2 Collaborative Monitor Deployment

Information monitoring can provide valuable knowledge on the progress of the tasks and

task executing participants [29]. Ensuring continuous gathering of task-execution data is

also essential to attain high level supply chain visibility and enhanced situational awareness.

In this context, active Radio-Frequency Identi�cation (a-RFID) sensors are used to tag

high-value items. These sensors transmit item related data to nearby readers that relay

collected information to distant monitor(s). Monitoring task execution over the SCN is

important in many activities. Lack of su�cient tracking capability often leads to missing

crucial assets [32] and even loss of human lives [239]. Moreover, remote RFID readers are

constrained by the on-board power supply and much of their energy is used to communicate

with the monitors. Multiple researchers have characterized the adverse impact of larger

communication distance on radio signal strength [146, 253].

Problem Elaboration

Monitor deployment and similar problems are well studied in sensor deployment [226],

network management [3], facility location [141] and object localization [248]. Detailed

classi�cation of these location problems has been discussed in previous articles [75, 76,

127]. Several monitor deployment problems are captured through a graph to represent the

underlying network in order to optimize path coverage [104], reduce energy consumption

[181], minimize deployment [94] and transportation cost [75] under various constraints.

Depending on the model and objective function, deployment locations are selected either on

vertices [75] or edges [104]. Over SCN, monitor deployment is usually performed on a subset

of vertices taking in consideration of aspects such as security and maintenance. Deployment

is also possible between two locations (e.g. road, railway, etc.). Since, our research e�ort

is mainly concerned about monitor deployment in transportation environment including

emergency situations such as disaster relief, in this dissertation, we focus on deploying

monitors over a subset of vertices. These vertices can also be treated as relay nodes with
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limited source of energy as they are often established in remote places.

Monitor deployment on the vertices are usually categorized as an optimization prob-

lem derived from the classical mini-max Facility Location Problem (FLP) and p-Median

Problem (p number of facilities) [67]. FLP aims to minimize the total cost of facility

deployment and transport to facility nodes. These facilities can be capacitated or unca-

pacitated, based on their limitation in serving capacity. The transportation cost is also

optimized in the p-Median Problem while such a problem restricts the number of facilities

to a prede�ned number p.

In our setting, commodity delivery routes are already established. Therefore, given

a prede�ned routing for commodity delivery among sensor-equipped relay nodes, we in-

vestigate optimal locations for the monitors to minimize energy consumption in data com-

munication between monitors and relay nodes. In this setting, the monitors may serve a

number of relay nodes but their total deployment cost is restricted by the total budget.

In this context, the problem of collaborative monitor deployment relates to the op-

timal selection of monitor locations where the total budget is split among participants.

Thus, it is a distributed problem derived from the classical Facility Location Problem [75]

and p-Median Problem [141] which have NP-Hard complexity. In a centralized setting,

monitor deployment problems are addressed with known budget which simpli�es the for-

mulation. If the budget is distributed among the participants then the exact value of the

total budget is unknown to any participant. In this context, the formulation requires cou-

pling through a joint chance constraint [174] to limit the probability of constraint violation

by the participants.

In Section 5.3.3, we investigate collaborative monitor deployment to explore how

the distributed decision makers with individual budgets may collaborate to minimize the

weighted average energy consumption in the data communications.

Solution Generation

As the p-Median Problems and uncapacitated FLPs both belong to the class of NP-

Hard problems, The Heuristic or meta-heuristic techniques are extensively studied in the

literature to e�ciently solve the p-Median Problems and uncapacitated FLPs [75, 141,
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218]. The p-median problem is often addressed using greedy approaches, node partitioning,

node substitution, branch and bound, primal-dual heuristic, meta-heuristic techniques,

etc. [212, 237]. Uncapacitated FLP is usually approached with the greedy algorithms,

branch and bound, dual descent heuristic and other programming techniques [67]. Farahani

et al. [75] and Laporte et al. [127] surveyed models, classi�cation and approximation

algorithms to solve various FLPs. Various approximation algorithms for such problems

have also been surveyed [203]. Otto, and Kókai [177] discussed an evolutionary algorithm

to solve p-median problem by generating a population of solutions which continuously

adapt/mutate to form better solutions. Rault et al. [191] elaborated sensor placement in

WSNs as Multi-Criteria Optimization and classi�ed related energy-conservation schemes.

An approximate centralized algorithm was proposed [141] to solve the facility location by

considering facilities near every customer node within a speci�ed distance followed by a

rounding technique to choose among a smaller set of solutions.

In our context, we need an automated collaborative negotiation mechanism toward

the near-optimal monitor deployment with individual budgets. Thus, we prefer a prob-

lem speci�c heuristic approach that can be locally used by the collaborative participants

to reach a common near-optimal solution. For larger problems, heuristics can provide

better solution quality than the greedy algorithms and partitioning techniques. However,

heuristics have intrinsic limitation in guaranteeing solution quality. Recently, Shi Li [141]

has published an approximate centralized algorithm to address facility location with a

theoretical guarantee for the solution quality.

On the other hand, energy consumption in communications has turned extremely

important with the revolution in RFID-based tracking since the RFID transmitter-receivers

(also called readers) host limited on-board power supplies [181]. Gong et al. [94] applied

Particle Swarm Optimization to remove redundant RFID readers for RFID tag coverage.

Tian et al. [226] addressed distributed network design of RFID middleware. Palensky and

Dietrich [181] discussed e�cient demand management of intelligent energy systems. He et

al. [105] analyzed how to quickly redeploy spare sensors in order to maintain high quality

sensing by replacing the unavailable sensors [105]. These strategies in sensor allocation

can be partially applied to monitor deployment problem [249]. A centralized solution for
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localization problem was discussed by Xin et al. [246] which considered sensor assignment

for a set of targets based on their target localization performance. The authors proposed an

iterative sampling technique which is also useful for assigning relay nodes to the monitors

based on energy consumption. However, monitor deployment is a more complex problem

as the locations of the monitors are unknown. Moreover, if the budget is distributed among

the participants, additional negotiation becomes crucial to reach a collaborative decision.

In a collaborative setup, monitor deployment is seen as a joint responsibility of mul-

tiple stakeholders who negotiate on such facility deployment. Thus, the corresponding

models require addressing chance-constraint over the negotiations among decision mak-

ers to reach optimal monitor deployment. Only a small number of research e�orts have

addressed distributed solution generation for facility location problems. Anussornnitisarn

et al. [14] presented the decentralized control of cooperative and autonomous agents for

solving the distributed resource allocation problem. Pantazopoulos et al. [183] elaborated

a distributed service facility placement to support user demands over a data network. The

proposed heuristic locally computes partial solution (e.g. 1-median problem) and uses lo-

cal tra�c measurements to converge to a global solution. Smaragdakis et al. [206] also

proposed a distributed solution for the web-service facility location by migrating, adding,

or removing servers within a sub-network using local information about topology and de-

mand. The algorithm starts with an initial set of facilities and progressively converges

toward the �nal set of facilities while gradually converges to a near-optimal solution cost.

Partial solution computation involves selecting vertices by various sampling methods using

neighborhood search. The inclusion of neighbor vertices forms clusters around the initially

selected vertices. A typical problem in this regard lies in cluster convergence when a sub-

set of vertices in a cluster is latter found as better �tting into others. Gong et al. [93]

surveyed population-distributed models along with associated algorithms for distributed

evolutionary multi-objective optimization. In this case, every distributed process generates

a population of solutions which continuously adapt/mutate to form better solutions.
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2.2.3 Collaborative Plan Execution Monitoring

An execution monitor observes the behavior of the task execution(s) and detects if the

execution(s) is consistent with the earlier planning of the tasks. Monitoring is studied with

planning as a four-step process [71, 87, 232]. First, it starts with modeling of task execution

�ow, plan execution environment and task �ow (projection, anticipation, perception, etc.)

expectation. Second, it performs observation by collecting information from the results of

actions, partial or complete state of the environment and qualitative/quantitative measure

of its impact over task �ow. Third, it conducts state evaluation to analyze discrepancy

between the expected and the actual states while forecasting possible and forthcoming

exogenous events. Thus, it learns inconsistencies in the current task �ow and asserts a

new estimate of (near) optimal performance for the executing plan in its current state.

Finally, it carries out plan repair based on preexisting template or decides for re-planning

if the execution does not meet the requirements. Monitoring is also used for learning

inconsistencies in the current task �ow. The scienti�c concept of monitoring and re-

planning was introduced by McCarthy in 1977 [154]. This work discusses the impossibility

of listing all preconditions in the execution environment to have its intended e�ect. Thus,

optimization plays a vital role in monitoring.

Networking and database research communities work extensively on e�cient monitor-

ing frameworks with a typical centralized Network Operations Center (NOC) [109] where

all the nodes send information. A relevant taxonomy is presented in [63] with respect to

the state-of-the-art in monitoring approaches and techniques. These approaches are of-

ten related to the speci�cation-languages, monitoring characteristic, and event-handlers.

The speci�cation-language de�nes properties to be monitored, abstraction level of the

speci�cation and the expressiveness (property type and monitoring level) of the language.

Monitored properties can be domain speci�c or category speci�c, such as plan and policy

constraints, action opportunities, adversarial activities, projections, contingency planning,

reporting requirements and system fault detections [240]. They can also be general-purpose

or domain agnostic, like safety, liveness, security, performance related properties, etc. [50].

The monitoring language uses algebra, automata and/or logic. Taxonomy can be
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Figure 2.2: Classi�cation of Execution Monitors

found based on the common issues of monitoring systems such as the type of software tar-

geted by the monitoring system, the platform constraints, and code maturity level. They

can be collectively categorized as operational issues. Platform-wise, monitors can be cate-

gorized as software and hardware monitors [188]. A software-driven monitoring system uses

code to observe and analyze. Monitoring code can be embedded to perform in-line checking

which uses the resources of the monitored application. Conversely, monitoring can be also

performed externally where each monitor executes a separate thread, on the same or on

a di�erent machine. If the monitored application waits for the checking to be performed,

then the monitor is called synchronous, otherwise, it is asynchronous. From the perspective

of state, monitor falls into two categories: (i) o�ine- when the processing of the collected

data is performed after execution and (ii) online- when the monitor a�ects the execution of

processes to gather and process information. An o�ine monitor analyzes collected informa-

tion using a larger bu�er over accumulated historical data. The classi�cation may further

span over the source program type, dependencies, and the generational level. Speci�cally,

the source type is related to the type of programs on which the monitoring activities are

envisioned, including general-purpose, domain-speci�c, and category-speci�c monitoring.

Monitors are generally implemented in (i) single process environment- the monitor executes
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in the same process as the target program, (ii) multi-threaded environment- the monitor

and target application are executing as separate threads on the same processor or (iii)

multiprocessor environment- the monitor and its target program are executed on di�erent

processors. Figure 2.2 depicts a classi�cation of the execution monitors.

Problem Elaboration

Given a set of objectives, the planning process generates a schedule for commodity delivery

tasks based on available amount for resources over the SCN. The execution of these tasks

often requires monitoring key plan parameters for their successful completion or adaptive

re-planning. As these tasks need to comply with certain dependencies and priorities to use

the available resources, during the plan execution, occurrence of exogenous events prompt

change(s) in the course of actions within the execution environment. Such events can be

stochastic in nature or may follow a particular pattern as discussed by Nicola et al. [61]

concerning the rate-based transition systems. An e�ective monitoring technique identi�es

the requirements, analyzes the impact and carefully design transparent and sound changes

for a subset of tasks such that the original task-dependencies remain una�ected with the

minimal impact over the planning objectives. Monitoring process may optimize the use of

resources in the planned schedule. More precisely, the roles of monitoring are: (i) to detect

discrepancies between the predictions/expectations and the observations, (ii) to assess and

diagnose these discrepancies, and (iii) to decide about the recovery actions in pursuit of

plan repair. Thus, monitoring requires verifying sub-goals, usability, correctness, etc. [233].

Monitoring can be active or passive.

An active monitor e�ectively intervenes to rearrange the courses of actions using

its available resources and available actions. Thus, an active monitor is aware of a set of

actions. Active monitoring, also termed as monitoring enforcement, relies on two abstract

principles to verify accuracy of its proposed mechanisms [142, 219], namely, soundness and

transparency. The monitoring mechanism is sound when it produces valid results that al-

ways satisfy desired plan properties and dependencies. The enforcement of the monitor is

transparent when it preserves the semantic validity for the executing plan. In such case, a

monitor should execute a sequence of tasks unaltered for a valid input task sequence. The
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application of active monitoring of plan execution has been gaining momentum among

research communities in the last few decades. A survey of such monitoring techniques

is presented by Pettersson [189]. In 1998, De Giacomo et al. introduced a calculus for

monitoring execution [60]. Veloso et al. [233] introduced the concept of rationale based

monitoring that captures planning related information and creates alternative choices for

subtasks during plan execution. Fichtner et al. [78] developed Fluent Calculus to express

dynamic domains in �rst-order logic then this was later implemented as Flux [224]. Levine

[135] and Fritz et al. [83] also presented a general perspective of the active execution

monitoring. They identi�ed a number of monitored properties, such as: plan feasibility,

validity, optimality, etc., and de�ned them as predicates to verify before and after every

action [135]. Security researchers also monitor properties such safety, liveness, security,

performance, etc. [142, 205]. However, active monitors often try to analyze and enforce

properties without considering the presence of an untrusted execution environment that

may impact over the availability of resources (for example: edit automata [142]). Further-

more, monitors, as discussed in various research areas, mainly analyze history of previous

actions or events (such as: bounded-history automata) to intervene on the executing ac-

tion(s) [219]. Thus, in execution monitoring, we only trust the correctness of the executed

action sequences for the current schedule and intervene over actions that are currently fail-

ing or likely to fail in future. Modeling of execution environment is a challenging problem.

Initiatives have been found in modeling environment as an ambient [34, 114] that host an

executing process or as an interacting process that communicates with all plan execut-

ing processes. Nielson et al. elaborated it as a context [33] also. However, majority of

these previous research e�orts ignore the algorithmic complexities of the active monitoring

and repairing plan execution and also consider the intervention instantaneous. Table 2.1

presents a comparison of some of the aforementioned initiatives as well as other research

works.

A passive monitor observes important parameters of the execution process of a plan

and the status of the engaged resources. It identi�es discrepancies between the expected

and the actual values and generates alerts, if necessary, after a quick analysis. Monitoring

can be performed against either a known threshold, expected values of monitored variables
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Table 2.1: Comparison of the highlighted articles on active monitoring

Articles ArchitectureTechnique Location
Allen et al. [11]
Al-shaer [9]
Fabre et al. [73]
Fritz et al. [82]
Lesser and Corkill [130]
Steven J. Levine [135]
Ligatti et al. [143]

Distributed
Distributed
Distributed
Centralized
Distributed
Centralized
Centralized

Correlation, Impact assessment and Messages
Logic-based Filtering
Petri-Net Unfolding
Action Theory and Situational Calculus
Knowledge-based Problem Solving
Algorithmic
Specialized automata

External
Inline
External
Inline
External
External
External

or over external events. In the �rst case, the monitor generates alerts when the value of

it objective function crosses a predetermined threshold [54]. Value monitoring refers to a

periodic tracking process to generate approximate values of the monitored parameters. On

the other hand, event-driven monitors actually track a dynamic behavior of a program or

work-�ow through event sequences. It is often called tracing. Tracing is a highly memory

consuming technique [10]. It noti�es simultaneous occurrences of events within a certain

time interval. Many frameworks implement it using periodic sampling technique with a

de�ned interval of time [109].

Alerts are used to express di�erent aspects of the monitored execution. For example,

Threshold Crossing Alert (TCA) are triggered while an observed value crosses a threshold

resulting from plan and policy constraints, action opportunities, adversarial activities,

projections, contingency planning, reporting requirements, etc. Alerts are often domain

speci�c [240] and susceptible to situation (context), dependency, relevance, reactivity and

geographic location. The dependency context is elaborated in [98] while reactivity and

its real-time related aspects are discussed in [163]. Francalanza et al. characterized the

interaction among agents to respond occurences of event(s) across location boundaries in

the absence of a global clock [80]. In this regard, interactive alert management during

a plan execution represents an interesting and challenging topic for response generation

during the course of action.

Our underpinning motivation for execution monitoring is to obtain a domain ag-

nostic and fast procedure to attain high situational awareness among the decision makers

with a competitive computation cost and minimal exchange of monitored data. We fo-

cus on external, passive monitoring of data-stream(s) generated by in-�eld sensors over
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the SCN. Analysis of the data streams evolving from various systems has been researched

extensively [216]. The application areas include real-time stock monitoring for �nancial

applications [122], vehicle monitoring in roads [121], Chlorine monitoring in water streams

[184], vote monitoring for elections [176], intrusion detection in large information network

[148], weather and environment monitoring [85], etc. The mining of events from historical

data is common in literature in order to extract relations for predicting future data values

[125]. Association rule mining is one such powerful technique that can reveal interest-

ing correlations, frequent patterns, associations or casual structures between data in large

datasets [6]. In association rule mining, alert thresholds are set over (i) support: frequency

of events (or set of events) and (ii) con�dence: dependency or coexistence of a set of events

in presence of another set of events, in the captured sequence of data stream.

Event monitoring is often performed o�ine on large datasets [6]. However, plan

execution monitoring requires analyzing timed events from external sources. These events

comes in an orderly and timely manner within a shorter interval of time to exhibit patterns

and may produce valid alerts for presently executing plans [116]. Rajaraman and Ullman

have pointed out the core concerns over matching the speed of data stream and computation

complexity of the mining algorithm [190]. Their recommendation of in-memory single-pass

real-time processing has also been supported by Jiang and Gruenwald [116]. It is also

important to accurately analyze when a frequent event, also termed as itemset, turns

infrequent and vice-versa [49]. In Chapter 6, we consider processing distinct items from

the streams in a general form. We focus on incrementally maintaining association rules of

our interest within the limitation of computing resources (memory and time).

Monitoring also requires adjustable sensitivity (adaptivity) of the monitor to meet

the behavioral requirements during the execution of a plan. A common problem of this

setup is the frequent cascading alerts, as the unfolding events bring the execution further

away from expectations. Cai et al. [36] presented a practical system to illustrate the

feasibility of identifying alerts from data streams in a centralized scenario. A good number

of relevant research e�orts have been conducted in the literature on handling reactivity

during real-time response generation [163].

A full-scale collaborative plan execution monitoring requires decentralized collection
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and/or mining of items. It needs partitioning of its requirements under the constraints of

information access, analysis procedures and sharing mechanisms. Such partitioning needs

(i) knowledge to carry out monitoring activities, (ii) information �ltering, (iii) diagnosis

techniques (e.g. identifying possible causes for detected discrepancies), (iv) recovery mech-

anisms (e.g. fast re-planing from current state) and (v) integration of monitoring process

with the plan execution (e.g. plan self-repair). A suitable distributed architecture with

robust design, e�cient algorithms and protocols may help end-to-end data gathering and

exchanging of information among the distributed nodes.

Solution Generation

The stream data capturing techniques depend on model, data structure, algorithms and

architecture. Usually, event stream mining is performed using landmark model, damped

model or sliding window [116]. In landmark model, data is captured from a de�ned point

of time also known as landmark. In damped model, higher weight is assigned to each new

transaction of the incoming data streams. The sliding window model evaluates a transaction

if it is among the recent τ transactions. The τ is called the window size [49]. In Section 6,

we consider a sliding window model for stream data mining to identify relationships among

recent events.

In this regard, we have investigated the suitability of On-Line Analytical Processing

(OLAP) and On-Line Analytical Mining (OLAM) for plan monitoring and re-planning.

Several articles have applied OLAP and OLAM based approaches in plan execution mon-

itoring and re-planning. Nguyen et al. [170] published an OLAP-oriented architecture

tailored for providing proactive and timely response to unexpected situations by sensing

and interpreting events in the environment. Furthermore, in the context of logistics, Hoa et

al. [106] presented a mixed OLAP approach to enhance logistics work-�ow. A data mining

approach for generating fastest paths on a large routing network has been published by

Awasthi et al. [23].

In data mining, rules are generated through a two phase technique. First, frequent

itemset mining extracts itemsets that meet a minimum support threshold in a dataset. In

its second phase, association rules are formed from the extracted frequent itemsets. Rules
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can be �ltered afterward as per user requirements. Most commonly used algorithms are

A-priori [118, 243] and FP-Growth [215] algorithms. Several variants of these algorithms

exist to mine itemsets [47, 222], e.g. Direct Hashing and Pruning (DHP) algorithm, Fast

Distributed Mining (FDM) algorithm, etc. However, these algorithms have high compu-

tational complexity which limits their ability to handle data streams. The �rst frequent

itemset mining over a data stream was proposed by Manku and Motwani in 2002 [149].

Afterward, several itemset mining algorithms were published based on clustering, classi�ca-

tion, pattern mining, change detection, cube analysis, etc. [4]. However, researchers often

prefer using tree-based data structure to concisely mine itemsets e.g. FP-Tree [96, 215],

Pre�x tree [48], Decision tree [164], Hoe�ding tree [65], etc. Among these data structures,

Decision tree and Hoe�ding tree are used of data classi�cation and decision making pur-

poses. They can only produce approximate solutions where the solution quality largely

depends on stream characteristics and computational con�gurations. Pre�x tree and FP-

Tree may host stored events for actual association rule generation. Among them, pre�x

tree consumes larger memory to store necessary information. However, for exact solution

generation it performs better than FP-Tree during stream mining since latter keeps reor-

ganizing branches with the changing support for tree nodes (representing itemsets). Gaber

et al. [85] surveyed complexity of extracting reliable samples for di�erent item distribu-

tion characteristics in various data-based, task-based and mining based event capturing

algorithms over the stream data. Other mining approaches apply graph model [43], expo-

nential histogram [59], weighted feature vector [184], etc. Moreover, notable other research

works include tilted time window model [45], lossy counting approach [149], classi�cation

approaches [255], etc. Cheng et al. introduced semi-frequent closed itemsets to count sup-

port approximately [46]. Computation of the proper window size is also challenging for

large-scale data-stream mining [4]. Also, researchers emphasize on mining selective set of

important events such as Top-K monitoring [182] while handling a large volume of infor-

mation. The quality of approximate solutions is evaluated using cherno� bound [149, 255]

or other experimental measures [45].

Leung and Khan [133] proposed one of the �rst algorithms to mine frequent itemsets

from streams by batch using a canonical ordered pre�x tree to store transactions of the
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current and previous window. Li and Lee [138] applied a bit-sequence to store items in

a sliding window. This technique is called as MFI-TransSW. Left bit-shifting is used to

add new transactions and remove the old ones, while �AND� operation extracts frequent

itemsets [138]. LDS algorithm [64] extends the concept by using three lists to store items

over the sliding window. The �rst and second lists store items that are respectively present

and absent in a transaction. The third list captures the occurrences of items as a bit-string.

Frequent itemsets are extracted from these lists, upon user request, using either Eclat[257],

dEclat [258] or bEclat [30] algorithms. The choice of algorithm depends on the properties

of these lists. Chi et al. [48] proposed Moment to mine closed frequent itemsets over a

sliding window. Moment stores transactions and closed frequent itemsets in an inverse

FP-Tree and a pre�x tree structure (namely CET) respectively. CET keeps boundary

nodes to address state changes such as: infrequent itemset becoming frequent and vice

versa. NewMoment [137] and TMoment [171] extend Moment using additional hash table

for easy update and quick query. A pre�x tree stores single items and their occurrences at

the �rst level. NewMoment represents the occurrences of the itemsets using a bit-string

while TMoment uses an integer array of transaction IDs. Child nodes hold closed frequent

itemsets and their support. Jiang and Gruenwald [115] proposed CFI-Stream to store all

itemsets in a pre�x tree from all transactions. Frequent itemsets are extracted upon user

request by applying minimum support threshold. Yen et al. [251] proposed CloStream over

sliding window. CloStream maintains two tables to store current transactions and items

separately along with a list of closed itemsets. QMINE [166] also uses similar tables but

the second table keeps a set of bit-vectors to track items of the �rst table. Using landmark

model, Li et al. [139] proposed DSM-FI which processes stream data by batch and stores

it in a pre�x tree. However, infrequent itemsets are periodically pruned from the tree.

Zhi-Jun et al. [261] divided frequent itemsets to equivalent classes. All classes of itemsets

and their borders are maintained in an enumeration tree. Liu et al. [145] also mined closed

frequent itemsets but stored potentially frequent itemsets of each batch in a pre�x tree.

Yu et al. [256] proposed an approximate frequent itemset mining algorithm using false-

negative values. Using a damped model, Chang and Lee [40] proposed estDec algorithm

to mine frequent itemsets from stream. estDec holds potentially frequent itemsets (of the
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near-future) in a lexicographic tree with weight values assigned to each node. Additionally,

Woo and Lee [242] extended estDec to EstMax algorithm that mines maximal frequent

itemsets. Leung and Jiang [132] mined frequent itemsets and stored them in an FP-Tree

like data structure. An expected support value is computed incrementally after processing

each batch to eliminate older itemsets.

Aggarwal and Yu [5] introduced a framework for online mining of frequent itemsets

and generating association rules. Their technique produces association rules with di�erent

support and con�dence values without any additional computation cost but it ignores

any dataset update as required for streams. Shin and Lee [204] used estDec to generate

association rules from frequent itemsets over damped model. They used a stack traversal

approach but these rules are always generated from the scratch, upon user request, by

traversing estDec tree. Thakkar et al. [223] proposed a stream management system to mine

frequent itemsets, extract and save association rules after a number of elapsed transactions

over the sliding window. Saved rules help in further analysis and comparison but are

not used in subsequent rule generation steps. Optional pruning eliminates duplicate and

uninteresting rules. Su et al. [42] proposed FFI_Stream which is an association rule

mining technique from a data stream based on quantitative attributes. Dang et al. [56]

divided stream data into clusters using Sliding Window with Expectation Maximization

(SWEM) technique. Itemsets are also mined using a modi�ed version of UF_Streaming

algorithm [131]. Here, a Membership Function Bias, also called MFB_Measure, explores

interesting frequent itemsets that may help generating association rules but the rules are

searched on request (not during the mining process). Thool and Voditel [225] mined Top-

K frequent items using space-saving algorithm, by [157]. Single item [1 − 1] rules are

generated by (re)scanning the extracted itemset list. Corpinar and Gundem [52] proposed

PNRMXS algorithm to mine positive and negative association rules from XML streams

using landmark model. Frequent Pattern-growth (FP-Growth) is used to extract [1 − 1]

rules from each batch from scratch. Paik et al. [180] proposed mining maximal frequent

itemsets from XML data streams. Association rules are generated for each batch separately

and �ltered using a minimum con�dence threshold. Generated rules are accumulated for

the entire stream in a landmark model fashion, yet the rule extraction is performed from
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the scratch every time. Vijayarani and Prasannalakshmi [234] conducted an analysis on

association rules generation over the data streams.

Collaborative plan execution monitoring requires a continuous planning, monitoring

and re-planing framework [165, 241]. Fabre et al. [73] discussed on distributed monitoring

of plans in the context of concurrent and asynchronous systems using partial unfolding

approach over a Petri-Net. Al-Shaer [9] presented an active distributed monitoring strat-

egy where a set of re-con�gurable and self-directed management tasks can be modi�ed

automatically at run-time by evaluating expression generated from a set of predicates.

Likewise, Lavine [135] studied distributed monitoring algorithms and proposed a set of

o�ine and online monitoring algorithms in the area of robotics. Micalizio [159] elabo-

rated the autonomous recovery of plans operated by multiple agents using control loop of

three tasks: plan monitoring, agent diagnosis, and the plan repair. Francalanza et al. [80]

proposed a monitor semantics using labeled transition systems and formalized the aspect

of partitioning monitors based on the locations. Babcock and Olston presented a cost-

e�ective on-line monitoring technique [24] that involves the use of distributed constraints,

insertions and deletions from dataset as well as updates of numeric values. In connection

to plan repair or re-planning, new algorithms were proposed by Gerevini and Serina to

detect re-planning inconsistencies [87]. This work is especially remarkable for two reasons.

First, the authors conclude that a failed plan can be repaired more quickly than building

a new one. Second, they show that re-planning for one inconsistency may introduce new

inconsistencies later. McNeill et al. �rst used ontology in plan execution monitoring via

multi-agent systems in 2003 [155]. They considered that the re-planning failure may occur

from the faulty ontology during plan execution by multi-agent system. In 2004, Eiter et

al. showed a technique for o�ine generation of re-planning libraries [71]. They proposed

the use of reinforcement learning for choosing action less likely to fail. Van der Krogt and

de Weerdt showed another advanced guided plan repair approach by non-deterministic

removal of the actions from the plan and then added new actions for plan recovery based

on a heuristic technique.

In connection to our scope of data mining based approaches, items are usually col-

lected from various streams in a central location where the mining process takes place.
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In the distributed setting, data stream is mined at distinct locations and the outputs are

aggregated at the end. Many published articles focused on the data partitioning and the

information exchange while mining stored data. Data is partitioned horizontally (row-wise)

or vertically (column-wise) [231, 118]. Cheung et al. introduced a Fast Distributed Mining

(FDM) algorithm with local pruning of infrequent items [47]. Otey et al. [176] developed a

customizable distributed outliers detection method for continuous and categorical data to

identify frequent itemsets. Park and Gupta [185], Sawant and Shah [198] and Zeng et al.

[259] have investigated approaches for distributed data mining. It should be noticed that

majority of the surveyed algorithms assume mining over the stored data in the distributed

locations across the network. These algorithms mainly focus on itemset mining rather than

rule generation. Only few articles can be seen on distributed association rule mining over

the stream data. Manjhi et al. [148] have proposed distributed extraction of the frequent

items using di�erent monitors for each stream. Items are then collected centrally through

the communications among monitors in a hierarchical way. Another framework has also

been proposed by Sun et al. [217] to extract global frequent itemsets from the distributed

data streams by aggregating locally generated frequent itemsets through adaptive �ltering.

The framework then communicates back with the outcome to local streams for veri�cation

and re�nement of newer itemsets. In connection to pattern mining, Huang et al. [108] have

proposed two Map-Reduce functions in a distributed sequential pattern mining algorithm

to extract candidate patterns locally and aggregate �nal output from the �rst function.

Zhang and Mao [260] have used a combination of decision trees to extract patterns lo-

cally and applied naïve bayes classi�ers to form global patterns from the distributed data

streams. Their algorithm uses statistical summaries to approximate the support values.

Cesario and Mastroianni [38] proposed a hybrid single-pass/multiple-pass framework for

mining frequent items and itemsets from the distributed data streams in multiple layers.

The outcome is communicated forward and backward fashion across di�erent layers to re-

�ne the output and minimize the error. Wu et al. [243] proposed a decentralized approach

to mine event association rules over multiple streams. Frequent itemsets are �ltered locally

and then merged centrally using a map-reduce function. Association rules are generated

upon user request using another map-reduce function. However, generated rules are neither
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stored nor used in subsequent requests.

Most of the distributed techniques require reliable and extensive sharing of infor-

mation through communication. Many researchers simply dealt with the maintenance of

aggregation views without emphasizing the communication cost across the data sources.

Several published distributed monitoring techniques, such as Marian et al. [150] and Fagin

et al. [74], are a�ected by the limitations of numerous distributed and remote lookups.

Kaminka et al. [117] also discussed on the issues encountered while coordinating a plan

among geographically distributed agents in a dynamic environment. Several examples are

also discussed by Cormode et al. [54] for algorithmic distributed functional monitoring

problem. An improvement over communication can be achieved by setting a precision

gradient as proposed by Manjhi et al. [148].

2.3 Gap Analysis

Numerous articles have been published on vehicle routing problems for more than �ve

decades. Analysis of these articles reveals a lack of research e�ort particularly on the

collaborative handling of route planning. Figure 2.3 depicts the research gap on the col-

laborative vehicle routing from the �ndings of the literature review. As shown in the �gure,

only 5-10% of the recent publications deal with multi-depot vehicle routing problem while

only 2-5% discuss split-delivery vehicle routing problem. As per our analysis, published

articles combining multi-depot and split-delivery vehicle routing problem are less than 10.

Furthermore, most of these articles on MDVRP and SDVRP consider a centralized setup.

Thus, investigation for collaborative approaches to solve VRP is an important challenge.

Recent work on Gulczynski et al. [100] relates partially to the modeling of shared

delivery of commodities in multi-depot setting. However, this work exhibits some limi-

tations in the �eld of application. First, it employs an apriori, rule-based allocation of

customers to depots by favoring customer assignment to the nearest depots. In case of

insu�cient vehicle capacity, this may lead to a solution of higher cost. Such concerns were

addressed in Soeanu et al. [209], where a distant depot is required to serve a customer

that is closest to another depot in order to achieve overall cost reduction. Second, the
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Figure 2.3: Survey of vehicle route planning problems

Figure 2.4: Survey of facility location problems

proposed solving technique leverages the Clarke and Wright (CW) saving mechanism that

has only limited applicability to the situations where the triangle inequality is satis�ed

[79]. Furthermore, the model of Gulczynski et al. considers prede�ned locations for de-

pots on the transport network. In contrast, we contribute by �nding a novel strategy to

near-optimally solve MDSDVRP in one stage and then to search for a distributed solution

generation technique that can help collaborative vehicle route planning in the presence of

multiple decision makers.

An analysis of the existing research literature also reveals a gap in collaborative han-

dling of plan execution monitor deployment. As we discussed before, monitor deployment

can be seen as an FLP variant. Figure 2.4 clearly depicts that while a large amount of
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publications can be found on FLP, Uncapacited FLP (UFLP) and pMP, only 0-1% of this

research is dedicated to the distributed algorithm generation for FLP or similar problems.

Most of these existing techniques do not analyze how participants can locally compute

compatible partial solutions and then collaboratively converge to a global solution in the

absence of exact knowledge of input parameter(s). In this thesis, we address the important

collaboration aspect of problem modeling, application development and platform deploy-

ment on plan execution monitor deployment. Chapter 5 bridges the gap in terms of jointly

generating near-optimal global solution by collaborative budget contribution adjustment.

Table 2.2: Comparison of highlighted articles on itemset and association rule mining

Reference Algorithm Name Setting Model Itemsets Caching Rules
Wu et al.[243] - Distributed Sliding Win. 1 & 2 Stored 1-1 Rules

Thakkar et al. [223], Su et al.[42] SWIM, FFI_Stream Centralized Sliding Win. All FIS Stored All

Paik et al.[180] - Centralized Landmark Maximal Stored All

Thool and Voditel[225] Streaming-Rules Centralized Landmark Top-k Stored 1-1 Rules

Corpinar and Gundem[52] PNRMXS Centralized Landmark All FIS Stored 1-1 Rules

Shin and Lee[204] - Centralized Decay All FIS On req. All: on req.

Chang and Lee[40], Leung and
Jiang[132]

estDec,
DUF-streaming

Centralized Decay All FIS On req. NA

Woo and Lee[242] estMax Centralized Decay Maximal On req. NA

Li et al.[139] DSM-FI Centralized Landmark All FIS On req. NA

Liu et al.[145] FP-CDS Centralized Landmark Closed On req. NA

Zhi-Jun et al.[261], Yu et al.[256] - Centralized Landmark All FIS Stored NA

Leung and Khan[133], Li and
Lee[138], Tanbeer et al.[220],
Deypir and Sadreddini [64]

DSTREE,
MFI-TransSW,
CPS, LCS

Centralized Sliding Win. All FIS On req. NA

Jiang and Gruenwald [115], Yen
et al.[251], Naik and Pawar[166]

CFI-Stream,
CloStream, QMINE

Centralized Sliding Win. Closed On req. NA

Chi et al.[48], Ao et al.[15], Li et
al.[137], Keming Tang et al.[221],
Nori et al.[171]

Moment, FPCFI-
DS, NewMoment,
Stream_FCI, TMo-
ment

Centralized Sliding Win. Closed Stored NA

Manjhi et al.[148], Zhang and
Mao[260]

-, - Distributed Decay All FIS Stored NA

Cesario and Mastroianni [38] - Distributed Sliding Win. All FIS Stored NA

Wang and Chen[236] - Distributed Landmark Maximal On req. NA

Furthermore, in the vast scope of information monitoring we focus on capturing re-

cent frequent events and their associations in a distributed setting. Table 2.2 compares

highlighted research articles extracting frequent itemsets and association rules from the
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stream data. Information monitoring of the data stream may reveal frequent associations

among the recent events in a supply chain e.g. delay and weather condition, accidents, ve-

hicle failure, etc. Such association is often crucial to the remote decision makers. External

monitoring of an executing process requires physically distributed, autonomously operated

agents that participate in a monitoring process bounded by their local and shared infor-

mation that is collected within a dynamic and uncertain environment. In this respect,

a major challenge lies in quickly inferring relationships among related events by mining

an incoming data stream generated by the remote sensors. It can be clearly seen that

only a small number of distributed approaches exists to mine frequent itemsets and as-

sociation rules on the stream data. Moreover, many previous research works ignore the

algorithmic complexities in extracting these itemsets and association rules which exhibits

a serious limitation to practically deploy them to capture association among events over a

fast data stream. Wilkins et al. [240] identi�ed the main challenges under four categories:

(i) Adaptivity: sensitivity of the monitor must meet the requirements and system's abil-

ity to extract high-value alerts and suggestions. (ii) Plan and situation-speci�c analysis:

commonly shared plan requires communicating only relevant tasks to participants as well

as accompanying instructions for coordination [98]. (iii) Provision of high-value, relevant

alerts: frequent alerts issued on every occurrence of a monitored condition may overload

the system and represents a known problem. The challenge also consists in minimizing and

eliminating, if possible, the False Positives (FP) along with limiting the �ow of unwanted

or redundant alerts. (iv) Reactivity: an execution monitor should give enough time and

means (techniques) to react to the events and situations in a dynamic data-rich �eld at a

high rate of incoming events.

2.4 Summary

Logistics delivery may bene�t from notable operational cost savings by increasing reliance

on shared serving of customer demands by multiple agents. However, traditional logistics

planning and supply chain monitoring exhibit intrinsic limitation in implementing a collab-

orative platform of decision making and information processing for better transportation
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management. In this chapter, we thoroughly review the existing research and development

e�orts and analyze the gaps in the context of four core research problems. In common,

all these problems are computationally hard. In the next chapters, we elaborate a set of

proposed approaches to solve these core research problems of our interest. More precisely,

in this thesis, these research problems are addressed in the following order:

� Multi-Depot Split-Delivery Vehicle Routing: We elaborate an approach on how vehi-

cles can share responsibilities for commodity delivery in route planning.

� Collaborative/Cooperative Route Planning for Commodity Delivery: Next, we propose

how multiple participants can jointly plan routes for commodity delivery.

� Collaborative Monitor Deployment: We also present how collaborative participants

may deploy monitors to collect and send sensor generated information from the SCN.

� Collaborative Event Monitoring over Data Stream: Finally, we discuss a general pur-

pose distributed execution information monitoring technique to track association

among events from the sensor generated data stream during plan execution.

Apart from these aforementioned problems, we have identi�ed a number key challenges

for planning and execution monitoring over the supply chain network, as found during

the literature review. These challenges include modeling of complex information sharing

framework, reducing communication cost among agents, handling low processing power

of distributed (mobile) agents, preventing simultaneous access to shared resources and

devices, time synchronization, managing information privacy, security and safety issues

and joint evaluation of information.
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Chapter 3

Multi-Depot Split-Delivery Vehicle

Routing Problem

In this chapter, we investigate an advanced decision-support platform to ad-

dress a combined problem of depot assignment and logistics delivery planning.

Currently available transport management systems exhibit notable gaps in op-

timal partitioning of transport network to share/collaborate on delivery of lo-

gistics/commodities [72]. In order to bridge the gap, we introduce a linear

model of a combinatorial optimization problem and propose a generic solution

search technique for multi-depot vehicle routing problems that may employ

shared delivery of commodities, if needed. The experimental results show that

the proposed algorithm exhibits very good performance when solving small and

medium size problem instances and reasonable performance for larger instances.

3.1 Introduction

A collaborative commodity delivery planning requires operating vehicles from multiple dis-

tribution centers (depots). In such a setup, location of the depots and vehicle routes are

required to be derived together while respecting prede�ned global constraints and limited

vehicle capacity. Furthermore, vehicles are expected to cooperate for shared delivery ar-

rangement among participating organizations. In this respect, we introduce a new problem
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namely Multi-Depot Split-Delivery Vehicle Routing Problem (MDSDVRP). MDSDVRP is

an extension of classical vehicle routing problem that allows multi-depot vehicle route

generation with possibility of jointly serving customer demands. Furthermore, our model

and solution approach also consider establishing depot at most suitable locations in the

transport network which helps minimizing depot establishment and routing cost together.

In actuality, vehicle routing can be seen as a core problem in supply chain/logistics

planning, with conceptual, empirical and behavioral aspects. A holistic view of the supply

chain process o�ers an overarching perspective spanning over various facets such as facility

location, vehicle routing and environmental impact. In this respect, focusing on a single

aspect, for example minimizing the routing cost without considering facility locations may

result in higher warehousing cost and larger externalities such as: pollution, congestion,

etc. In the usual setup, the problem of multi-depot split delivery vehicle routing is con-

sidered with the common assumptions of Split-Delivery VRP (SDVRP) and Multi-Depot

VRP (MDVRP) under which we essentially consider a vehicle routing problem involving

commodity delivery as an abstract conceptual optimization problem [26] with few empir-

ical details. The participating entities are depots (as starting/ending points for vehicles),

customers (with deterministic demand) and vehicles (with prede�ned and available capac-

ity). Typical abstractions are observed in terms of unlimited route length (not considering

required stop-overs for rest, etc.) as well as deterministic infrastructure analysis (�xed

traversal cost across transport network nodes, etc.). Another prevalent abstraction is to

consider the problem of facility location separate as speci�cally employed by cluster �rst-

route second approaches [196]. However, in this work, we emphasize the importance of

considering together the problems of location allocation and vehicle routing.

The optimization goal of VRP is the overall cost minimization based on the cost

assigned on each edge of the transportation network. In the literature the deterministic

capacitated-VRP (CVRP) is a well-studied NP-Hard combinatorial optimization problem

having several variants and extensions [228]. In fact, the CVRP is composed of two prob-

lems: Bin-Packing and Routing. The Bin Packing Problem (BPP) addresses an optimal

allocation of commodity to vehicles having deterministic capacity. The routing problem

deals with the most e�cient routing possible using the loaded vehicles. We may note that
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in shared commodity delivery settings (which represent practical aspects at the require-

ments level), it is possible to determine the feasibility of a problem instance by requiring

the total vehicle capacity to be greater or equal to the total demand. In other words, MDS-

DVRP will always yield a solution if the total available capacity is equal or more than the

total demand. In this respect, MDSDVRP is less restrictive than some of the other VRP

variants for which there may be no feasible solution (e.g some customers having demands

larger than the capacity of a single vehicle). However, MDSDVRP still belongs to the

NP-Hard class of problems [16, 100] and is therefore intractable when approached with an

exact algorithm. It is worthy to mention that it has a notable larger solution space since

splitting the delivery among di�erent vehicles is subject to combinatorial explosion. Conse-

quently, we detail an e�ective heuristic technique that yields good near-optimal solutions.

The contribution of this chapter can be summarized as follows:

� Elaborating a model for MDSDVRP to search optimal depot locations vehicle routes.

� Proposing a heuristic-based mechanism to quickly solve MDSDVRP near-optimally.

� Generating solution benchmarks on known problem instances and comparing with

existing results.

� Analyzing performance and providing notable insights of the proposed solution.

Another notable achievement relates to the �exibility of the proposed model. This allows

to customize it via small modi�cations (according to the need) in order to address speci�c

problems of the VRP family that are within the scope of the proposed model. These

include MDVRP (no split delivery), SDVRP (only one depot), CVRP (no split delivery and

only one depot), etc. Moreover, we explain location routing through the same model that

allows to consider both location allocation and vehicle routing as part of the same objective

function. In this context, it is also possible to customize the depot establishment cost values

such as to de�ning depots at speci�c locations. With respect to the related heuristics

algorithm, it allows to generate vehicle routes with near-optimal cost while serving the

customers by multiple vehicles belonging to the same or di�erent depots.

The remainder of the chapter is organized as follows. Section 3.2 elaborates the prob-

lem and propose an Integer Linear Programming (ILP) model for MDSDVRP. Section 3.3
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describes our solution generation approach. It illustrates a generic heuristic based search-

ing mechanism designed to solve vehicle routing problem instances, MDSDVRP instances

in particular. Along with the algorithm, we also discuss two improvement techniques over

the initially derived solutions. Section 3.4 presents a relevant case study problem illustrat-

ing CVRP, MDVRP and MDSDVRP in order to demonstrate solution generation using

the proposed approach. In Section 3.5, we provide the results and compare them to ex-

isting benchmark values. We further conduct an analysis of the results in Section 3.6 to

determine appropriate ranges for the parameter values used in the solution approach. Fi-

nally, we summarize our �ndings in Section 3.7 by highlighting the advantages and the

limitations of the proposed procedure and highlight possible with future work.

3.2 Problem Description and Modeling

In the proposed MDSDVRP model, we employ split-delivery vehicle routing and also ad-

dress facility location by choosing depots from a subset of customer nodes (based on their

corresponding depot establishment cost). The model also allows the use of pre-established

depots by setting the corresponding depot establishing cost to zero.

3.2.1 Problem Statement

Multi-Depot Split-Delivery Vehicle Routing Problem (MDSDVRP) handles commodity

delivery to customers (demand points) that are represented as nodes in a complete graph

named as transport network. Given a set of nodes (V ) and a set of edges (E), where

E is a relation in (V × V ), a transport network is a complete graph G = (V,E). Each

edge of the graph provides the traversal cost (cij) between the corresponding two nodes

i and j. Usually, a transport network is composed of di�erent node types: Customers

(N) and Depots (D). While customer nodes are characterized with deterministic demand

(integer) for commodity (di), depot nodes (having no demand) alternatively host vehicles

(k = 1,2, . . . ,K) to supply customers. In case of prede�ned depots and customers, a

solution for an MDSDVRP instance gives the routes for each vehicle that minimizes the

overall routing cost to serve all customer demands. In our proposed formulation, we further
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consider that if the depots are not prede�ned, the solution to MDSDVRP will determine

the optimal location(s) of the depot(s) within the set of customer nodes. In this case,

assuming that the newly found depot(s) will serve their own need(s), the goal of problem

is then to minimize the combined depot establishment and routing cost.

3.2.2 Assumptions

Classical VRP generally refers to the capacitated vehicle routing problem (CVRP) where

each location (customer) has a �nite demand (integer value) for the same type of com-

modity. A maximum number of vehicles having �nite capacity (integer value) can start

from and return to a single depot, with no restriction on the route length. In addition,

each location is served by only one vehicle and the sum of the demands served by a vehicle

does not exceed the vehicle capacity. It is also customarily assumed that the vehicle �eet

is homogeneous, that is all vehicles have the same capacity. Moreover, MDVRP changes

the assumption of single depot and considers the availability of more than one depot, each

of which can serve any of the customers. In this setup it is also customarily assumed that

the vehicle �eet is homogeneous across depots (the same maximum number of homoge-

neous vehicles). Capacitated VRP with split delivery (SDVRP) shares most assumptions

of CVRP except that each customer can be served by one or more vehicles that jointly

satisfy the total customer demand. This allows to address problems where the individual

capacity of the vehicles can be less than some (or all) of the customer demands. MDSD-

VRP combines the assumptions of MDVRP with those of SDVRP such that each customer

can be served by one or more vehicles, each of which can belong to the same or di�erent

depots. In addition to the aforementioned constraints, we intend to address the situation

where there is are no pre-established depot(s) in the problem. The depots locations are

then chosen from the set of customer locations. Consequently, the demands at the node

locations chosen as depot locations are considered to be served by the respective depot

itself. In order to solve the problem, the heuristic procedure may be exercised by one or

more decision maker(s). The corresponding MDSDVRP solution algorithm assumes that

all input information is exact. We assume that each decision maker has the knowledge of

all available vehicles in every depot along with their capacities. S/he also knows the cost
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of routing across every edge of the transport network. In case of more than one decision

maker, we consider the existence of a centralized result sharing platform where multiple

decision makers can share information while searching a partially di�erent solution space.

3.2.3 MDSDVRP Modeling

VRP families of problems are usually expressed as linear optimization problem with several

constraints represented through linear equations [228]. The common models are named as

follows:

� Vehicle Flow Model : VRP is most commonly modeled using Integer Linear Program-

ming (ILP). It uses integer variables, associated to each arc or edge of the graph.

These variables track the number of traversal in each arc with respect to the con-

straints. The summation over the product of the number of traversals and the cost

associated to each arc represents a possible outcome. The optimized solution yields

the minimum value of all possible outcomes.

� Commodity Flow Model : The commodity �ow model uses additional integer variables

on the arc to represent the �ow of commodities along the paths traveled by the vehicle.

The model is also used more recently to get exact solution of CVRP.

� Set Partitioning Model : Set partitioning model is used to formulate the VRP problem

as a set-partitioning problem where we consider every feasible circuit possible with

respect to the constraints. The objective is to determine the collection of circuits that

generates the minimum cost, serves all the customers and satis�es other additional

constraints. This model generally requires a large number of variables.

In what follows, we present a vehicle �ow model our problem which extends original

CVRP for split-delivery and multi-depot operations. It also addresses depot localization.

In a complete directed graph G = (V,E) of a transport network, let cij be an input

cost matrix derived from a composed cost function (depending on various parameters) for

all node pairs. We extend this transport network graph G to G′ = (V ′,E′) wherein an

arbitrary node 0 is added in the transport graph such that V ′ = V ∪{0}. The concept was
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Figure 3.1: An example transport network of customers and depots

earlier introduced by Yu et al. [254]. The intent of including node 0 as a virtual node is to

carefully capture the facility (depot) location subproblem as a part of the routing model.

The inclusion of additional edges between 0 and existing customer nodes is associated to

two new pair of cost values (ci0 and c0j). The establishment cost for node j is represented

as (ECj) where ECj = c0j . Consequently, we write the cost function c′ij as follows:

c′ij =

⎧⎪⎪⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎪⎪⎩

cij if {i, j} ⊂ V

ECj if i = 0 and j ∈ V

ci0 if j = 0 and i ∈ V

Figure 3.1 shows a sample graph in the proposed setting with customers (B and

D), depots (A and C) and two vehicles. Actual delivery routes can be assumed as:

AB→BD→DA and CD→DB→BC. The changes to the original transport network is con-

sidered with addition of a virtual node 0 and the inclusion of dotted paths. In this case,

a solution from the MDSDVRP model would result in the paths: 0A→AB→BD→D0 and

0C→CD→DB→B0. The proposed model evaluates a cost function based on its original �rst

set of routes rather than the later derived set of routes. Actually, we incorporate additional

routes 0A and 0C to re�ect ECA and ECC in the cost function and replace the cost of
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paths D0 and B0 with DA and BC respectively. Toward this consideration, we associate

an additional set of boolean variables wi on top of the usual SDVRP formulation [16] to

determine the depot locations.

In formulation of the problem, we consider three given input parameters. First, the

establishment cost for creating depot on node i is termed as ECi. Second, the demand

level at each node i is: di for all i ∈ V . Finally, the let us consider that the maximum

vehicles available is K and each of them has capacity Ck. The aims of the modeling can

be summarized as follows:

� Determining an optimal number of depots and their locations, in absence of prede-

�ned depots;

� Computing the optimal cost of the overall customer serving;

� Evaluating optimal number of tasked vehicles;

� Elaborating routes (potentially shared) for each tasked vehicle for overall optimal

delivery cost.

The decision variables are as follows:

� xijk ∈ {0,1} are boolean variables to determine routes (1 if the edge (i, j) is taken

by vehicle k).

� yik ∈ N is an integer amount of resource deposited at node i by vehicle k.

� wi ∈ {0,1} is 1 if node i is a depot.

We present the ILP model formulation as follows:

min∑
i∈V

ECiwi + ∑
i∈V

∑
j∈V

cij ∑
k∈K

xijk, ∀i ≠ j (3.1)

Subject to:
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Flow conservation:

∑
i∈V ′
∑
k∈K

xijk ≥ 1, ∀j ∈ V ′, i ≠ j (3.2)

∑
j∈V

∑
k∈K

x0jk ≤ ∣K ∣ (3.3)

x0ik = xi0k ∀i ∈ V and k ∈K (3.4)

∑
i∈V ′

xihk = ∑
j∈V ′

xhjk ∀h ∈ V
′and k ∈K, i, j ≠ h (3.5)

Sub-tour elimination:

∑
i∈S

∑
j∈S

xijk − ∑
j∈S

x0jk ≤ ∣S∣ − 1, S ⊆ V, ∣S∣ ≥ 2, k ∈K and i ≠ j (3.6)

Capacity restriction:

∑
i∈V

yik ≤ Ck, ∀k ∈K (3.7)

∑
k∈K

yik = di(1 −wi), ∀i ∈ V (3.8)

yik ≤ di ∑
j∈V ′

xijk, ∀i ∈ V and k ∈K (3.9)

Depot assignment:

∑
k∈K

x0ik ≥ wi, ∀i ∈ V (3.10)

x0ik ≤ wi, ∀i ∈ V, k ∈K (3.11)

Variables:

xijk ∈ {0,1}; where i, j ∈ V ′, i ≠ j, k ∈K (3.12)

wi ∈ {0,1}; where i ∈ V (3.13)

yik ≥ 0; where i ∈ V, i ≠ j, k ∈K (3.14)

The objective function Eq. (3.1) minimizes total depot establishment and routing

costs. With respect to the constraints, Eq. (3.2) and Eq. (3.5) impose that each customer

is visited by at least one vehicle. Eq. (3.3) and Eq. (3.4) set the limit of maximum vehicles
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that can be used in solution and make sure that all vehicles in operation �nally return back

to node 0. Eq. (3.6) is a modi�ed version of generalized sub-tour elimination constraint

from [229] in order to accommodate that all routes start and �nishes at node 0 and passes

through a determined depot before reaching node 0. Eq. (3.7), Eq. (3.8) and Eq. (3.9)

impose that serving a customer on a route takes place if and only if the route is selected

and the total on-route serving does not exceed vehicle capacity, while ensuring that the

total demands of each customer are met. Finally, Eq. (3.10) and Eq. (3.11) assure that a

vehicle, if serving at least a customer, must start and �nish through a determined depot

location. These ILP constraints further satisfy the following compound relations:

� If x0jk is 1 then ∑i∈v xijk = 1 and xj0k = 1; i.e. a route for vehicle k will start and

end with through a proposed depot j.

� wi = 1 if xoik = 1, i.e. a node i is a depot if and only if it is directly connected to

node 0 in the solution.

� ∑k∈K yik = 0 if wi = 1, i.e. the demand of a prospective depot is 0 during computation

of the routes.

The proposed model is �exible and extensible, allowing to capture real-world problems.

� MDSDVRP model can handle pre-established depots with inputs of low establish-

ment cost for favored nodes and high establishment cost for others (see Table 3.4).

� With many vehicles and one depot in con�guration, this model expresses an SDVRP.

� One can provide product or service through the same model. For simplicity, we

assume that service delivery (e.g. surveillance) resembles product delivery but the

vehicle capacity (Ck) is not reduced after visiting the demand nodes. However it

must meet the service requirements (yik). Thus, we change Eq. (3.7) as follows:

yik ≤ Ck, ∀k ∈K and ∀i ∈ V (3.15)
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3.3 Proposed Approach

In the following, we present an overview of the approach to solve the aforementioned

research problem. Under a set of assumptions, we propose an ILP model for the multi-

depot vehicle routing problem allowing joint serving of customer demands using vehicles

from multiple depots. The model allows to identify the problem requirements in terms of

variables and parameters. However, MDSDVRP belongs to the problem class NP-Hard

[100]. Therefore, no scalable exact solution algorithm exists to e�ciently �nd the optimal

solution. Consequently, we investigate a heuristic algorithm that can e�ciently explore

a large portion of the solution space in order to �nd a good near-optimal solution. The

proposed search procedure is guided by a learning mechanism that allows to steer the

search toward the most probable area of the solution space where near-optimal solutions

are likely to be found. We also employ a stochastic technique to prevent the premature

convergence of the algorithm to a local optimal solution.

3.3.1 Solving MDSDVRP

Solve using heuristic

algorithm

Prepare transportation

network

Set input parameters Re�ne the result

Evaluate solution qualityBreak into sub-problems

(+) Use Multi-point Stochastic
Insertion Cost Gradient Descent

(+) Setup vehicle capacities
(+) Determine search parame-
ters
(+) Input thresholds
(+) Stop condition
(max_iteration)

(+) Generate cost-matrix
(+) Generate demand-matrix

(+) Use selection of tours for
solution improvement
(+) Use permutation among
solution nodes

Figure 3.2: An overview of solution generation technique

MDSDVRP can be solved either analytically or using heuristic and meta-heuristic

techniques. Analytically, MDSDVRP requires solving a set of linear equations as created

in the model. The procedure is practical as long as the problem is smaller. Usually, ILP
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models are represented using a suitable language used to describe a set of linear equations

in a readable manner by both human and machine. It is also necessary to use analytical

techniques like Branch and Bound, Branch and Cut to tighten the initial linear program-

ming relaxations. We initially selected AMPL (A Mathematical Programming Language)

to represent the problem. Then, we chose GNU Linear Programming Kit (GLPK) as a

freely available solver module for AMPL based ILP formulation. GLPK uses the revised

simplex method, the primal-dual interior point method for non-integer problems and the

branch-and-bound algorithm along with Gomory's mixed integer cuts for (mixed) integer

problems. We may additionally employ MIR cut [58], Cover cut and Clique cut [1], which

are helpful when solving ILP models. However, the complexity of MDSDVRP increases

exponentially with problem size. Therefore, we investigate solution �nding mechanism

through generative heuristics. This essentially involves the exploration of candidate solu-

tions which are �grown� from dynamically generated solution fragments ranked on their

cost. The process involves a guided search whereby the potentially good (cost e�ective)

�fragments� are marked bene�cial for subsequent exploration and retained in the data

structures. The costlier fragments are continuously discarded. In this way, the grown

solutions are also cost e�ective since only the cost e�ective fragments have been retained

during the search.

The solution generation technique requires a preparation procedure which analyzes

the transport network graph and the customer demands at the nodes in order to establish

an ordered traversal map (sorted based on cost) and respectively a demand map for all

customer demands. Moreover, di�erent solution search input parameters are also required

to be set before the algorithm run. After a careful analysis on various heuristic algorithms,

we arrived at a modi�ed multi-point stochastic insertion cost gradient descent algorithm to

address solution search from multiple depots. The search allows the insertion of customer

nodes in the explored set of route fragments, subsequently boosting the more cost e�ective

set of routes iteratively.

Figure 3.2 presents the solution generation approach which assures that a ready so-

lution is always available after the �rst pass. The algorithm is also expected to help in
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cooperative solving of compound routing problems by a team of potentially remotely lo-

cated agents. In this setting, during the search process, progressively better upper bounds

found by di�erent agents can be exchanged for improved convergence. The heuristic solu-

tion can be further improved using meta-heuristic like techniques such as permutation of

adjacent nodes in routes, etc. Also, the approach allows the use of a divide and conquer

policy in order to handle large scale problems whereby sub-problems involving a subset of

the routes will be subjected to the same algorithm with the potential to yield better overall

results. In the following, we discuss the details of the multi-point stochastic insertion cost

gradient descent algorithm.

3.3.2 Algorithm Design

Initialize Search 

Parameters

Pop new multi-tour from 

sorted_search_queue

Use pseudo-random seed 

to explore new neighbor

new multi-tour feasible ?

yes

Perform a nearest 

neighbor search 

max_explored_neighbour reached?

no

no

Is qualified to insert in 

serve_map for serving (%)

Insert initial tour 

fragments in serve_map 

and sorted_search queue

Discard fragment
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no

Insert multi-tour into 

serve_map and 

sorted_search_queue
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Figure 3.3: Heuristic procedure of route generation

Heuristics is employed to obtain near-optimal solution where exact algorithms and

equation solving are expensive in terms of memory and time allocated to the computation.

The stochastic multi-point insertion cost gradient descent is one such search technique.
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It uses a seed based pseudo-random number generator to steer the solution search while

allowing to reproduce (for a given problem instance) the same solution by using the same

seed to solve the problem. Figure 3.3 presents the components of the high-level procedure.

It starts by determining a nearest neighbor-based solution (which is computationally in-

expensive to obtain), denoted by (Snn) and representing an initial upper bound reference.

Then, the main search starts with a base fragment (multi-tour consisting of initial vehicle

locations in their depot(s)) inserted in sorted_search_queue. The latter keeps the frag-

ments inserted into it in an ascending cost oder while the fragments with the same cost

are arranged in descending order of the amount of their total demand served.

At each iteration, the topmost fragment in the sorted_search_queue is selected by

popping it out and exploring it in order to insert a neighbor node not yet served or par-

tially served into one of its considered tours. The neighbor is identi�ed among the unserved

demand nodes by exploring them progressively up to a bound of maxnbr in an ascending

order of traversal cost from the last inserted element in the considered tour. An neighbor

that is explored can be inserted in the tour as per the vehicle's ability to serve the node

(enough remaining capacity when split delivery is not used or non-empty capacity other-

wise). After inserting the neighbor in the selected fragment, the latter is updated with

a corresponding increased cost of serving and increased amount of serving. The updated

fragment is then quali�ed for storing in the sorted_search_queue by examining if its cost

of serving �ts within the bounds of the corresponding servemap entry. The servemap data

structure is essentially employed to build up and represent the knowledge related to the

speci�c topology and serving availability characterizing the problem instance being solved.

The knowledge gathered is represented by a set of adjustable cost bounds corresponding to

particular percentages of total demand serving as discovered during fragment generation.

This knowledge is used to continuously guide the search procedure by qualifying or disqual-

ifying potential fragments while they are being explored. Thus, the servemap keeps entries

related to the cost of serving at each related serving percentage (granularity dependent).

Each entry holds a set of di�erent cost values (for the same serving percentage) with a

maximum cardinality of max_servemap_entry_size. A quali�ed fragment will update

the corresponding servemap entry.
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Algorithm 1 : MDSDVRP Heuristics
1: Input: max_iteration,Snn,max_distinct_cost(mdc),max_explored_neighbor(maxnbr),
2: max_servemap_entry_size(msset), init_fragment, seed, usesplit

3: Global Knowledge: transport_network_graph(G), demand_map(dmap)
4: Output: S∗

5: Initiate: S∗ ← Snn; sorted_search_queue(sque) ← ∅; servemap ← {}; D∗ ← GetAllDemand(dmap);
6: Insert(init_fragment, sque);

7: while max_iteration ≥ 0 and sque is not empty do

8: Pop MultiTour s from top of sque;

9: if s contains more than one tour then

10: Use Shu�e(seed) to randomize their order;

11: end if

12: for selectedTour in s do

13: Find next customer nextDst← GetNextCustomer(G,LastInsertedElement(selectedTour));

14: maxNN ←maxnbr;

15: while maxNN > 0 and CountDistinctCostEntries(sque) ≤mdc do

16: Find demand to be served: nextServeNeed← GetDemandOf(nextDst, dmap);

17: if nextServeNeed > 0 then

18: if usesplit or nextServeNeed ≤ GetRemainingCapacity(selectedTour) then

19: InsertInTour(nextDst, selectedTour) ;

20: end if

21: if CostOf(s) > CostOf(S∗) then
22: continue;

23: end if

24: if GetServeAmt(s) = D∗ or GetRemainingCapacity(s) = 0 then

25: S∗ ← s;

26: Remove each multi-tour(s′) fragments from sque where CostOf(s
′) > CostOf(s);

27: end if

28: if SizeOf(GetEntry(GetServeAmt(s),servemap)) <msset or

CostOf(s) ≤ GetMaxValueIn(GetEntry(GetServeAmt((s),servemap)) then

29: Insert(CostOf(s), GetEntry(GetServeAmt(s), servemap));

30: Insert(s, sque);
31: end if

32: if SizeOf(serveset(GetServeAmt(s)))>msset then

33: RemoveMaxValueIn(GetEntry(GetServeAmt(s),servemap));

34: end if

35: end if

36: maxNN ←maxNN - 1;

37: end while

38: end for

39: max_iteration←max_iteration - 1;

40: end while

41: return S∗;
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During solution search, the servemap entries are populated by progressively smaller

cost bounds in ascending order of cost. When the maximum entry size is reached, the

highest value is removed from the entry set updating the knowledge related to serving the

corresponding percentage of total demand. This in turn places tighter selection pressure

on subsequently explored fragments with the same serving amount. The fragments placed

in the sorted_search_queue are stored until the max_distinct_cost bound is reached.

Subsequently, a fragment is discarded if its updated cost is higher than the maximum cost

value of the stored fragments. When a fragment is updated such that is forms a complete

solution, any member of sorted_search_queue that has a higher cost can be removed

since a complete solution with lower cost has been found. The procedure continues as long

as the sorted_search_queue is not empty and alongside progressively lower cost complete

solutions can be identi�ed, with the one having the lowest cost remaining as the �nal result

of solution search. The e�ectiveness of this solution generation procedure stems from the

following. First, the heuristic employs an evolving selection pressure to identify better

quality fragments leveraging knowledge gathering based on the corresponding cost values

stored in the servemap. The fragments selected in this manner are potentially more able to

eventually develop good near-optimal solutions. Second, the procedure exhibits a thorough

local search characteristic since all the fragments in sorted_search_queue are explored

and updated according to their cost. Finally, the gradual solution generation trajectory

leverages bounded local neighbor exploration which allows for faster convergence.

Algorithm 1 elaborates in pseudo-code the aforementioned concept by extending our

previous work [210]. We describe next the notation used for the input parameters and

the output. An upper bound solution denoted by Snn provides an initial reference that

can be quickly determined using the nearest neighbor. A demand map (dmap) holds the

demands of each node. The sorted_search_queue is an ascendantly sorted queue of so-

lution fragments based on the cost. The servemap represents an associative array used

for knowledge gathering where each entry contains an ordered set (of parameterized max-

imum cardinality - max_servemap_entry_size) containing fragment serving cost values

corresponding to a related percentage of total serving. Seed (seed) represents a unique

number used to generate repeatable (for the same seed value) pseudo-random choices. The
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maximum number of neighbors to be considered in fragment exploration is represented

by maxnbr. The usesplit is a binary input that selects whether the heuristic algorithm

considers split-delivery. The algorithm is presented at a high level of abstraction with self

explanatory names for the called procedures which follow the convention of having the �rst

letter capitalized.

3.3.3 Property Analysis

Heuristic algorithms provide practical means to approximately solve optimization problems

in short time and bounded memory with a trade-o� in solution quality [124]. Moreover,

speci�c challenges are faced during an extensive assessment of the properties characterizing

heuristic algorithms. In this respect, our technique has a similar pro�le. Thus, in the

scope of this chapter, we provide three important insights with respect to the termination,

convergence and solution quality.

� Termination: Every execution of MDSDVRP heuristic will eventually stop.

� Convergence: Any execution of MDSDVRP heuristic for a feasible problem will con-

verge toward a competitive solution if the search is not stopped by the maximum

iteration count.

� Solution quality: The solution found by executing the MDSDVRP heuristic represents

the lowest local optimal within the scope of the solution search space delineated by the

underlying search parameters.

With respect to the �rst property, every selected multi-tour fragment is restricted to

explore only within a set of customer nodes that are among the closest unserved (or partially

served) maxnbr neighbors. Therefore, for a feasible problem, the search procedure only

evaluates and stores distinct fragments that can grow at most to full solutions (all customers

fully served). In this respect, the fragment exploration procedure either reduces (eventually

down to 0) the remaining demand unserved or discards the disquali�ed fragments. Since

the solution space of MDSDVRP is �nite, albeit potentially very large, at the extreme

(for a su�ciently large values of the search parameters), the algorithm will stop after an
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exhaustive evaluation of all competitive solutions within the search space. However, with

reasonable parameter values, the heuristic will only search a subset of the solution space,

bounded in memory and time.

Concerning the second property, given the dynamics of the search technique, the

potentially promising multi-tours will evolve similarly, (with respect to their granularity

based serving percentage) before growing to a full solution. This growth characteristic

is stemming from the fact that the serve_map restricts the storage of multi-tour frag-

ments over a cost bounded percentage of serving and the sorted_search_queue stores the

multi-tours in an ascending order of serving cost. Therefore, for each subsequent solution

found, the probability of �nding a better solution within a �xed delineated search space

decreases successively and the solution improvement margin follows a natural logarithmic

path. Figure 3.9 depicts the convergence characteristic . Our analysis on various problem

instances reveals empirically that the solution cost (y) convergence curve over time (t) can

be approximated as: y = −C1 × ln(t) + C2, (C1, C2 are positive constants) with Pearson

Coe�cient of Determination (R2) value of a few percentage points under unity.

Finally, the algorithm handles premature convergence by competitively ranking dif-

ferent potentially promising multi-tours based on their cost. The corresponding fragments

are quali�ed by the bounds maintained in serve_map according to the percentage of serv-

ing. In essence, serve_map supports a guided learning over the heuristic procedure in

order to promote the growth of potentially good multi-tour fragments from diverse ex-

ploration points within evolving tightness bounds. This guidance bene�ts the multi-point

gradient descent such that each of the growing multi-tours leads toward a local optimal

solution bounded by the search constraints. Therefore, the �nal solution emerges as the

lowest one among all the local optimal solutions, generated from the diversely explored

multi-tours.

3.3.4 Re�nement Technique

The initial heuristic technique we introduced in [210] included solution re�nement tech-

niques for improving the routing cost, including localized node permutation and a Density
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Based Clustering tour re�nement. The latter was used to dynamically generate traver-

sal cost (distance equivalent) clusters over vehicle tour nodes. This was aimed at inter-

dependent route identi�cation using incremental clustering distances over related complete

solution tour pairs until all nodes of a tour belong to the same cluster. Then, if any node

(except for directly density connected ones) binds two otherwise separate clusters, then

the two tours are likely to allow for solution improvement by solving the corresponding

sub-problem. Thus, better (lower cost) routing is likely to be identi�ed if available. In

this work, we retain the localized node permutation re�nement and introduce an alternate

(more scalable) non-deterministic tour delineated sub-problem re�nement. Both of these

re�nements are detailed next. We employ the following schemes in order to locally improve

the heuristic solution as follows:

� Selective Localized Permutation Re�nement : We generate node permutations (up to

a prede�ned threshold) around adjacent tour nodes trying to obtain a lower routing

cost in the scope of a given vehicle tour. The permutation procedure is continued

successively around adjacent neighbors until no further gain can be achieved.

� Non-deterministic tour delineated sub-problem re�nement : we proceed to delineate

tour pairs in a non-deterministic way for iterative improvement. In each iteration, we

select a tour pair in pursuit of cost saving. If the cost saving is obtained, we attempt

further improvement on all the other pairs that share a member with one of the tours

previously improved. This way, better solution can be progressively identi�ed while

reducing the number of tour pairs selected for further improvement over multiple

iterations until no further cost savings can be obtained.

3.4 Case Study

In this section, we apply the proposed algorithms on a running example of a transport net-

work in various experimental setups. The selected problem is modi�ed from the original

CVRP problem instance: (E016-03m) as published by Golden et al. [90]. The con�gu-

ration of the transport network and customer demand of this new problem are presented

below.
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Figure 3.4: Transport network and customer demands

Node X Y Demand EC
1 300 400 0 0
2 370 520 7 0
3 490 490 30 0
4 520 640 16 1000
5 200 260 9 1000
6 400 300 21 1000
7 210 470 15 1000
8 170 630 19 1000
9 310 620 23 1000
10 520 330 11 1000
11 510 210 5 1000
12 420 410 19 1000
13 310 320 29 1000
14 50 250 23 1000
15 120 420 21 1000
16 360 160 10 1000

Table 3.1: Case study Problem Instance

Figure 3.4 presents the example problem in a 2-Dimensional Euclidean graph. The cus-

tomer nodes and their demands are presented in the format of ([node no.]:[serving]). We

formed the problem such that the depots may use at most two vehicles. All of them have

capacity of delivering 90 units of commodity.

(a) Using Split-Delivery in heuristics (Cost: 2373) (b) Using No-Split Delivery in heuristics (Cost: 2402)

Figure 3.5: 3-depot heuristic solution on modi�ed-E016-03m problem.

With no restriction on the number of depots, the proposed heuristic mechanism
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considers nodes 1, 2 and 3 as depots. Therefore, the heuristic algorithm starts �nding

routes after removing the demand from these nodes after considering that they are self-

served. The cost of the near-optimal solutions found with and without using split-delivery

are 2373 and 2402 respectively. Figure 3.5(a) depicts the solution computed with split

delivery. For this solution, it should be noted that a split delivery is formed at customer

node 13 and that depot 3 was not used in serving any customers. Figure 3.5(b) represents

the solution found without split-delivery which uses all depots. Afterward, we test the same

example with the restriction of single depot. The setup allows to verify the performance

of the proposed procedure on SDVRP and CVRP problem instances.

(a) Using Split-Delivery Heuristics (Cost: 2721) (b) Using No-Split Heuristics (Cost: 2786)

Figure 3.6: 1-depot 3-vehicle solution of modi�ed-E016-03m using MDSDVRP.

With a restriction allowing one depot, the heuristic algorithm may perform on the

case study problem instance similar to SDVRP. In such situation, we may additionally opt

out for split delivery and use the same heuristic algorithm to solve problem instance as

CVRP. We compare such solutions as presented in Figure 3.6. In this example, we setup

a Split-Delivery VRP with one depot where depot establishment cost is 0 for node 1. The

solutions found using heuristic algorithm are 2721 (see Figure 3.6(a)) and 2786 (see Figure

3.6(b)) using and without using split delivery respectively. The split delivery is slightly

bene�cial here as it can create better solution (with lower cost) than the optimal value

achieved using CVRP [111]. The lower cost is achieved due to splitting the delivery in
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node 3 where vehicles v0 and v2 deliver 6 and 24 respectively to meet the demand.

(a) Convergence Analysis of Case Study (b) Detailed Convergence Frequency Distribution

Figure 3.7: 3-depot 1-vehicle/depot convergence study on modi�ed-E016-03m instance.

Figure 3.7 depicts the results obtained after performing convergence analysis on the

proposed heuristic approach for the MDVRP setup of the case study problem (see Figure

3.5(b)). In this setting, we explore an increasingly larger search scope of the solution space

by increasing the value of the maximum distinct cost (mdc) parameter. The latter repre-

sents the dominant factor in delimiting the scope of the solution search. The maximum

explored neighbors (maxnbr) parameter is set to 3 since this value was found to perform

well in benchmarks. The maximum serve map entry size (msset) is set to 50 accordingly.

In Figure 3.7(a), we can see the solution generation evolution pro�le, in terms of standard

deviation (σ) excursions from the mean (µ), corresponding to successive solution popu-

lation batches. Each batch consists of 100 individual solutions obtained by applying the

heuristic procedure repeatedly for the samemdc value but with di�erent randomly selected

seeds. We can initially note large (µ− σ) and (µ+ σ) excursions that progressively narrow

and �nally �atten for the larger values of the mdc. In addition, it is worthy to empha-

size that early on, the (µ − σ) excursions indicate that competitive solution are also being

found albeit dispersed in population with less competitive mean value. Moreover, for the

larger mdc values, the (µ − σ) and (µ + σ) excursions are distinctly narrow and positioned

around competitive mean solution values. Figure 3.7(b) provide further insight with re-

spect to the convergence of the procedure to near-optimal solution. It depicts the solution

frequency histogram for small (5), medium (15) and large (25) mdc values. We can see
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Table 3.2: Benchmark on known MDSDVRP problem instances [101]

Problem totalDem vehCnt tightness bestKnown maxHeurVal avgGap[%]

(nodes) (depots) (vehCap) (split) (bestHeurVal) (avgHeurVal)(avgTime[sec])

SQ1 (32) 2400 (2) 12 (100) 1.0 (yes) 1058 (1048) 1072 (1056.38) -0.10 (1.00)

SQ2 (48) 3600 (3) 12 (100) 1.0 (yes) 1589 (1588) 1607 (1596.25) 0.51 (1.13)

SQ3 (64) 4800 (4) 12 (100) 1.0 (yes) 2131 (2116) 2182 (2152.25) 1.01 (2.63)

SQ4 (80) 6000 (5) 12 (100) 1.0 (yes) 2662 (2665) 2706 (2692.13) 1.16 (5.63)

SQ5 (64) 4800 (2) 25 (100) 0.96 (yes) 3422 (3446) 3481 (3461.50) 1.16 (8.63)

SQ6 (96) 7200 (3) 25 (100) 0.96 (yes) 5135 (5153) 5235 (5197.75) 1.27 (24.38)

SQ7(128) 9600 (4) 25 (100) 0.96 (yes) 6860 (6929) 7028 (6970.25) 1.61 (57.88)

SQ8(160) 12000 (5) 25 (100) 0.96 (yes) 8573 (8638) 8787 (8729.25) 1.84 (101.63)

SQ9 (96) 7200 (2) 36 (100) 1.0 (yes) 7051 (7047) 7074 (7062.75) 0.21 (41.13)

SQ10(144) 10800 (3) 36 (100) 1.0 (yes) 10578 (10587) 10668 (10638.25) 0.63 (127.75)

SQ11(192) 14400 (4) 36 (100) 1.0 (yes) 14117 (14152) 14296 (14234.13) 0.89 (302.75)

SQ12(240) 18000 (5) 36 (100) 1.0 (yes) 17645 (17780) 17886 (17829.25) 1.07 (566.75)

that for mdc = 5, the solution frequency distribution contains a wide spectrum spanning

over many less competitive solution with few hits on the best solution and many hits on

poor solutions. For mdc = 15, we note that the solution frequency distribution spectrum

is less wide, having more hits on the best solution albeit it still includes less competitive

solutions. Finally, formdc = 25, we observe an even narrower spectrum exhibiting the most

competitive solution frequency distribution along with notable hits on the best solution.

3.5 Experimental Results

We present our result in Table 3.2 by applying the proposed algorithm on known MDS-

DVRP instances published previously by Gulczynski et al. [100, 101]. The �rst, second

and third column de�ne the problem instance. The totalDem parameter represents the

combined demands of all customers while vehCnt and vehCap provide the maximum num-

ber of vehicles and related capacities. In the fourth column, the tightness of an instance
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Table 3.3: Benchmark on known MDVRP problem instances [53, 55]

Problem totalDem vehCnt tightness bestKnown maxHeurVal avgGap[%]

(nodes) (depots) (vehCap) (split) (minHeurVal) (avgHeurVal)(avgTime[sec])

p01 (50) 777 (4) 4 (80) 0.607 (no) 577 (577) 588 (583.38) 1.13 (2.38)

p02 (50) 777 (4) 2 (160) 0.607 (no) 474 (472) 484 (477.88) 0.86 (3.75)

p03 (75) 1364 (5) 3 (140) 0.649 (no) 641 (638) 648 (643.13) 0.38 (12.75)

p04 (100) 1458 (2) 8 (100) 0.911 (no) 1002 (997) 1014 (1007.13) 0.52 (52.13)

p05 (100) 1458 (2) 5 (200) 0.729 (no) 750 (749) 774 (758.63) 1.17 (41.00)

p06 (100) 1458 (3) 6 (100) 0.81 (no) 877 (890) 906 (897.75) 2.36 (40.63)

p07 (100) 1458 (4) 4 (100) 0.911 (no) 886 (883) 909 (897.00) 1.25 (25.13)

p12 (80) 432 (2) 5 (60) 0.72 (no) 1319 (1314) 1331 (1319.88) 0.11 (13.75)

p15 (160) 864 (4) 5 (60) 0.72 (no) 2505 (2539) 2614 (2583.25) 3.08 (74.13)

p18 (240) 1296 (6) 5 (60) 0.72 (no) 3702 (3835) 3872 (3855.75) 4.03 (206.25)

p21 (360) 1944 (9) 5 (60) 0.72 (no) 5475 (5737) 5862 (5799.25) 5.64 (657.13)

represents a ratio between total customer demands and total capacity available [21] while

(split) conveys whether the heuristic solution employs shared delivery. The �fth and

sixth columns o�er results from our proposed approach and compare with currently best-

known values. In every run, the search is invoked eight times in parallel with di�erent

seed values in eight cores of an Intel core i7 machine. The bestHeurVal, maxHeurVal

and avgHeurVal denotes the best, worst and average routing cost for a problem instance.

The avgGap[%] in last column de�nes the percentage of the average gap of our solution

with respect to the best known value. avgTime[sec] is the average time taken to solve

the problem instance. The underlined values in column �ve and seven indicate �nding of

better result and average than previously known solutions of the corresponding problem

instances. The heuristic solutions are re�ned by performing localized permutation on up

to 4 adjacent nodes in a route. The routing details for the underlined results are presented

in the appendix. To solve the SQ problem series, the proposed algorithm uses mdc = 5,

msset = 100 and maxnbr = 1.

Similarly we solve known MDVRP instances [62] produced by Cordeau et al. [53].
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Table 3.4: Benchmark on known SDVRP problem instances [68]

Problem totalDem vehCnt tightness bestKnown maxHeurVal avgGap[%]

(nodes) (vehCap) (split) (minHeurVal) (avgHeurVal)(avgTime[sec])

eil22 (21) 22500 4(6000) 0.937 (no) 375 (375) 379 (378.00) 0.82 (1.00)

eil23 (22) 10189 3(4500) 0.754 (no) 569 (570) 570 (570.00) 0.20 (1.00)

eil30 (29) 12750 3(4500) 0.944 (yes) 510 (510) 511 (510.50) 0.10 (1.25)

eil33 (32) 29370 4(8000) 0.917 (no) 835 (841) 843 (842.33) 0.93 (3.00)

eil51 (50) 777 5 (160) 0.971 (no) 521 (521) 533 (525.67) 0.90 (13.67)

eilA76 (75) 1364 10 (140) 0.974 (yes) 832 (831) 841 (836.25) 0.55 (57.63)

eilA101 (100) 1458 8 (200) 0.911 (no) 817 (822) 831 (827.25) 1.29 (115.75)

eilB76 (75) 1364 14 (100) 0.974 (yes) 1023 (1010) 1032 (1024.63) 0.17 (34.38)

eilB101 (100) 1458 14 (112) 0.929 (yes) 1077 (1088) 1095 (1090.60) 1.28 (155.40)

eilC76 (75) 1364 8 (180) 0.947 (yes) 735 (741) 747 (745.00) 1.40 (47.00)

eilD76 (75) 1364 7 (220) 0.885 (no) 683 (691) 695 (692.63) 1.46 (49.38)

S51D1 (50) 402 3 (160) 0.837 (no) 458 (464) 481 (467.75) 2.13 (4.75)

S51D2 (50) 1415 9 (160) 0.982 (yes) 726 (707) 715 (711.00) -2.06 (5.00)

S51D3 (50) 2275 15 (160) 0.947 (yes) 972 (953) 970 (959.75) -1.22 (8.00)

S51D4 (50) 4317 27 (160) 0.999 (yes) 1677 (1561) 1581 (1569.75) -6.79 (75.00)

S51D5 (50) 3645 23 (160) 0.99 (yes) 1440 (1337) 1351 (1344.25) -7.09 (31.88)

S51D6 (50) 6459 41 (160) 0.984 (yes) 2327 (2182) 2196 (2187.25) -6.35 (418.63)

S76D1 (75) 614 4 (160) 0.959 (no) 594 (601) 628 (612.38) 3.04 (17.63)

S76D2 (75) 2383 15 (160) 0.992 (yes) 1147 (1091) 1108 (1099.25) -4.29 (36.37)

S76D3 (75) 3542 23 (160) 0.962 (yes) 1474 (1440) 1456 (1448.25) -1.74 (82.00)

S76D4 (75) 5765 37 (160) 0.973 (yes) 2257 (2096) 2115 (2102.25) -7.31 (547.25)

S101D1 (100) 788 5 (160) 0.985 (no) 716 (733) 748 (740.80) 3.40 (53.80)

S101D2 (100) 3064 20 (160) 0.957 (yes) 1393 (1383) 1403 (1395.00) 0.20 (82.63)

S101D3 (100) 4841 31 (160) 0.976 (yes) 1975 (1889) 1904 (1897.38) -4.05 (244.63)

S101D5 (100) 7679 48 (160) 0.999 (yes) 2915 (2814) 2866 (2828.63) -3.00 (874.63)
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(a) Time (sec.) taken to solve instances without split
delivery

(b) Time (sec.) taken to solve instances with split
delivery

Figure 3.8: Comparative study of solution quality and time.

We run the proposed heuristic algorithm by setting (usesplit) input parameter false in the

heuristic procedure. For these problem instances, the algorithm usesmdc = 25,msset = 100

and maxnbr = 3. During the solution enhancement, we perform localized permutation up

to 4 adjacent nodes in a route. Table 3.3 shows the results. In certain cases, we �nd similar

or better results than the best known solutions published in literature [62]. With the same

input parameters as used for solving the aforementioned MDVRP instances, Table 3.4

elaborates the result of applying heuristics over SDVRP instances introduced by Dror et

al. [44]. These problem instances are carefully designed such that capacitated vehicle

routes require sharing of commodity delivery in order to reach optimal routing. However,

all the problem setups consist of one depot. In order to solve SDVRP instances, we place

a restriction over depot deployment cost and start heuristic search directly from a known

depot. With the presented input parameters, we achieve better results for many of these

instances. Finally, we also solve CVRP Augerat et. al [21] A, B and P problem set by

restricting search from a given depot and without using split. Table 7.1, Table 7.2, Table

7.3, Table 7.4 and Table 7.5 elaborate the results presented in the Appendix.
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Figure 3.9: Convergence study on S76D2 instance [44] for multiple parameter values

3.6 Results Analysis

Figure 3.8 depicts an overall estimate of the time taken in solving all the problem instances

considered in Section 3.5. In both sub-�gures, the solution time has been calculated for

all the solved problem instances with respect to number of customer nodes and vehicles.

We depict the results by category based on the use of split-delivery in solution. Figure

3.8 shows that the proposed technique is successful in solving CVRP, SDVRP, MDVRP

and MDSDVRP instances reasonably fast for small and medium scale problems. The

solution generation is faster especially in the cases where split-delivery is not used (see

Figure 3.8(a)). However, split-delivery (see Figure 3.8(b)) allows to generate good quality

solutions which are some times better than the best known values for these instances.

After a careful analysis of the results, it becomes apparent that the solving time increases

notably with respect to customer nodes. On the other side, the increase in vehicles also

adversely a�ects the solution time.
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In analyzing the proposed procedure, we tested its performance using 18 di�erent

parameter combinations for mdc, maxnbr and msset as follows: mdc: {5,15,25}; maxnbr:

{1,3,5}; msset: {50,100}. We selected a representative SDVRP instance (S76D2) [44]

consisting of 76 nodes and 15 vehicles. Figure 3.9 illustrates our �ndings for the best

solution values obtained from 8 execution runs for each parameter combination. The

results are represented in two separate graphs corresponding to msset 50 and 100. We

can notice that the algorithm converges reasonably fast during the solution search and

improvement. To further analyze the convergence characteristic, we evaluate the trend-

lines for the parameter combinations (25 × 3 × 50) and (25 × 3 × 100). Both trend-lines

represent logarithmic curves: y = −4.213ln(t) + 7.5327 and y = −3.468ln(t) + 6.0566 with

R2 value 0.9609 and 0.9867 respectively. The �ndings indicate that (i) the general nature

of convergence curve is approximately logarithmic and (ii) the coe�cients (corresponding

to the search parameters) determines the approximate speed of convergence and quality of

the �nal solutions.

In fact, faster convergence corresponds to diminished solution quality. Conversely,

longer search time leads to better solutions for appropriate parameter combinations. The

lowest computation time is obtained with parameter combinations (25 × 1 × 50) and (15 ×

1 × 100) in the left and the right sub-�gures respectively. Likewise, the best solutions are

obtained with parameter combinations (25 × 3 × 50) and (25 × 3 × 100) in the left and the

right sub-�gures respectively. We may notice the level of dissimilarity with respect to the

solution �nding trajectory when comparing the left (less similar) and right (more similar)

sides of the �gure. Thus, we emphasize the selection of parameter combinations depending

on the need in terms of time and quality. We favored the combination (25 × 3 × 100) for

conducting the bulk of our benchmark experiments.

Figure 3.10 shows a performance evaluation with respect to average gap values on

18 parameter combinations over a set of 3 CVRP series (A, B and P-series [21]) consisting

of known problem instances for which optimal solutions are available in the literature. We

aimed at �nding appropriate parameter combinations that may lead the solution generating

procedure closer to optimality for a large number of problem instances. In the upper half

of Figure 3.10, we can see that the larger values for the 3 parameters used for solution
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Figure 3.10: Performance comparisons of input parameters on CVRP instances

generation help in bringing average gap close to 1% for each of the 3 series. However, we

can notice a gradual increase in the average time for larger values of the parameters as

depicted in Figure 3.10-lower half. With respect to the latter, the y-axis represents the

average computation time ratio normalized by the maximum average computation time

which was obtained for the larger values of the parameters. Since we observe a plateau of

the average gap values in the neighborhood of 1% while reaching a mdc of 25 and maxnbr
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of 3, we favor the combinations for which the average computation time ratio is lower.

Thus, from the experiments conducted, a de�ned range of parameter values can be

seen to correspond to �nding good near-optimal solutions. For the mdc, we note a snap

region for values over 15 which gradually reaches a plateau around a value of 25. With

respect to maxnbr, a range from 3 to 5 appears to be most bene�cial. In this context,

we can estimate that values larger than 5 would lead to a certain amount of fragments

grown from more distant neighbors, many of which will not eventually lead to competitive

solutions. Concerning the msset, we can note that in some cases the lower value of 50

corresponds to better results while in other cases, the value of 100 is better suited. This

indicates that a more strict (smaller msset) guided search may be more appropriate than

a less strict (higher msset) for some problems and vice versa.

3.6.1 Advantages and Limitations

The benchmark results show clear advantages in deriving routes using the proposed MDS-

DVRP solving approach. More precisely, the underlying heuristic is fast in producing

competitive solutions. In addition, it generates good quality near-optimal or optimal solu-

tions for many problem instances. Furthermore, the technique handles a diverse range of

problems from the VRP and LRP families. Finally, it o�ers con�gurable parameter setting

for the solution search to reach a user-desired trade-o� between faster convergence and

improved solution quality.

The proposed approach also has a number of limitations. First, the underlying

heuristic does not provide a hard guarantee of the solution quality. However, we initially

populate the data structures of the algorithm by generating �rst the nearest neighbor

solution. The latter can be quickly produced by extending each vehicle route in a manner

that successively incorporates unserved/underserved customer nodes among the neighbors

of the last served customer node of the route. Afterward, the nearest-neighbor solution

serves as initial accepting reference for the new solutions such that each new solution will

be accepted if it has lower cost compared to the current accepting reference. The latter

is also updated each time a better solution is found. Furthermore, the proposed solution

approach is appropriate for single type of commodity delivery. Multiple commodity types
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requires handling an additional multi-dimensional bin-packing problem while searching

for the vehicle routes. Finally, this heuristic approach works in centralized setting where

all problem data is available to a single decision maker. However, it can be used to

quickly generate local solutions from the perspective of each decision maker participating

in distributed solution generation.

3.7 Summary

In this chapter, we presented a generalized VRP model (MDSDVRP) suitable for multi-

depot, multi-vehicle and split delivery along with a heuristic solution generation approach

with e�ciency re�nements. The proposed approach can provide competitive solutions

both in terms of cost as well as computation time for diverse instances of the VRP family.

We illustrated the approach with an instructive case study example which allowed to

compare di�erent solutions of the problem variants. In this respect, we evaluated the

proposed approach by generating extensive benchmark results for known problem instances

belonging to di�erent VRP variants, including CVRP, MDVRP, SDVRP and MDSDVRP.

Location routing represents another important feature allowing to optimize depot location

and vehicle routing in a single objective function. Finally, we also thoroughly analyzed the

trade-o� between faster convergence and improved solution quality.

The proposed approach has some applicability limitations in terms of single com-

modity delivery and the absence of time-windows, which are the subject of future work.

Other future work directions include extending the technique to handle maximum vehicle

tour cost and stochastic customer demands.
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Chapter 4

Collaborative Multi-Depot Vehicle

Routing Problem

In this chapter, we discuss two distributed approaches where participants may

divide an original MDVRP instance into sub-problems and jointly reach a near-

optimal global solution. The �rst approach presents a collaborative evolution-

ary learning mechanism where each participant aims to continuously improve

its preference for customers by aggregating results from a number of assigned

sub-problems in order to reach the near-optimal solution for the original MD-

VRP. The second approach involves a cooperative solution generation mecha-

nism where self-interested participants jointly �nd a near-optimal solution for

an MDVRP instance while each participant has its own individual objective of

cost e�ective commodity delivery. In both cases, the underlying setup allows

every participant to decide on serving a set of customers based on prede�ned

locations for its depot(s) and �eet(s). Both approaches produce competitive

solutions while having their own advantages and limitations.

4.1 Introduction

The common solution generation approaches for multi-depot vehicle routing problem (MD-

VRP) assume a centralized setup with complete knowledge of travel cost, depot locations,
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total number of vehicles, vehicle capacity and customers [12, 179, 187]. Such assumptions

are often impractical and the existing solution techniques also su�er from scalability issues

to handle medium and large problem instances. In contrast, distributed solution generation

algorithms help in collaborative operation management for vehicle routing problems with

multiple partners. These algorithms can be designed using result sharing and/or problem

sharing. The result sharing approach involves jointly searching optimal or near-optimal

solution in the same solution search space of the original problem. In Section 3.3.2, we

have presented a multi-point stochastic insertion cost gradient descent algorithm where

each participant may collaboratively explore di�erent regions of same search space of a

problem instance based on di�erent input seeds. This helps to simultaneously execute the

search procedure and mitigate risk of computation overload by one or more participants

in solution generation since the �nal result depends on the minimum solution value ob-

tained across all participants. Thus, such a collaborative result sharing yields near-optimal

solution in presence of multiple decision makers. However, in result sharing based decen-

tralized approaches, each participant solves the whole problem. This requires allocating

larger amount of computation resources to deal with medium and large-scale problems as

the solution search space becomes larger and larger. In contrast, collaborative and coop-

erative problem sharing approaches can be bene�cial to handle large VRP variants. Such

an approach allows executing distributed algorithms at each participant's location using

their computation setup. This, in turn, reduces the computation load at every participant

since they solve a part of the whole problem. It also opens the scope to observe certain

organizational policies.

Distributed setup of problem sharing �rst requires a mechanism to divide the MD-

VRP instance into sub-problems. Second, it needs a supervised procedure to combine

the results from the sub-problems. The combined output re�ects a solution to the original

problem. The supervised procedure ensures progressive convergence toward a near optimal

solution. As the divided sub-problems are smaller in size compared to the original problem,

solution search algorithms may perform more e�ciently on the sub-problems. However, it

is hard to �nd a proper mechanism to divide VRP customers among the participants as

the most appropriate partitioning cannot always be identi�ed without solving the original
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problem itself [196]. In what follows, we elaborate the problem, present a decentralized

model and solve multi-depot vehicle routing problem from the perspective of collabora-

tive decision makers. Furthermore, we design an alternative cooperative distributed setup,

where rational self-interested participants jointly solve the original problem by putting to-

gether partial solutions of their interest to deliver commodities to customers based on their

vehicle capacities.

The remainder of the chapter is organized as follows. Section 4.2 describes and

presents a mathematical model for Collaborative Multi-Depot Vehicle Routing Problem.

Section 4.3 elaborates a collaborative solution generation approach, namely evolutionary

learning (also called passive learning), in two phases. The �rst phase elaborates on how to

divide the original problem into sub-problems. The second phase presents an evolutionary

learning procedure to combine results in a distributed setup. In this approach, each partic-

ipant repetitively shares routing cost of vehicle routing sub-problems and an evolutionary

learning mechanism �nds progressively better solutions by analyzing these continuously

shared cost and partial solutions. Finally, these solutions represent near-optimal vehicle

routes obtained by progressively applying heuristic techniques locally on the individual

sub-problem instances. Section 4.4 illustrates a negotiation based distributed solution gen-

eration approach whereby participants actively choose customers for commodity delivery

based on a game theoretic setup. In contrast to a pure collaboration approach, in negotia-

tion, decision makers are assumed to be rational but self-interested to optimize their cost

of operations. Section 4.5 describes and compares results obtained by applying techniques

from both approaches on known problem instances. Finally, we summarize our �ndings in

Section 4.6 by highlighting the advantages and the limitations of the proposed techniques.

4.2 Problem Description and Modeling

In what follows, we elaborate the problem setup. The latter considers pre-established de-

pots in the transport network each of which is owned by a decision maker. In a distributed

setting, every decision maker plans serving customers from the host depot(s) using vehi-

cles that are associated to the depot(s). Each of these vehicles has a maximum capacity
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of serving a commodity. Each depot has a number of vehicles that determines depot's

capacity to serve customer demands. However, the exact number of vehicles at a depot is

only known by the depot itself. We propose two mechanisms to divide MDVRP instances

into multiple vehicle routing problems one for each decision maker. The solution genera-

tion approaches allow each decision maker to locally generate partial solution and share

their cost related information with other participants through an iterative procedure. The

procedure combines the solution cost and progressively converges toward a near-optimal

solution of the original MDVRP instance. In the �nal solution, each participant operates

independently over the transport network with its own depot(s) and its allotted customers.

4.2.1 Problem Statement

MDVRP handles commodity delivery to customers (demand points) over a common trans-

port network. Given a set of nodes (V ), representing depots (P ) and customers (N), and a

set of edges (E), a transport network is a complete graph G = (V,E) where E is a relation

in (V ×V ). Each edge ⟨i, j⟩ has a traversal cost (cij) between corresponding nodes i and j.

Similar to all vehicle routing problems, customer nodes of MDVRP are characterized with

a deterministic demand (integer) for commodity (di). In contrast, depots do not have any

demand and each of them locally hosts vehicles (k = 1,2, . . . ,Kp) to supply the customers.

Each vehicle k has a de�ned capacity (Ck) of carrying single type of commodity.

Unlike other VRP variants, in collaborative setting, information of vehicles and their

individual capacities is known only to its host depot. Thus, the aim of the problem is to

generate a set of vehicle routes per depot (p ∈ P ) where each route starts and ends in the

same depot and the total routing cost of all routes is minimum to serve all the customers.

4.2.2 Assumptions

In a collaborative MDVRP, a decision maker on each depot knows the complete transport

network, all customer demands and its own capacity of commodity delivery through avail-

able vehicles. In absence of a centralized setting, a decision maker can only collaborate

with other decision makers. Architecturally, such a collaboration can be implemented with
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a shared-memory system or through peer-to-peer communication. In this setup, we con-

sider that each depot shares its own interest of serving customers and divides the whole

problem progressively into multiple (single or multi-depot) vehicle routing problems by

owning responsibilities of serving a subset of customers. Thus, the procedure performs a

decentralized problem sharing.

Without any loss of generality, we assume that a decision maker represents/owns

only one depot. This simpli�es the problem modeling as one participating decision maker

controls the vehicles of one depot. Thus, for each depot p, the underlying transport

network consists of N ′ ∶= N ∪{p} nodes. Each decision maker computes solution to its own

capacitated VRP or Split-Delivery VRP instance and learns from the combined outcome of

customer assignment. Progressively, they converge to a near-optimal solution of the original

problem instance. A limitation to this problem design is the following. In this approach,

it is only possible to consider split delivery, if required, while solving the individual sub-

problem instances with respect to every decision maker. In other words, the possibility

of split delivery in serving customer demands with other depots is restricted since the

proposed approach requires every depot to commit in advance the delivery of customer

demands for its preferred customers.

4.2.3 Problem Modeling

Unlike previous formulation of MDSDVRP, in this setting, the depots are already estab-

lished and every vehicle is associated to a depot. Therefore, the decision variables can be

expressed as follows:

� xijkp ∈ {0,1} determines vehicle route. If the edge ⟨i, j⟩ is traveled by vehicle k of

depot p, xijkp is 1. Otherwise, xijkp is 0.

� yikp ∈ N denotes an integer amount of resource deposited at node i by vehicle k of

depot p.

With these two sets of variables, we divide the model of MDVRP or MDSDVRP into

individual capacitated VRP or split-delivery vehicle routing problem (SDVRP) instances

respectively. In this regard, the optimal serving of a subset of customers from every
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individual depot su�ers two major challenges. First, there is a probability that certain

customer demands (di) may remain under-served due to the individual decision making of

the depots solely based on transportation cost. Second, summation of the near-optimal

partial solutions from individual SDVRP instances, each of which is generated by a decision

maker from its individual depot based on its vehicle capacity, does not guarantee a high-

quality near-optimal solution for the original problem instance. This relates to the issue

of appropriate customer assignment as mentioned before.

Mathematically, the �rst challenge can be addressed through probability and risk.

Given a global risk factor R, the probability of serving customer demands can be captured

through a joint chance constraint as previously discussed in Section 2.1.3. Since the depots

are established, each decision maker aims at serving its preferred customers using its own

vehicle(s). In a capacity constrained collaboration environment, we assume that every col-

laborative decision maker contributes in commodity delivery based on its expectation over

the contribution of others. Let a state variable uip denote the contribution of participant p

using its own vehicles. Then, at every state of the solution generation, each participant lo-

cally requires the amount of commodity delivery to be more than uip, i.e. uip ≤ ∑k∈Kp
yikp.

On the other hand, in order to have a solution to the collaborative problem setup, each

customer demand must be ful�lled, i.e. (di −∑p∈P uip) ≤ 0 for each customer node i. This

extends Eq. (3.8) of the MDSDVRP model in Section 3.2.3. Now, in collaborative decision

making, participant p actually knows only the value of uip while it can estimate the values

for uip′ where p ≠ p′. Such estimation helps the participant p to assess the value of its state

variable uip. Therefore, in this setup, we express the joint chance constraint as follows:

Pr
⎡
⎢
⎢
⎢
⎢
⎣
⋀
p∈P
⋀
i∈N

[di − ∑
p∈P

uip ≤ 0]

⎤
⎥
⎥
⎥
⎥
⎦

≥ 1 −R (4.1)

Eq. (4.1) denotes that, the risk of any customer not to be served in full, should not exceed

R in order to produce a solution to this collaboration problem. However, evaluation of such

a joint constraint is hard during individual solution computation [174]. To overcome the

�rst challenge, we propose reformulating the joint chance constraint into individual chance

constraints. Such a decomposition is already discussed in Section 2.1.3. Let individual risk
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of every participant p to break constraint Eq. (4.1) be πip on each node i ∈ N . Then, πip ≥ 0

and ∑
i∈N
∑
p∈P

πip ≤ R. This o�ers two speci�c advantages to the task decomposition. Refor-

mulation helps to express the joint chance constraint using individual constraints. More

importantly, it allows decomposing the risk of failure to every individual decision maker

alongside the decomposition of an MDSDVRP instance into multiple SDVRP instances.

Moreover, the decomposition helps to individually handle the risk through a uni-variate,

convex and monotonically decreasing distribution function of risk. We denote it using

function −mip(πip) similar to previous research e�orts [174, 173].

The other challenge for optimal solution search relates to iterative evaluation among

collaborative decision makers. Since, no participant can determine the optimal sharing

of responsibilities in serving the customer demands, each participant needs to share its

own solution cost of its current sub-problem with others and progressively converge to

the most appropriate overall solution. Iteratively, it helps all participants to reach the

optimal routing and serving of all customers. Similar to previous research e�orts [174],

we propose applying �nite horizon optimal control where involved participants perform

multi-round optimization. In order to adapt with this iterative procedure, we extend the

decision variables xijkp and yikp to xtijkp and ytikp respectively where t denotes the round. In

each round, the optimization procedure locally determines the values for decision variables

(xtijkp, ytikp), also termed as control variables. Likewise, a set of state variables Up =

[u0Tp , . . . , utTp , . . . , u
(τ−1)T
p ] holds the mathematical states of the multi-round optimization

problem as presented before in Section 2.1.3. In the set of state variables (Up), τ represents

a �nite horizon for the multi-round optimization while T indicates the transpose of a vector.

Thus, utTp is a vector that determines the expected contribution from a participant p for all

customer nodes at a round t. The states are updated as ut+1ip = Ap ⋅u
t
ip +(Bp ⋅ (∑k∈Kp

ytikp))

for all t = [0,⋯, τ − 1] from round t to t + 1 where Ap and Bp are user chosen constants.

Thus, the update of future state for each customer node depends on expected contribution

and the actual delivery by every participant. The following model captures the distributed

problem through a system of equations.

The objective function for the distributed multi-depot split-delivery vehicle routing
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problem can be formulated over the transport network as follows:

min
τ−1

∑
t=0

⎛

⎝
∑
i∈N ′
∑
j∈N ′

cij ∑
k∈Kp

xtijkp
⎞

⎠
+ ρ∑

i∈N

πip, ∀i ≠ j and p ∈ P (4.2)

Subject to:

Flow conservation:

∑
j∈N

∑
k∈Kp

xtpjkp ≤ ∣Kp∣ (4.3)

∑
i∈N ′

xtihkp = ∑
j∈N ′

xthjkp ∀h ∈ N
′and k ∈Kp, i, j ≠ h (4.4)

Sub-tour elimination:

∑
i∈S

∑
j∈S

xtijkp − ∑
j∈S

xtpjkp ≤ ∣S∣ − 1, S ⊆ N ′, ∣S∣ ≥ 2, k ∈Kp and i ≠ j (4.5)

Capacity restriction:

∑
i∈N

ytikp ≤ Ck, ∀k ∈Kp and p ∈ P (4.6)

ytikp ≤ di ∑
j∈N ′

xtijkp, ∀i ∈ N and k ∈Kp (4.7)

∑
i∈N

utip ≤ ∑
k∈Kp

Ck ∀p ∈ P (4.8)

State evaluation:

0 ≤ utip ≤ di ∀i ∈ N and p ∈ P (4.9)
τ−1

∑
t=0

(di − ∑
p∈P

utip) ≤ −mip(πip), ∀i ∈ N (4.10)

ut+1ip = Ap ⋅ u
t
ip +Bp ⋅ ∑

k∈Kp

ytikp, ∀k ∈Kp and p ∈ P (4.11)

Variables:

xtijkp ∈ {0,1}; where i, j ∈ N ′, i ≠ j, k ∈K,p ∈ P and t = 0, . . . , τ (4.12)

ytikp ≥ 0; where i ∈ N,k ∈K,p ∈ P and t = 0, . . . , τ (4.13)

utip ≥ 0; where i ∈ V, p ∈ P and t = 0, . . . , τ (4.14)
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In this model, two sets of control variables are used as denoted by xtijkp and ytikp. At

each iteration t, xtijkp indicates whether a vehicle k from depot p moves from node i to node

j. ytikp captures the actual contribution of vehicle k of depot p at node i as determined in

iteration t. Alongside, the set of state variables, utip represents the expected contribution

from each depot p at node i in iteration t.

Eq. (4.2) represents the objective function where we iteratively minimize the routing

cost for a split-delivery vehicle routing problem (SDVRP) along with individual risk of

collaboration. However, in collaborative setting, SDVRP model di�ers from its usual

modeling approaches as each participating depot is not required to serve all customer

demands. Thus, the guarantee of all customers being served is only handled by the chance

constraint. Nevertheless, in this setting, SDVRP routing cost optimization also represents

a linear function and all SDVRP constraints (Flow conservation, Sub-tour elimination,

Capacity restriction constraints) are linear as well. Thus, the SDVRP optimization is

convex. Ono and Williams proved that if the total risk R is bounded by 0 ≤ R ≤ 0.5, the

optimization problem remains convex even under the joint chance constraint of a global

risk value R [174]. This o�ers decomposing the global risk into individual risk πip for each

participant p at each node i. Eq. (4.2) also shows customizing the in�uence of risk (�price

of risk�) using a globally determined penalty constant ρ.

Eq. (4.3) and Eq. (4.4) are �ow conservation constraints similar to MDSDVRPmodel

as discussed in Section 3.2.3. In this chance-constrained model, a depot may partially serve

customers using its vehicles. However, Eq. (4.3) asserts that the total number of tours used

in the solution should not exceed the limit of maximum vehicles. Eq. (4.4) indicates that

the total incoming vehicles to a node are exactly equal to the total outgoing vehicles from

that node. Eq. (4.5) is a generalized sub-tour elimination constraint assuring that vehicles

starting from depot p are returning to the same depot. Eq. (4.6)-Eq. (4.8) deal with the

amount of commodity to be delivered at a customer node. Eq. (4.6) assures that no vehicle

can deliver more than its capacity while Eq. (4.7) indicates that a customer node must be

visited by a vehicle in order to be served and the total amount of delivery by a vehicle does

not exceed the demand of the customer node. Similarly, Eq. (4.8) assures that expected

total serving for all customer nodes does not exceed total vehicle capacity. Eq.s (4.9),
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(4.10) and (4.11) evaluate the mathematical state of this multi-round optimization. Eq.

(4.9) assures that the expected delivery of commodity from a participant on a customer

node never exceeds customer demand. Eq. (4.10) presents the risk allocation over the full

serving of every customer demand. Finally, Eq. (4.11) denotes updating of the expected

contribution by a participant over a node based on the current participation and the current

serving at that node.

The proposed model presents three main concerns for a distributed solution tech-

nique of collaborative mutli-depot split-delivery vehicle routing problem. First, in order

to handle proper risk allocation, as required in Eq. (4.10), the solution generation needs

communication of state related information among participants. Second, the solution gen-

eration requires designing a speci�c approach to update the states at each round while

locally using heuristic techniques to optimize the single depot split-delivery vehicle rout-

ing problem. Finally, �nding appropriate Ap and Bp is computationally challenging for

evaluation of Eq. (4.11) since ytikp and utip are both integers.

4.2.4 Running Example

In order to explain the proposed approaches, we consider the same example of the CVRP in-

stance presented as (E016-03m) in Section 3.4. The con�guration of the transport network

and customer demands of the problem are kept same. However, in distributed collabora-

tive setting, we consider three participating decision makers from depot node 1, 2 and 3

respectively. Each participant has 2 vehicles of 90 units capacity for commodity delivery.

4.3 Collaborative Solution Generation: Passive Learning

In this section, we propose a multi-round technique for collaborative decision making,

based on reinforced learning procedure over adaptive elitist solutions as selected from an

evolving population pool of solutions. The technique allows participating decision makers

to jointly solve MDVRP instances near optimally. However, in this procedure, we avert

split delivery of customer demands using vehicles from di�erent depots. More precisely,

we treat the state variable utip ∈ {0, di} such that it can have only one of these two values.
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if utip = di for a participant p, then for any other participant p′ ∈ P ; p′ ≠ p, utip′ = 0. The

reinforced learning procedure combines learning with evolutionary boosting technique. The

latter was introduced by Mayr et al. [153] in order to �nd near-optimal solutions based on

a statistical model. We call this technique passive learning.

The optimal solution generation in combinatorial optimization often renders the so-

lution search procedure intractable for large supply chain networks. Evolutionary learning

constructs a computationally tractable mechanism using boosting mechanism over a sta-

tistical model while searching in the solution search space. In this setting, the proposed

approach continuously learns solution quality from previously generated solutions while

improving decision making on assessing the assignment of each customer node to an ap-

propriate depot. The associated search procedure involves a repetitive generation of more

competitive solution populations through an elitist selection. The output of each genera-

tion progressively segregates sub-optimal solutions from potential near-optimal solutions.

Alongside, progressive evaluation of more and more competitive solutions raises the con�-

dence on the assignment of customer nodes. Thus, we successively minimize the error in

assigning the customer nodes to the appropriate depots through a boosting technique.

4.3.1 Evolutionary Learning and Solution Pool Handling

Passive learning stems from the boosting technique [35]. Boosting composes a series of

weak rules/learners into a strong learner which is generally used for classi�cation purposes

[199]. In the aforementioned model, variable utp = {u
t
1p, u

t
2p, . . . , u

t
ip, . . . , u

t
np} determines

expected contribution from a participant p for all customer nodes. Thus, utp determines

the amount of deliveries for each customer node from depot p. In classi�cation, we often

call utp as feature vector. Every element u
t
ip ∈ {0, di} of this vector denotes either customer

node i is served fully by depot p or it is not served at all. Let there also be a set of explored

solutions each of which is denoted as spj . In spj , sipj ∈ {0,1} denotes whether customer

node i is served by decision maker p in an observed solution spj . Then, the boosting can

be captured through an additive model:

Hτ(spj) =H
τ−1(spj) + ατThτ(spj) =

τ

∑
t=1

αtTht(spj) (4.15)
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where Hτ is a boosted classi�er generated from τ weak hypotheses, ht (t = 1, . . . , τ) as

presented in Eq. (4.15). In an iteration t, hypothesis ht is incorporated with weight

vector αtT (T denotes transpose) to the classi�er Ht−1. Hypothesis ht focuses on assessing

solutions that are not well classi�ed by Ht−1 generated at previous iteration. In research

literature, various boosting techniques determine weight αtT and hypothesis ht for di�erent

error minimization objectives.

In classi�cation, we train a classi�er with a solution pool of known classes. If there

exists two main classes, near-optimal and sub-optimal, a trained classi�er then tries pre-

dicting a class for an unknown solution. Thus, a decision maker is able to classify a new

solution using the classi�er. Let opj be a boolean variable that determines a binary class.

Simply, if opj = true the solution is near-optimal whereas opj = false corresponds to a

sub-optimal solution. Thus, the classi�er performs like a black box with respect to the

feature variables and the solution class.

However, in collaborative solving of multi-depot vehicle routing problem, we �nd

two key challenges. At �rst, since the optimal solution is unknown during search, proper

opj = true label generation is di�cult. At every next round, a currently marked near-

optimal solution can be found sub-optimal with more exploration of newer cost e�ective

solutions. However, at any iteration, opj = false can be correctly labeled based on currently

best-known solution having lowest cost and a user de�ned gap. Secondly, the solution

generation procedure can evaluate only a very small subset of solutions from the solution

search space of medium and large scale problems.

Evolutionary learning addresses these challenges. However, unlike traditional classi-

�cation, it uses an interpretable function fi(u
t
ip) that determines the e�ect of a decision

making such as customer node i to be served from depot p. Mayr et al. [153] introduced

a link function ζ(. . . ) to represent the relation between the expectation (ξ) of opj and

observed values of the decision variables (utp) over a training sample spj , as shown in Eq.

(4.16):

ζ(ξ(opj ∣u
t
p = spj)) = γ0 +

n

∑
i=1

fi(sipj) (4.16)

where sipj denotes the value of variable utip on a solution sample spj . As such, Eq. (4.16)
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is a Generalized Additive Model (GAM) where γ0 is an intercept.

The value of γ0 +
n

∑
i=1

fi(sipj) can be approximately computed based on various inde-

pendent factors (e.g. location, connections, demand, etc.) of a node in SCN for a given

problem instance. In our case, we use heuristic mechanism to locally generate the response

(which may be treated as partial solution). This, in turn, helps in marking a solution

sample spj , at a particular round, with label opj = true or opj = false and segregates

sub-optimal solutions.

Now among the potentially near-optimal solutions, if a feature utip is highly biased

to a particular value 0 or di then fi(u
t
ip = 0) and fi(u

t
ip = 1) contribute dominantly in

determining ζ(E(opj ∣u
t
p = spj)). For example, at round t, if all the near-optimal solutions

in a pool indicate that sipj = 0 then it means that customer node i should not be served

from depot p. On the other hand, if the potentially near-optimal solutions exhibit a mix

of sipj = 0 and sipj′ = 1 (∀j, j′ ∈ S), then node i's impact on the decision making is less

conclusive. As such, a simple voting procedure can be adopted, at the end of every round,

to (re)assign serving responsibilities for each customer node to a depot. Thus, the solution

search procedure converges as more and more customer nodes increasingly start to retain

previous assignment in the next round after the visiting of newer potentially near-optimal

solutions.

In the aforementioned technique, each decision variable (utip) is considered as inde-

pendent in the assessment of near-optimal and sub-optimal solutions. The variable inde-

pendence allows every solution spj to be considered as a point on a space of on orthogonal

axes. In this setting, near-optimal solutions can be seen as a subset of points delimited by

a series of cutting planes over the same orthogonal axes. Function fi helps to compute the

cutting planes over variables utip. Thus, for each sample spj , the error in boosting technique

can be seen as the di�erence: ∣Hτ(spj) − ζ(E(opj ∣u
t
p = spj))∣. This error may come from

wrongly attributing a customer node to a depot due to sampling limitations during each

iteration. Therefore, an implicit error mitigation strategy is needed in the design.
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4.3.2 Template Generation

The most appropriate distribution of customers per depot is unknown in the beginning.

However, the use of a policy such as near-neighbor approach may allow more than half

of customers to be rightly assigned to their appropriate depots during an initial policy-

based allocation. Thereafter, we employ a multi-round distributed learning technique that

evaluates a pool of competitive solution samples in each round. The solution pool is

updated using a generator template of weight vectors for each depot as represented by:

W t
p=

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

wt
1,1 wt

1,2 ⋯ wt
1,m

wt
2,1 wt

2,2 ⋯ wt
2,m

⋮ ⋮ ⋱ ⋮

wt
n,1 wt

n,2 ⋯ wt
n,m

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

Thus, each participant p ∈ P from m depots (∣P ∣ = m) maintains a weighing vector for

each of n customers (∣N ∣ = n). These vectors determine the bias of participant p in

serving customer nodes. The generator template helps determining state variable utip. If

utip = di then wt
i,p = max

p′∈P
(wt

i,p′), which is maximum among the weights of all participants

for customer node i. Otherwise, utip = 0. We assume that the max(. . . ) function generates

an unambiguous customer distribution for all depots.

Initial Distribution Policy : Initially, a fairly good distribution policy is needed to start with

a favorable customer allocation. The policy should unambiguously distribute customer

nodes to the depots such that at least more than 50% customer allocation is correct. To

this end, we propose assigning customers to the depot that can serve with lowest cost if

served directly from the depot. To calculate the weight vector we apply a positive voting

policy. In this policy, �rst, the weight is determined proportionately in terms of distance

to all the depots. Second, the values are normalized such that the sum of weights across

each row is 1, i.e. ∑
p∈P

wt
i,p = 1. Finally, we apply a positive voting whereby the weight of

the selected decision maker (for a customer node) reaches more than 1
2 . The bias of other

decision makers are thereby readjusted proportionally. The following examples explain the

concept.

Example 1: Let the distances between customer node i and depots P1, P2 and P3

be 3, 4 and 5 units respectively. Then, their actual normalized approximate weights are
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0.43 ( 1/3
1/3+1/4+1/5), 0.32 and 0.25 respectively. As per the policy, P1's weight is increased to

0.51. The weights of P2 and P3 proportionally decrease to to 0.275 and 0.215 respectively.

Example 2: Let the distances between customer node i and depots P1, P2 and

P3 be 2, 4 and 4 units respectively. Then, their actual normalized approximate weights

are 0.5, 0.25 and 0.25 respectively. As per the policy, P1's weight increases to 0.51. The

weights of P2 and P3 proportionally decrease to 0.245 and 0.245 respectively.

Example 3: Let the distances between customer node i and depots P1, P2 and

P3 be 3, 3 and 4 units respectively. Then, their actual normalized approximate weights

are 0.363, 0.363 and 0.273 respectively. As per the policy, weight of either P1 or P2 is

increased to 0.51 while the weights of the others are proportionally reduced to 0.28 and

0.21 respectively.

After initial distribution of customers to depots, the multi-round solution generation

process begins. As explained before, the distribution of a customer needs con�rmation of

more than 50% as implemented in max function. The proposed policy generates a unique

initial distribution of weights resulting to an unambiguous decision making over customer

selection. Thus, when depot p serves a customer node i then we call i as dominated by

depot p. This assures no other depot is currently dominating the same node. Later, we

explain how this policy helps the evolutionary learning based solution search.

In what follows, we discuss a distributed collaborative setup with an implementable

evolutionary learning procedure to divide the main problem into sub-problems using the

policy based on initialized generator template of weight vectors.

4.3.3 Proposed Approach

Figure 4.1 depicts a partially distributed setup where collaborative participants may join

from their respective depots with individual capacity of commodity delivery. The setup

performs two main distributed operations, namely: choosing customer nodes for commodity

delivery and computation of transportation cost. However, aggregation of the total cost

of solution and decision making for the update of weight vectors at the depots side are

performed centrally. Although, it is possible to implement a fully distributed setup without

any central authority to evaluate the total commodity delivery cost along with the decision
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Figure 4.1: Collaborative solution generation for multi-depot vehicle routing problems

making for the update of weight vectors, it needs extensive peer-to-peer communication

among depots. This, in turn, reduces the e�ciency of the system. In what follows, we

discuss a four-step task sharing based collaborative optimization (see Section 2.1.3 for

details) in this setup. To simplify the discussion, we elaborate the task decomposition as

the last step.

Task Allocation: In the aforementioned setup, at round t, depot p's likelihood to

serve customer i is represented by its weight wt
i,p in the template W t

p as maintained at

participant p. A decision maker, who is associated to a depot, selects a customer node if

and only if its conclusive dominance was previously established over the respective node.

Then, at each round, every decision maker decides over the subset of customers under

his/her dominance whether to keep them under their dominance or not. Each decision

is made using a pseudo random function frandom([w
t
i,1,w

t
i,2, . . . ,w

t
i,m]) at participant p if

node i is under p's dominance. The output of the frandom function is a depot that is

chosen in a biased random fashion. The bias for a particular depot is generated using the

input weight vector. At round t, if the output indicates that the depot p is itself, then the
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customer node is required to be served by p. If the output is another depot p′, then at

that particular round, it will be served by p′. Depots need to unambiguously ensure the

responsibility of serving a customer node to one and only one depot.

The aforementioned sub-problem design is important for four main reasons. First, it

divides the original problem instance into multiple sub-problems. Second, it assures that

at any round only one depot decides on the commodity delivery to a customer. Third, it

also ensures that only one depot remains responsible to serve a customer. Finally but most

importantly, frandom function o�ers an error mitigation strategy for near-optimal solution

search. Usually, during a multi-round solution generation, dominance of a particular depot

generally increases over a customer node in each round which helps the convergence of the

heuristic/meta-heuristic solution search. However, it may also lead the solution search to

a local optimal solution. A fairly designed random function o�ers a lower probability for a

customer node to be served by other depot(s) than its dominating depot. It allows the so-

lution search to reassess the potential of slightly di�erent customer assignment possibilities

which may lead the search process toward global optimal solution.

However, a task allocation does not guarantee existence of a solution since a partic-

ipant is not aware of the capacity of others by design. Eq. (4.10) re�ects this uncertainty

in risk allocation. Therefore, multiple randomization (calling frandom function) may be

required to reach a distribution where capacity of participants are enough to compute a

solution. Thus, we handle uncertainty in risk allocation. Once the participants agree to

start computing a solution, Eq. (4.8) is satis�ed.

Task Accomplishment : The task of computing routes is performed in a distributed

setting by individual participants at every round. The cost computation of individual SD-

VRP instance is performed by applying heuristic technique followed by a meta-heuristic

improvement. We use the heuristics de�ned in Algorithm 1 and associated meta-heuristic

techniques to compute the serving cost of each individual depot for its respectively assigned

customers (no commonly shared problem instance is involved among depots). Every indi-

vidually computed solution must satisfy Eq.s (4.4)-(4.7) of the distributed problem model.

Result Synthesis: Depots share their computed cost by communicating to a central

entity in order to calculate the total cost of service. If the total cost is found better than
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the previously best found overall cost of the same MDVRP instance then it represents a

new minimum solution cost for the original problem instance. Then, an Update request is

sent to each participating depot to consider this assignment of customer nodes to be part

of their decision making for the next rounds.

Task Decomposition: Each depot individually adjusts weights in its weight vectors

while learning the situation with respect to the overall outcome of customer assignment.

As detailed in Section 4.3.1, boosting potentially increases the likelihood of choosing an

optimal allocation. During successive customer allocation round, customers are gradu-

ally allocated more appropriately toward a near-optimal solution. Thus, the interpretable

function fi(u
t
ip) dominantly contributes in determining the response of serving a customer

node by depot p. While certain allocations of customer nodes easily re�ect their domi-

nating depots, others may keep changing their dominating depots. With the progress of

the multi-round allocation procedure, the undelying boosting mechanism handles these

customers with increasingly less options of depots for �nal allocation. Thus, in the col-

laborative MDVRP model, we handle Eq. (4.11) on the decision making for customer

nodes.

In the solution search, task decomposition is critical for the convergence and success

of the proposed approach. We propose a LogitBoost based mechanism [81] to form a strong

additive learner model from the elitist solutions to update the weights. This procedure is

unique from two relevant aspects.

� Elitist Solutions: Elitist solutions are determined using a gap value with respect to

the currently best found solution (denoted as: CurrentBest) as reference. Let stmin

denote the current best solution then the subset of solutions having cost within a

speci�ed maximum gap (gap) are considered as elitist solution pool. For example,

with a 10% gap, all solutions are considered elitist where the solution cost is not

more than 1.1 × stmin. It is important to note that, an elitist solution is chosen best

on overall cost instead of the contribution of a depot p in this particular solution,

denoted as spj . This requires collaborative decision making since the participants

work in the best interest of the overall solution search.
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� Dominance Selection: In each round, a sorted array of elitist solutions in descending

order of solution cost is used to determine the dominance of a depot. First, a binary

function bj(i, p) is used to identify if customer node i is allocated to depot p in the

elitist solution j. Second, a function rankj(p) uniquely determines the position of

solution j at depot p. The CurrentBest solution always has ranking 1. Then, the

weight wt
i,p can be calculated as ∑r

j=1
1

2rankj(p)
× bj(i, p). r denotes total number of

elitist solutions.

As we see, the dominance selection uses a polynomial series (∑∞j=1
1
2j
= 1) which assures

updated weight wt
i,p for a customer node i will never reach 1 for a depot p, in practice.

It also a�rms that there is always a chance for a customer node to be served by another

depot using frandom function even when that depot is not dominating the customer node.

The update of weight is based on an estimation with respect to which node allocation

produces a better solution, at the end of each round. If node i is served by a depot p in

most of the competitive solutions with lower routing cost, it is most likely to be served

by p. However, even if customer i is served by depot p only in the CurrentBest solution,

still customer i is conclusively under the dominance p (assuming more than 2 depots serve

customers).

Thus, we de�ne a weight adjustment function adjustp(. . . ) to update weights of cus-

tomer nodes in depot p between successive rounds. Two additional implementation-speci�c

thresholds are used, namely maxconf and minconf . They are user-chosen and they re-

strict updating weight higher or lower than these chosen values to give every customer node

a fair chance to be served by di�erent depots. adjustp(. . . ) can be described as follows:

wt+1
i,j =

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

ρ =Max(Min(∑r
j=1

1

2rankj(p)
× bj(i, p),maxconf),minconf) j = p

wt
i,j×(1−ρ)

1−wt
i,p

otherwise

4.3.4 Algorithm Design

Algorithm 2 presents a collaborative distributed solution generation technique on

problem data (depots, customers, initial allocation policy known to all depots) and input

parameters. The input parametersmaxham andmaxcapp represent the maximum number
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Algorithm 2 Evolutionary Learning Procedure for depot p

1: Step 1: Local initialization at participant p

2: WeightMap W 0
n,m ← ρ(N,P ), CurrentBest←∞;CurrAllocp ← {}; CostMap← {};

3: Step 2: Local allocation at participant p
4: Initialize cntp ← 0; CurrAllocp ← {}; o← −1; Notify all (P ∖ {p}) depots to start;
5: while cntp ≤maxham and capc(CurrAllocp) ≤maxcapp do

6: Randomly choose node i in set {1, . . . , n} ∖CurrAllocp
7: if depot p dominates customer node i then
8: while (o = −1) or ¬available(o) do
9: o← frandom(w

t
i,1,w

t
i,2, . . . ,w

t
i,m)

10: end while

11: if o ≠ p then
12: Send the customer node i to o; cnt← cnt + 1;
13: else

14: Assign {i} to CurrAllocp;
15: end if

16: end if

17: end while

18: Receive subset of customers N ′ sent to p; Assign N ′ to CurrAllocp;
19: cntp ← cntp + ∣N

′∣

20: if (capc(CurrAllocp) >maxcapp) or (cntp >maxham) then
21: Notify depot p cannot execute Step 3 ; go to Step 2 ;
22: end if

23: Synchronize that all depots can start Step 3, Otherwise, go to Step 2 ;
24: Step 3: Local cost calculation at participant p
25: if CurrAllocp ∉ CostMap then
26: costp ← solveheur.(. . . ) for CurrAllocp;
27: else

28: Get costp from CostMap;
29: end if

30: Notify costp to all other depots; Synchronize and aggregate total ← ∑p∈P costp
31: Step 4: Local weight adjustment at participant p
32: if CurrentBest = ∞ or total < getTotal(CurrentBest) then
33: CurrentBest← total;
34: Add ⟨CurrAllocp, [cost1, . . . , costp, . . . , costm]⟩ to CostMap
35: for each customer node i in CurrAllocp do

36: Update weight using adjustp(
Ð→
wt
p, gap,CostMap,CurrentBest,maxconf,minconf)

37: end for

38: end if

39: Step 5: Central decision making
40: if maxIte() or isAcceptable(CurrentBest) then return CurrentBest;
41: else go to Step 2 ;
42: end if
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of customer migrations allowed in a round by any depot and the maximum commodity

carriage capacity of a depot respectively. The minconf and maxconf are con�dence

levels while gap helps in choosing elitist solutions. The algorithm employs the following

data structures:

� WeightMap: An associative array holding weight vectors in each depot node;

� CostMap: Ordered associative array holding cost and related allocations;

� CurrentBest: Structure holding the current best cost and its customer allocation;

� CurrentAllocp: Structure holding current allocation of customer nodes for depot p;

CostMap and CurentBest may be stored at a shared location to reduce communication

load among depots. The following helper functions are used:

� capc(CurrentAllocp) computes required capacity to serve nodes in CurrentAlloc;

� available(p) determines if a depot is available to serve more customer nodes.

� frandom denotes a pseudo-random function to select a node given an input weight

vector.

� solveheur(. . . ) denotes the invocation of the heuristic technique to produce a solution

for a given customer allocation.

� adjustp(. . . ) reassigns new weight for the customer nodes for a depot p.

� maxIte() determines if the maximum round of iterations is reached.

� isAcceptable(CurrentBest) determines if the current allocation is �signi�cantly� bet-

ter than previously found solutions to be accepted.

4.3.5 Case Study

In what follows, we study the modi�ed-E016-03m problem by applying the proposed dis-

tributed learning technique. We assume the existence of three decision makers on three

depots of the problem instance. Since the maxham is 6, at most 6 nodes under dominance
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Figure 4.2: Learning-based distributed solution generation
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Figure 4.3: Changes in depot's in�uence in solution generation
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of a depot can be exchanged with other depots. The minimum and the maximum con-

�dence levels are 0.015 and 0.985. Therefore, a customer node always will have at least

0.015 chance to be served by other depot. Based on demand and vehicle capacities, the

depots exchange their responsibilities of serving customers. While di�erent executions may

yield slightly di�erent solutions due to weighted randomness, the technique observes faster

converge with six intermediary steps. We start with a policy by allocating customer to

the least distant depot. The actual normalized approximate weight for each depot on a

customer node is then calculated as discussed in Section 4.3.2.

Figure 4.2 depicts multi-round solution generation procedure based on evolutionary

learning. As the customers and their demands are progressively allocated to the appropriate

depot, we can see successful cost lowering in this approach. The di�erent cost values are

presented in the six sub-�gures. In this case, the initial policy-led distribution of nodes

generates an overall cost of routing as 2650. The evolutionary learning procedure helps in

lowering the routing cost to 2402. The iterative update of the weight vector for the majority

of customer nodes retains the dominance of the same depot. However, interestingly, the

reassignment of weight for the customer nodes 16 and 6 changes from their early assignment

in the beginning from depots 1 to 3.

Figure 4.3 shows node allocation evolution dynamics and related weight adjustment.

Three depots are shown in blue (depot 1), red (depot 2) and green (depot 3) colors. In

this allocation, a total of 392 solutions with di�erent customer allocations have been tested

during the process run. Among them, there are six adjustment steps, as depicted, those

involve increasingly better allocations with reduced solution cost. The gray bands at the

bottom of the column show the node migration from a depot to another in successive better

allocations. The node from one depot migrates to the other with change of dominance in

the next round. The summation of normalized weight of all depots over a customer node

is 100% with a share of the dominating depot more than 50%. At each depicted step, for

every node n in x-axis, we have the weight vector depicted in y-axis such that the sum is

always 100%.
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4.4 Cooperative Solution Generation: Active Negotiation

Often time, vehicle �eets are controlled by self-interested rational decision makers over

a shared transportation network. In such business environment, distributed platforms for

solving multi-depot vehicle routing problem may �nd non-collaborative decision makers. In

this case, a cooperative approach is more suitable than collaborative solution generation

approaches. In this section, we discuss a distributed mechanism to tackle multi-depot

vehicle routing problem among cooperative self-interested decision makers. We apply game

theory to jointly decide customer assignments.

The cooperative solution generation starts with P participating decision makers, each

of which has its own vehicle �eet. We assume that these rational decision makers are oper-

ating over a complete graph representing a common transport network similar to previous

passive learning technique. The routing cost for each edge of the graph is therefore known

to all decision makers. The customer demand is also a shared information. However, these

self-interested decision makers do not directly disclose their vehicle information (number

of vehicles and capacity of each vehicle) and the actual cost of serving a set of customers

in order to enjoy business advantage.

In this context, we propose a distributed algorithm between cooperative depots and

customers, where the �nal outcome is the (near) optimal customer assignment. The joint

execution of this algorithm helps the participants to cooperate in order to assign every

customer to a depot which o�ers to serve the customer demand at the lowest cost. The

procedure generates the �nal outcome in multiple rounds. In each round, the interaction

among the participating depots, for the negotiation of customer assignment (comparing

o�ered service cost) can be modeled as a game. The rules of the game are devised such that

the outcome minimizes the overall routing cost. In this context, the proposed approach

uses a reverse Vickrey auction [134] in each round to design a mechanism for executing

the �game� of assigning customers to appropriate depots. For each customer assignment,

a payment is given for the service of the depot that performs the commodity delivery. The

payment o�ers an incentive for fair cost o�ering by participating depots. Intuitively, a

rational and cooperative decision maker prefers selecting a subset of customers (part of
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an outcome) that maximizes its pro�t, i.e. the di�erence between its received payment

and its serving cost. The payment, as designed in Vickrey auction, assures that every

rational decision maker reveals its true cost of serving a customer at every round of the

game. The solution generation procedure is inspired from several previous research e�orts

[144, 161, 162, 210]. While the approach has its own advantages and limitations, it can

potentially lead to a near-optimal routing solution while serving all customers.

The approach is particularly useful in small-world transport networks [128, 238].

The latter is generally characterized by random connectivity with speci�c properties such

as a short average path length, large clustering coe�cient [25] and an unfavorable topol-

ogy for hub formation [66]. Since every node is generally connected to every other node

through a short path (in terms of average node-to-node distance), no participant can make

strong assumptions about the o�erings of other participants based on topological consider-

ations. Thus, we expect the proposed planning approach to be suitable to urban logistics

distribution in pursuit of timely and e�ective operations.

4.4.1 Game of Customer Selection

We introduce a game G among P participants. Each participant p possesses Sp strategies,

based on their capacity of commodity delivery and a utility function ϕp. Sp is known as

strategy space of participant p. Let S = ⟨S1,S2, . . . ,Sp, . . . ,SP ⟩ denote a tuple of all pos-

sible strategies from P participants. In our context, each participant's strategy actually

represents its choices to serve customers as previously denoted using decision variables:

utp = [u
t
1p, u

t
2p, . . . , u

t
np] in the decentralized model (see. Section 4.2.3). Similar to evo-

lutionary learning, we may express utip as binary variable. In every round of the game,

each participant independently plays its strategy. Thus, we are interested in a pro�le of

strategies (ut) that represents strategies of all participants at round t denoted by a tuple

⟨ut1, u
t
2, . . . , u

t
m⟩. In this context, only a subset of these pro�les, each of which respects all

the given constraints can result into an outcome where the latter represents a valid assign-

ment of all customers. As such, each member of this subset may lead toward a solution to

our problem. A game may have several outcomes, denoted by set O. Thus, an outcome

o ∈ O indicates values of the decision variables after evaluating di�erent strategies from
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ut. Let us assume that there exists a solution concept H that maps G using H(G) to a

set of valid customer assignments. Then, each member of this set denotes a particular

assignment of all customers to various participating depots. Combining a set of routes

heuristically calculated from the assigned customers of each depot determines a solution

of the multi-depot vehicle routing problem. Now, since each member of this set represents

a full assignment of all customers then it also a member of outcome O. In fact, each of

them also denotes an equilibrium of the game G.

In order to reach a solution, each player plays a particular strategy. The utility

function ϕp provides a numerical measure to evaluate a strategy utp against others (ut−p).

To solve the game in a cooperative setting, we rely on a speci�c equilibrium, namely

Dominant Strategy Equilibrium (DSE). In DSE, each decision maker p plays a strategy

which o�ers him/her the maximum utility with respect to all other available strategies in

Sp. We represent this strategy as ut,dsep while the rest of the strategies in Sp are denoted by

ut,dse−p . Therefore, mathematically, for all strategies in ut, ϕp(u
t,dse
−p , ut,dsep ) ≥ ϕp(u

t
−p, u

t
p),

where Sp = ut−p ∪ {u
t
p}. In DSE, the utility of a player decreases if the player deviates

from the equilibrium, irrespective of the strategies of other players. Thus, every rational

participant is expected to stick to its strategy ut,dsep if the implementation of the game is

truthful. The latter condition is also known as strategyproof.

The implementation of a game, also termed as mechanism design, is performed by

enforcing a set of rules. We apply a synthesis technique where we �rst specify our desired

outcome (�nd a solution of minimum routing cost) and then start designing a set of rules

accordingly. Therefore, these rules are intended to reveal the true cost of service from

each player. Therefore, a mechanism is a pair ⟨S, g⟩, where S is constructed over the set

of strategies for all players and g ∶ S → O is a function that maps strategy pro�les to

outcomes.

Meanwhile, each participant implements ϕp function to devise own strategy to con-

tribute in an outcome. Let us assume that there exists a social choice rule f that operates

over a tuple ϕ ∶= ⟨ϕ1, ϕ2, . . . , ϕm⟩ to produce a set of outcomes. Then, for a �nite set of

utility functions Φ, function f maps Φ as f ∶ Φ→ 2O where ϕ ∈ Φ.

Mechanism design implements function f in the the game. Mechanism ⟨S, g⟩ is said
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to H − implement the social choice rule f if for all utility functions, f(ϕ) ⊆ g(H(G)).

More precisely, if g(H(G)) denotes our desired solutions then f is designed such that f(ϕ)

generates a subset of them. If f(ϕ) = g(H(G)), the mechanism is strongly implementing

f . If the strategy space of S is same to that of Φ, the mechanism can ask each player to

report its individual preference. Such a mechanism is widely known as direct revelation

mechanism. However, a truthful H-implementation of f in game environment also requires

ut as dominant game strategy for a given set of utilities.

From the revelation principle presented by David C. Parkes [186], if f is a DSE-

implementable choice rule in the game, f is truthfully DSE-implementable. Therefore,

in game G, players play ϕ as their dominant strategy where g(ϕ) ∈ f(ϕ). An important

special case in this game lies where each participant's utility has a quasi-linear form.

As we have mentioned, the computation of routing cost for a participant depends

on private information such as participant's vehicle capacity, number of available vehi-

cles, heuristic route generation algorithm, etc. Let us represent all this private infor-

mation through a private type θp. Thus, an outcome can be denoted as o(θ) where

θ = (θ1, θ2, . . . , θm). The o(θ) is computed over all outcomes from every participant. Then,

using quasi-linear form, we may express ϕp(o, θp) = ϑp(o, θp)+λp. Here ϑp(o, θp) represents

participant p's evaluation of a certain outcome and λp is a payment to p. Vickery-Clarke-

Groves (VCG) mechanism provides a truthful DSE-implementation for a social choice

function maximizing the summation of agent valuations where the payment for participant

p has the form [152]:

λp =
⎡
⎢
⎢
⎢
⎣
∑
q≠p

ϑq(o(θ), θq)
⎤
⎥
⎥
⎥
⎦
+ hp(θ−p) (4.17)

where hp(θ−p) is an arbitrary function of θ−p = (θ1, . . . , θp−1, θp+1, . . . , θm). VCG puts two

main constraints. First, there should be atleast two participants in each game. Second,

the payment to a participant should be independent of its evaluation for the outcome.
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4.4.2 Mechanism Implementation

In a small-world transport network, an allocation of each customer to an appropriate depot

can be arranged as a game where each participant, in control of a depot, simultaneously

presents its serving cost. The capacity of each vehicle in the �eet of vehicles under each

depot is a private information. Therefore, no participant can guess the o�ers of another

participant since they cannot accurately predict the routing cost from other depots due to

small-world characteristics of the transport network. In a general setting, at any round,

a number of customers receive o�ers from the participating depots to allocate a customer

in their own route(s). The task of serving a customer is allocated to the depot that can

serve the customer with lowest cost. Without a thoughtful design of payments, depots

could be tempted to reveal �untrue� cost to gain personal advantage. In order to assure

truthful revelation, we propose the VCG mechanism to �pay� the winning depot at each

round. VCG mechanism secures a strategyproof implementation of the game at each round.

Furthermore, rational participants comply with this mechanism since a larger number of

assigned customers is more likely generate higher payment to a depot especially if the

routes can be designed using customers close to each other.

In a multi-depot vehicle routing problem, θp a�ects the generation of the routes and

evaluation of the routing cost of p for serving a chosen subset of customers. A locally

executing heuristic algorithm may produce a set of routes and determine the routing cost.

Given a set of all private types θ, an allocation function a(p, θ) allocates every customer

node to a depot along with relevant payment per customer node. Such an allocation is

designed over the submitted o�er of depot p to serve a subset of customer nodes which

maximizes depot's utility. For a participant p, cp(a(p, θ), θp) determines the routing cost

(using heuristic algorithm) from the allocated customer nodes to p. If the payment is

determined based on VCG mechanism, it ensures true revelation of the routing cost from

the participating decision makers. Using quasi-linear form of the utility, for each participant

p with type θp the payment can determined as:

ϕp(o, θp) = λp − cp(a(p, θ), θp) (4.18)
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where cp(a(p, θ), θp) replaces ϑp(o(θ), θp). Eq. (4.18) denotes that the utility of partici-

pant p is maximum when it performs commodity delivery to its assigned customers with

minimum routing cost. This creates the premise for cooperative minimization of routing

cost for MDVRP instances. An e�ective determination of payment λp may allow the game

execution to reach the globally near-optimal routing cost. Thus, in order to implement a

social choice function minimizing overall routing cost, we use the VCG mechanism where

an depot's cost is given by cp(o, θp) = −ϑp(o, θp). Hence, payment for the depot p is:

λp = ∑
i∈P∖{p}

ci(o
∗(θ), θi) − ∑

i∈P∖{p}

ci(o
∗(θ−p), θi) (4.19)

In equation (4.19), o∗(.) is the outcome minimizing the total routing cost of all depots. The

payment to a participant p re�ects the di�erence in total routing cost of other participants

in p's presence and in p's absence. Thus, the payment is independent of p's evaluation of

its routing cost to serve a subset of customer nodes.

4.4.3 Proposed Approach

To solve MDVRP instances, we propose a distributed setting of the game for customer

selection by participating decision makers such that the total routing cost is minimum.

Such a game has three main challenges. First, it requires resolving the allocation func-

tion a(p, θ) in a decentralized setting to allocate customers without compromising private

information. Second, it requires distributed determination of the appropriate payment

(following VCG mechanism) to a depot for winning a subset of customers by revealing the

lowest serving cost. Finally, in order to understand the dominant strategy, each partici-

pant should �nd out and evaluate (possibly using heuristics) various pro�les of strategy

while respecting his/her total capacity of commodity delivery. Each of this pro�le involves

computing routes. This involves handling huge computation load at every round of the

game.

Thus, we propose to modify the aforementioned generic concept as follows.

� Game Setup: We address the allocation by including customer nodes in the game

execution. Let ai(p, θ) identify the allocation of customer node i to depot p. Every
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depot locally computes its cost of serving a set of unassigned customer nodes at each

round. Depot p submits its o�er to a customer node it wants to serve. The o�er

consists of the cost of serving the customer node i in particular, as denoted by ν(i, p).

Depot p estimates ν(i, p) based on its total cost of serving the subset of customers

cp(a(p, θ), θp) such that ∑
i∈N

ai(p, θ) × ν(i, p) = cp(a(p, θ), θp). No strong assumptions

can be made by any depot with respect to the o�ering of the other depots due to the

small-world topological considerations as mentioned before. Each customer chooses

a depot that o�ers serving the customer node with the minimum cost. Thus, the

allocation takes place following the choice of the customers.

� Payment Handling: We address the distributed determination of payment as follows.

Each customer chooses the depot p that o�ers the minimum cost and pays p the

second minimum cost for service, i.e., min
i∈P∖{p}

ν(i, p). The customer pays only depot

p which o�ers the lowest cost of service. This mechanism design is strategyproof.

The second minimum cost is no less than the cost of service for the selected depot

and the additional payment does not depend on the cost revealed by the selected

depot. Finally, it respects Eq. (4.19), since in absence of the selected depot, the

customer node would have paid the second minimum cost to be served.

� Dominant Strategy Finding: Finding dominant strategy is di�cult in this setup of

the game. Since, the routing cost of each edge over the transport network is known

to all participants, it is only possible for a depot to approximately calculate the

routing cost of serving a subset of customers by another depot. However, with

private information, such as vehicle capacity, number of vehicles, etc. derivation of

an accurate routing cost for a depot is not possible by another depot. So, we simplify

the strategy �nding at the game execution using a prede�ned policy.

The aforementioned approach has intrinsic tractability challenges in �nding dominant strat-

egy. Thus, we propose a multi-round game execution as follows.

� Commitment Binding : The distributed setting of active negotiation forces a depot to

commit service to its assigned customers. This contrasts to a more cooperative setting
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where a depot might leave a customer to other depot if there is an individual/overall

cost bene�t, by exchanging service to customers later in the game.

� Customer Ordering : It is essential to assign the right customers to the right depot.

As the exact algorithm would be computationally expensive, we address this issue

by auctioning the customers in a policy based ordering. We have experimented three

approximation policies based on di�erent distance/cost criteria among the customer

and the depots: a) no ordering: random choice of customers b) outer edge: sorting the

customers in a descending order of their largest distance
cost ratio from any of the depots

and c) depot bias: sorting the customers in a descending order of their evaluation

of vicinity to all the depots. The evaluation of vicinity is taken as the projection

of a point on the line that marks equal vicinity in a multi-dimensional space where

each orthogonal dimension marks a depot in the problem. For example, a point

(a, b) that holds distances a and b from two depots respectively has the vicinity ∣a−b√
2
∣.

Therefore, in this speci�c implementation of the approach, we design certain ordering,

that allows one customer at a time receives the o�ers of the depots. This contrasts

to the general notion where every customer node is auctioned at every round.

this is the general case, however it may be important to hint that when using an

auction based

� Insertion Cost Calculation: This is challenging for medium and large VRP instances

as it is often intractable to calculate the best insertion cost of serving a new customer

node in bounded memory and time. Therefore, we use a near-optimal heuristic

cost computation [210] (see Section 3.3.1) which is fast and broad in scope (o�ering

parallelism and being free from the limitations such as triangle inequality satisfaction,

angle/curvature issues). It uses multi-point stochastic insertion cost gradient descent

where solutions are assembled from connecting fragments. The multi-point aspect

deals with fragment construction by inserting unserved customer nodes in multiple

points of selected vehicle tours. The stochastic aspect is dealt with a seed based

pseudo-randomized vehicle selection for node visiting. The insertion cost gradient

descent relates to exploring lower cost fragments before higher cost ones.
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The aforementioned game execution may generate near-optimal distributed solutions of

MDVRP instances by enforcing VCG mechanism with reasonable memory footprint and

computation time. An assumption has been made that at least two depots send valid

competitive o�ers to serve a customer demand. It also requires depots to have enough

remaining capacity to serve no less than the customer demand in order to participate in

an auction. Distributed setup exhibits few additional implementation challenges:

� If two or more depots submit the same amount of o�er to a customer, it will require

an additional decision to allocate the customer node to one of these depots.

� In every round, each participating depot has to (near) optimally solve a VRP (or

SDVRP) instance with previously allocated customers along with the new customer

subjected to the auction according to the policy.

� There is no guarantee that the a solution can be always found after certain steps

while auctioning according to a policy.

� The setup does not allow shared service to a customer from two di�erent depots.

Algorithm 3 Distributed Algorithm for Depot p's O�er

1: Select an auction policy ρ.
2: Initialize: N∗ ← {} as empty set.
3: Initialize each lkp ← Ck

p as initial capacity.
4: Use ρ to compute ordered list N[i...n] for all customers in N
5: for i = 1, . . . , n do

6: if ∑kp∈Kp
lkp ≥ di then

7: Assign serving cost←Heur(. . . ) with nodes N∗ ∪ {N[i]}
8: Send o�er of additional serving ν(i, p) as request
9: Initialize: reply ← −1
10: while reply ≤ 0 do
11: Wait for utility value update. Assign reply ← utility
12: if reply > 0 then
13: N∗ ← N∗ ∪ {N[i]}
14: Change capacity lkp for each assigned vehicle to l

k
p ← lkp−γ

k
p such that ∑kp∈Kp

γkp = di
15: end if

16: end while

17: end if

18: end for
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The proposed setup may handle distributed computation for every depot relative to others.

However, the scope of auction makes the approach less suitable in certain contexts such as

rescue missions. In these cases, customers are often not in a position to actively take part

in the game and �pay� for the service. Then, same game can be executed among the depots

where the depots can cooperatively decide on serving customer nodes and di�erent forms

of payment such as reputation. Secure Multi-party Communication (SMC) among the

depots can be performed to select customers without involving customers in the loop [92].

The SMC respects privacy to identify better o�er without revealing one depot's o�er to

another. Secure comparison technique such as Yao's protocol [250] can be used. Therefore,

such implementation of our proposed approach can be complex.

4.4.4 Algorithm Design

In this section, we present two algorithms to be executed at the participating depots

and the customers. Algorithm 3 elaborates a multi-round cooperative game execution

from the perspective of each depot. Given an auction policy ρ, each depot, having enough

capacity, participates in carefully assigning new customer within the set of already assigned

customers and determine the routes using heuristic/meta-heuristic methods (Step 7) to

keep their o�ered cost ν(i, p) to the customer i at minimum as per the heuristic cost

calculation (Step 8). Customer may reply 0 or a non-zero integer. The latter is sent only

to the winning depot (Step 13-16) and represents the utility (which is the second minimum

cost of service) that covers depot p's cost of service and payment. The depot is thus

committed to serve the customer (Step 14) and subsequently its total available capacity of

commodity delivery reduces by the amount of customer demand (Step 15).
Algorithm 4 chooses the depot with lowest o�er of service for each customer. It keeps

track of the lowest and second lowest o�ers (Step 11). It o�ers the second lowest o�er of

serving customer node to the depot that provides the lowest o�er to serve the customer

(Step 17-21). Both algorithms stop after evaluating all customer demands and assigning

them appropriately. In this cooperative setting, the convergence of the solution search

procedure toward near-optimal solution depends partially on the chosen policy.
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Algorithm 4 Distributed Algorithm for Customer i's Choice

1: Initialize all depots P [i...m] available to the customers
2: min←∞; secmin←∞; seldpt← −1
3: for p = 1, . . . , m do

4: Initialize: ν(i, p) ← −1
5: while ν(i, p) < 0 do
6: Wait for ν(i, p) value update.
7: if ν(i, p) > 0 then
8: if ν(i, p) <min then

9: secmin←min; min← ν(i, p); seldpt← p
10: end if

11: end if

12: end while

13: end for

14: for p = 1, . . . , m do

15: utility ← 0
16: if p = seldpt then
17: utility ← secmin
18: end if

19: Send utility to p
20: end for

4.4.5 Case Study

Figure 4.4 shows a solution obtained using the proposed approach on the running example

with the prede�ned con�guration of the transport network and vehicle capacity. We tested

three policies of customer orderings where, in each round, the cost o�ered by the depots

to the auctioned customer is equivalent to its heuristic insertion cost. More precisely, it

is the di�erence of the depot's routing cost after inserting the customer to its routes with

the depot's current routing cost. Each customer is assigned to the depot that o�ers lowest

cost on that round with the payment of second lowest o�er.

Table 4.1: Multi-round customer allocation and heuristic cost during problem solving

P∖N 14, 15, 5, 16, 8, 11, 4, 7, 13, 10, 6, 9, 12

P1 (Offer)

(Utility)

P2 (Offer)

(Utility)

P3 (Offer)

(Utility)

584, 73, 30, 264, 299, 194, 642, 228, 19, 68, 34, n/a, n/a

838, 538, 622, 710, 456, 562, 0, 336, 418, 320, 418, 0, 0

838, 538, 622, 720, 456, 680, 384, 336, 418, 484, 444, 234, 241

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 280, 0

1002, 754, 740, 710, 698, 562, 306, 482, 478, 320, 418, 280, 204

0, 0, 0, 0, 0, 0, 384, 0, 0, 0, 0, 0, 241
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Figure 4.4: Negotiation-based solution generation on modi�ed-E016-03m problem

Initially, all customers are unassigned. In the �rst policy, customers are chosen

randomly and in each round, the depots are asked to submit their cost of serving to the

customer. In the second policy, the customers are auctioned according to the descending

order of the summation of their distances with respect to the depots. This assures that we

start sending o�ers and assigning customers form the outer edge of the customer pool. The

ordering in the example problem has been found as: ⟨14,15,5,16,8,11,4,7,13,10,6,9,12⟩.

Finally, we also test a third policy where we order the customers according to the bias to

any particular depot. The ordering is found as: ⟨14,5,15,4,13,7,16,8,9,6,10,11,12⟩. The

resulting MDVRP routing costs of these orderings are between 2402 to 3005 in 200 di�erent

runs for random ordering, 2537 for outer edge ordering and 2683 for depot bias respectively.

The second policy (outer edge customer ordering) provides better cost and the solution

can be seen in Figure 4.4. The identi�ed vehicle tours (4 in total) have di�erent colors and

are labeled with v0 and v1 for depot 1; v2 for depot 2 and v3 for depot 3. Nodes 4 to 16

are customers (the number alongside the node index showing the demand, e.g. v3(4:16) -

node 4 has demand 16).

Table 4.1 presents a step-by-step solution search. Table 4.2 highlights the �nal utility

and cost per depot. For customer 14, depots 1, 2 and 3 o�er 584, 838 and 1002 respectively.
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Table 4.2: Per depot utility and cost in active negotiation for modi�ed-E016-03m

Participant Participant Optimal Routing Cost

(Overall Utility) (Routing Cost) (Total Routing Cost)[Gap]

P1(5218)

P2( 280)

P3( 625)

P1(1793)

P2( 234)

P3( 510)

2402

(2537)[0.056]

As such customer 14 is assigned to depot 1 with utility 838. Next, customer 15 receives

o�ers 73, 538 and 754 respectively from three depots and is assigned to depot 1. Likewise,

customers 5, 16, 8 and 11 are also assigned to depot 1. For customer 4, the o�ers are

642, 384 and 306 respectively and it is assigned to depot 3 with utility 384. Thereafter,

customers 7, 13, 10 and 6 are assigned to depot 1. For customers 9 and 12, depot 1 has

no o�er (n/a) as its capacity is exhausted. In contrast, depots 2 and 3 o�er 234 and 280

respectively for customer 9. So, the customer 9 is assigned to depot 2 with utility 280. For

customer 12, the o�ers are 241 and 204 from depot 2 and 3 respectively ans it is assigned

to depot 3. Finally, the solution reaches game equilibrium with the routing cost of 2537.

In all possible pairwise depot node swaps possible from this solution, at least one

depot decreases its utility and total routing cost increases. Table 4.3 shows the devia-

tion from equilibrium for four nearest cost-wise solutions that can be obtained by node

exchanges with respect to the game equilibrium (�rst column).

Table 4.3: Scenario analysis of deviation from equilibrium

(Game Sol.)∖Exchg. 9<>12 10<>12 6<>12 9<>4

Total Cost(2537)

Utility P1(5218)

Utility P2( 280)

Utility P3( 625)

2621

5218

121

618

2642

4720

240

452

2734

4802

182

418

2742

5173

306

316

In order to evaluate the bene�t of employing a prede�ned customer ordering, we

conducted experiments using two sets (each of one hundred random orderings). We in-

vestigated three adapted problems n16_k3∗; n22_k4∗ and n30_k3∗ (∗ marked problems

are adapted multi-depot versions of known VRP instances). The values corresponding to

the two sets have similar distributions and expected values indicating relevant sampling.

While some random orderings may give very good solutions, such orderings have very small

odds of being randomly generated. Moreover, for larger problems the number of possible
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random ordering grows with the factorial of the node count, making it increasingly unlikely

to �nd a favorable random ordering. We also found that the proposed outer edge customer

ordering gives solutions (integer) that are better or in the vicinity of the corresponding

expected value (�oating point) of the random ordering experiments (2537 vs. 2538.17 for

n16_k3∗; 350 vs 353.54 for n22_k4∗ and 442 vs 529.31 for n30_k3∗).

4.5 Benchmarks and Comparative Study

The distributed solution generation framework for collaborative evolutionary learning (pas-

sive learning) and cooperative game theory based active negotiation has been implemented

in Java and tested on benchmark data of MDVRP instances provided by J.-F. Cordeau

[168].

4.5.1 Benchmark Results

The routing cost of a depot is computed using the heuristics technique mentioned in Chap-

ter 3.

Table 4.4: Passive learning based distributed solutions for MDVRP instances

Pb. [nodes/depots] depot node:cost zh ∣ zb

(Max.Veh./Cap.) (depot time mm:ss) [gap=1-zb/zh]
P01 [50/4]

(4 per depot/80)
51:199 (02:48); 52:203 (03:53); 53: 92 (01:12);
54:114 (00:40);

608 ∣ 577[0.05]

P02 [50/4]
(2 per depot/160)

51:114 (01:40); 52:167 (05:08); 53:106 (00:51);
54:102 (02:04);

489 ∣ 473[0.032]

P03 [75/5]
(3 per depot/140)

76: 63 (01:02); 77:164 (06:41); 78:175 (00:52);
79:140 (02:20); 80:121 (01:21);

663 ∣ 641[0.033]

P06 [100/3]
(6 per depot/100)

101:283 (13:43); 102:223 (04:35); 103:421 (07:32); 927 ∣ 876[0.055]

P07 [100/4]
(4 per depot/100)

101:221 (05:38); 102:217 (04:33); 103:209 (08:37);
104:302 (03:41);

949 ∣ 886[0.066]

Table 4.4 presents benchmark results obtained using passive evolutionary learning

collaboration approach for the reference problems (with 3 or more depots and up to 100

customers) alongside best known values. We did not include problems with two depots

(e.g. P04, P05) since in such case each depot can easily infer the capacity of the other. The

�rst table column shows the problem setup, the second provides the cost and computing
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time per depot while the third contrast the sum of the depot costs yielding total cost of

solution (zh) against the best known value zb, giving the gap. The computation time of the

depot represents the routing cost calculation time and excludes the communication time.

Thus, the overall solution time is the maximum time value among the depots (e.g. for P07

it is 8:37). We can notice that the obtained solutions have competitive gaps relative to the

best known values.

Table 4.5: Active negotiation based distributed solutions using outer edge ordering

Pb. [nodes/depots]

(Max. Veh./Cap.)

[depots]{dep:veh.} solheur.game |

solbestcentr.[gap]

MCDR/ANDR

P01 [50/4]

(4 per depot/80)

[4]{51:4,52:2,53:1,54:4} 637|

577[0.094]

12/32

P02 [50/4]

(2 per depot/160)

[4]{51:2,52:1,53:1,54:2} 514|

473[0.079]

12/32

P03 [75/5]

(3 per depot/140)

[5]{76:2,77:3,78:2,79:3,80:1} 703|

641[0.088]

13/33

P06 [100/3]

(6 per depot/100)

[3]{101:4,102:5,103:6} 1061|

876[0.174]

13/34

P07 [100/4]

(4 per depot/100)

[4]{101:4,102:4,103:3,104:4} 1090|

886[0.187]

13/34

We perform distributed solution generation using game-based active negotiation on

the same benchmark MDVRP instances. The experiments are conducted with prede�ned

depot and customer locations, known demands and privately kept depot capacities (maxi-

mum allowed total vehicles capacity). The insertion cost is computed based on the heuristic

technique presented in Chapter 3. Table 4.5 shows the results obtained for each problem

along with the gap relative to the centralized best known value. For these problems, we

have also calculated the rounded minimum clustering distance (MCDR) and the rounded

average node distance (ANDR) in order to illustrate the relevance with respect to a small-

world transport network. The values show that there are no isolated node sets since MCDR

is notably smaller than the ANDR for each of the considered problems.

4.5.2 Comparisons

Table 4.6 compares solution values from Table 4.4, generated using evolutionary learning,

against the same problem instances (with 3 depots or more) obtained using distributed

game theoretic approach as per Table 4.5. The proposed evolutionary procedure provides
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Table 4.6: Passive learning vs. Active negotiation for MDVRP solution generation

Problem [nodes/depots] (Max.Veh./Cap.) zh ∣ zgame[gap=1-zgame/zh]
P01 [50/4] (4 per depot/80) 608 ∣ 637 [-0.047]
P02 [50/4] (2 per depot/160) 489 ∣ 514 [-0.051]
P03 [75/5] (3 per depot/140) 663 ∣ 703 [-0.060]
P06 [100/3] (6 per depot/100) 927 ∣ 1061 [-0.144]
P07 [100/4] (4 per depot/100) 949 ∣ 1090 [-0.148]

better solutions. The quality of near-optimal solutions obtained from negotiation approach

is restricted by the satisfaction of the game equilibrium. Once the game equilibrium is

reached it is di�cult to improve such a solution in the negotiation approach.

Figure 4.5: Comparative Study of Multi-Depot Vehicle Routing Solution Approaches

Figure 4.5 depicts a comparative study of various aforementioned solution �nding

approaches as discussed in relation to multi-depot vehicle routing problems. On the x-axis,

we project time in seconds while, on the y axis, we evaluate solution cost for the modi�ed-

E016-03m problem of the case study. The comparison clearly shows that the distributed

learning technique presents comparable solution with centralized heuristic/meta-heuristic

solution search. However, in collaborative or cooperative setup, the distribution mechanism

and the solution search together take longer time than centralized solution generation. As

depicted in the �gure, split-delivery is proven advantageous for this MDVRP instance since

it lowers routing cost compared to the centralized solution approach.
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4.5.3 Advantages and Limitations

We summarize next the advantages and limitations of two proposed solution generation

approaches for MDVRP in distributed setting. First of all, both approaches o�er task de-

composition by splitting the problem of multi-depot vehicle routing in distributed setting.

Such a decomposition allows distributed decision makers to handle sub-problems locally in

a decentralized setup, to use their own input and search parameters (without sharing with

others) and to enforce organizational policies. Thus, participants have a larger control in

decision making as needed in various organizational setups. Furthermore, as the task de-

composition divides the original problem instance into multiple smaller problem instances,

each participant can locally produce high quality near-optimal solutions using less memory

and computation time.

However, overall solution generation for the MDVRP instances takes longer time with

the increase in number of participants since the result synthesis from divided sub-problems

and proper task decomposition for the original problem turn more and more complex. Our

benchmark results indicate that the solution quality for the MDVRP instances is less com-

petitive for both approaches compared to the near-optimal solution found in centralized

setting. This mainly relates to the di�culty of �nding the most appropriate partitioning

of the customer nodes among participating decision makers. Moreover, these proposed dis-

tributed approaches require further improvement to address shared delivery of commodities

using vehicles from di�erent depots.

4.6 Summary

In this chapter, we �rst discussed a model of a chance constraint optimization problem to

address MDVRP in distributed settings. We have presented two innovative distributed ap-

proaches. First, the multi-round evolutionary learning (passive learning) approach enables

collaborative decision makers to search near-optimal solutions for relevant size problem in-

stances by locally computing sub-problems and interacting with other participants without

explicitly collecting or sharing �eet/capacity information. Second, the active negotiation

approach leverages a game theoretic interaction among cooperative participants where

128



mechanisms are designed to generate distributed solution search for MDVRP instances.

The proposed approach assigns customers to participating depots over transport networks

with small-world characteristics using a VCG strategyproof mechanism while aiming to

minimize total routing cost. The case studies and benchmark results for both approaches

show that near-optimal solutions can be found in these distributed settings despite the

lack of all information at each participant's side. In this regard, the learning approach

�nds better quality near-optimal solution. In future, for passive learning approach, it is

possible to investigate more e�ective initial assignment policies for quicker convergence of

the solution search.

129



Chapter 5

Collaborative Monitor Deployment

Problem

In this chapter, we investigate centralized and distributed models and ap-

proaches to determine (near) optimal deployment locations of execution mon-

itors over a well-tracked transport network under a �xed budget. The goal of

the optimization is minimizing the weighted average energy consumption for

data communication between the sensors and the monitors. We illustrate a col-

laboration strategy of monitor deployment when the total deployment budget

is unknown and split among multiple decision makers. We also determine a

satisfactory (fair) sharing of monitor deployment cost for every participant.

5.1 Introduction

Typically, SCN involves the �ow of products from producers/distributors to customers.

Such a network consists of physical locations and traversal paths among these locations.

Formally, these locations can be represented as the vertices of a graph while the directed

edges between vertices may stand for the traversal paths (arcs) among locations. Monitors

can be deployed on the vertices [75] or the edges [104] of a network. In SCN, monitor

deployment between two locations (e.g. road, railway, etc.) is costly from security and

maintenance perspectives. Thus, this research and development e�ort focuses on deploying

130



monitors over a subset of vertices. In this regard, the focus of this chapter can be stated

as follows:

� A mathematical model for monitor deployment with multiple decision makers;

� Centralized and distributed approaches to minimize energy consumption;

� Conduct and analyze a case study and generate new benchmark results.

The other contribution of this chapter relates to an automated collaborative negotiation

mechanism toward near-optimal monitor deployment with individual budgets. Also, a

heuristic is proposed to locally compute solutions under the budget constraint. The optimal

selection of monitor locations in SCN, where the total budget is split among participants,

is a distributed problem derived from classical facility location [75] and p-median problems

[141] which have NP-Hard computation complexity. This requires heuristic or meta-

heuristic techniques to e�ciently solve large problems [67, 75, 141]. These problems are

often addressed with known budget which simpli�es the formulation. If the budget is split

among the participants, the formulation requires coupling through a joint chance constraint

[174] to limit the probability of constraint violation by the participants.

The rest of the chapter is organized as follows. Section 5.2 describes the problem,

its assumptions and models. First, a base model is formulated using a known budget

constraint. Second, this model is extended for the distributed case where total budget is

split among participants. Section 5.3 presents the proposed approach. An exact (optimal)

solution algorithm is discussed followed by a faster heuristic technique. Afterward, a

distributed approach is detailed whereby participants locally run the heuristic technique

and collaborate toward a near-optimal solution. A deployment cost sharing mechanism

is also proposed in this regard. Section 5.4 presents a case study. Section 5.5 reports on

the results obtained for some Problem Instances (PI). Useful insights are shared on the

obtained results and the heuristic performance. Section 5.6 draws concluding remarks and

hints on the future work.
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5.2 Problem Description and Modeling

5.2.1 Problem Statement

Let G = (V,E) be a complete directed graph representing an SCN. Vertices are divided

into monitor nodes (or monitor) and relay nodes (or node). Appropriate equipment can

be deployed on a monitor i at a deployment cost ci, to collect task execution data. The

execution information is produced by agents (e.g. vehicles) who visit a subset of vertices

in sequence (also called route) through a connecting paths (e.g. roads). A relay node

sends collected information to single monitor. Each edge ⟨i, j⟩ ∈ E, is associated to a pair

of integers: δij and wij . The proposed problem refers to deploying monitors on a subset

of vertices such that weighted average energy consumption in sending execution data is

minimum. In the process of optimal solution generation, P participants (Decision Makers)

will collaboratively determine monitor locations by individually allocating own budget Cp

on a subset of vertices. Every solution should respect the following:

� Each vertex is either a monitor or a relay node;

� Deployment cost on each selected vertex is split among a subset of decision makers;

� Every relay node sends data to the monitor incurring least energy consumption.

5.2.2 Assumptions

Task planning (e.g. product delivery) and communication between any two vertices are

considered independent of other vertices since G is a complete directed graph. Each vertex

is assumed as a source of at least one execution path. Thus, wij is a positive integer.

A number of factors (e.g. communication radius, obstacles, electromagnetic interference,

attenuation, environmental situation) a�ects the energy consumption value δij between

two locations. Young et al. [253] characterized these e�ects on radio signal strength

over a log normal shadowing model. In contrast, this e�ort attempts to minimize the

weighted average energy consumption based on predetermined values for δij speci�c to

every arc that serves as an input to the problem instance. We assume that each relay

node always receives execution information from all the agents moving from it to their
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next destinations. However, in this context, we ignore the energy consumption in data

communication for each agent to its last departing vertex. All deployed monitors are

considered to have in�nite capacity to receive execution data. No participant knows the

exact budget of others. However, it is assumed that a feasible solution always exists and

the total budget is su�cient to deploy at least one monitor.

As discussed in Section 2.1.3, in the model formulation, two types of decision variables

are employed: control variables and state variables [174]. The monitor deployment problem

with a known budget can be represented through a system of linear equations. The values

assigned to the control variables (respecting the system of equations) represent a solution.

However, monitor deployment with individual budgets is described as a dynamic system

with multiple states where each state represents a system of equations with its own control

variables. In this context, state variables describe the mathematical �state� of that dynamic

system. A subsequent set of state variables typically depends on its previous corresponding

set.

5.2.3 Centralized Setup with Single Decision Maker

Let a set of boolean control variables xij determine each possible communication from a

relay node to a monitor. Let yi determine location of monitors in directed graph G.

xij =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

1, if vertex i communicates with vertex j;

0, otherwise.

yi =

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

1, if a monitor is placed at vertex i;

0, otherwise.

Then, the objective function of a central decision maker can be presented as a binary

integer programming model:

min

∑
i∈V
(( ∑

k∈V
wik) × ( ∑

j∈V
δij × xij))

∑
i∈V
( ∑
k∈V,

wik)
; i ≠ j; i ≠ k (5.1)
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Subject to:

Flow conservation:

xij ≤ yj , ∀i, j ∈ V ; i ≠ j (5.2)

xij + xjk ≤ 1, ∀i, j, k ∈ V (5.3)

∑
j∈V,i≠j

xij = 1 − yi, ∀i ∈ V (5.4)

∑
i∈V

∑
j∈V,i≠j

xij = ∣V ∣ − ∑
i∈V

yi (5.5)

Budget and energy consumption restrictions:

0 < ∑
i∈V

ci × yi ≤ C, ci > 0 (5.6)

δij × (2 × xij + yj − yk − 1) ≤ δik × (1 − 2 × xik + yj − yk) ∀i, j, k ∈ V ; i ≠ j ≠ k (5.7)

Eq. (5.1) presents the objective function (for centralized decision making) that minimizes

weighted average energy consumption for total data tra�c subjected to the following con-

straints. Eq. (5.2) mandates that if a directed edge ⟨i, j⟩ is selected for a solution then its

destination vertex j must be a monitor. Eqs. (5.3)-(5.5) impose additional inequalities.

Eq. (5.3) restricts that the monitors only receive data while relay nodes only send data to

the monitors. Eq. (5.4) states that every vertex communicates with a monitor unless it is

itself a monitor. Eq. (5.5) assures that the sum of all arcs to all monitors is equal to the

di�erence between all nodes and all monitors. Eq. (5.6) denotes the budget constraint C

to deploy at least one monitor. Eq. (5.7) denotes that a relay node communicates to the

monitor which incurs least energy consumption (see proof below). Eq.s (5.2), (5.4) and

(5.6) form the minimum set of constraints to reach the optimal solution but additional

valid constraints are added to reduce the solution search space.

Proposition 1. If relay node i sends execution information to monitor j on a directed

graph G = (V,E), then the constraint δij × (2×xij + yj − yk − 1) ≤ δik × (1− 2×xik + yj − yk)

∀i, j, k ∈ V re�ects that for any other monitor k, i ≠ j ≠ k, the energy consumption on arc

⟨i, k⟩ is higher than ⟨i, j⟩.

Proof. Let binary variables yj and yk decide if j and/or k are the monitors. Let xij and

xik be two other binary variables to decide if node i communicates to j or k. With these
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four variables, there exist sixteen combinations. However, given Eq. (5.2), if xij = 1 then

yj = 1. Thus, four combinations can be excluded. In this setting, energy consumption δij

and δik are related as: (i) If xij = yj = 1 then δij ≤ δik, (ii) If xik = yk = 1 then δik ≤ δij , or

(iii) δik and δij are not related otherwise. These relations can be succinctly captured in:

δij × (2 × xij + yj − yk − 1) ≤ δik × (1 − 2 × xik + yj − yk).

5.2.4 Centralized Setup with Multiple Decision Makers

Decision makers may participate based on competition, cooperation or collaboration. In a

competition or cooperation, rational participants negotiate for deploying monitors individ-

ually on a subset of selected vertices. Classical form of such negotiation is often modeled

using the game theory and mechanism design [195]. In such setup, decision makers negoti-

ate based on a quanti�er, namely price. Price can be computed on a vertex using monitor

deployment cost, decision maker's utility for likely collection of information in that ver-

tex and available individual budget. However, this may lead to budget wastage since the

deployment cost cannot be shared easily. In contrast, in a collaborative setup, decision

makers may share the deployment cost of a monitor if they prefer the same vertex. Let

integer state variables uip represent the budget contribution of decision maker p for vertex

i. Then the constraints can be modi�ed as:

0 ≤ uip ≤ ci; ∀i ∈ V, p ∈ P (5.8)

∑
i∈V

uip −Cp ≤ 0, ∀p ∈ P (5.9)

ci × yi − ∑
p∈P

uip ≤ 0, ∀i ∈ V (5.10)

1 + ∑
p∈P

uip − ci − ((∣P ∣ − 1) × ci + 1) × yi ≤ 0, ∀i ∈ V (5.11)

Eq. (5.8) prevents individual contribution uip from exceeding the deployment cost of i. Eq.

(5.9) replaces Eq. (5.6) in the base model since the total budget is now distributed. Eq.s

(5.10) and (5.11) determine whether a monitor can be deployed at vertex i (i.e. yi = 1) from

the contributions of participants. These constraints determine individual contributions to

optimally deploy monitors. However, in this setup, all individual budgets (Cp) are known

to a central authority that performs the optimization. Therefore, this setup requires further
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extension to capture the optimal decision making without a central authority.

5.2.5 Decentralized Setup with Multiple Decision Makers

Let there be a set S∗ ⊂ V , to optimally deploy monitors for budget C = ∑p∈P Cp. In col-

laborative deployment, the individual budget Cp is best spent if participants jointly prefer

deploying monitors in S∗. Thus, every participant may aim to derive S∗ and contribute

to every monitor in S∗. This puts the deployment procedure into risk as a monitor can-

not be deployed if ∑p∈P uip < ci (Eq. (5.10)). Ono and Williams [174] formalized such

decentralized behavior of decision makers through joint chance-constraints for multi-agent

systems. An iterative optimization of control variables in every state may lead to overall

risk minimization by updating changes in state variables. Let T and R be the total iter-

ations and global risk factor respectively. Then, a joint chance constraint can be written

by substituting uip, xij and yi with utip, x
t
ijp and ytip (t = 1,2, . . . , T ) and combining Eqs.

(5.10) and (5.11):

Pr
⎡
⎢
⎢
⎢
⎢
⎣
⋀
p∈P

[
T−1

∑
t=0

[ytip × ci − ∑
p∈P

utip ≤ 0]]⋀[
T−1

∑
t=0

[∑
p∈P

utip

+1 − ci − {(∣P ∣ − 1) × ci + 1} × ytip ≤ 0]]

⎤
⎥
⎥
⎥
⎥
⎦

≥ 1 −R

(5.12)

Eq. (5.12) represents a joint chance constraint that indicates a failure if any participant

does not satisfy risk constraints (Eqs. (5.10) and (5.11)). Ono and Williams [174] proved

that if the objective function is convex and 0 ≤ R ≤ 0.5, such an optimization problem is

also convex. This helps to decompose R with distributed risk πip for each participant on

each vertex such that in every iteration ∑p∈P ∑i∈V πip ≤ R where πip ≥ 0. Using Boole's

inequality, Pr(R) = Pr(⋃i∈V,p∈P πip) ≤ ∑p∈P ∑i∈V πip [174]. Thus, the bounded risk can be

replaced by an unbounded penalty in distributed optimization function (sp):

min
T−1

∑
t=0

∑
i∈V
(( ∑

k∈V
wik) × ( ∑

j∈V
δij × xtijp))

∑
i∈V
( ∑
k∈V,

wik)
+ρ∑

i∈V

πip (5.13)

Subject to:
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xtijp ≤ y
t
jp, ∀i, j, k ∈ V (5.14)

xtijp + xtjkp ≤ 1, ∀i, j, k ∈ V (5.15)

∑
j∈V,i≠j

xtijp = 1 − ytip, ∀i ∈ V (5.16)

∑
i∈V

∑
j∈V,i≠j

xtijp = ∣V ∣ − ∑
i∈V

ytip (5.17)

0 < ∑
i∈V

ci × ytip ≤ ∑
p∈P

∑
i∈V

utip, ci > 0 (5.18)

δij(2 × xtijp + ytjp − ytkp − 1) ≤ δik(1 − 2 × xtikp + ytjp − ytkp)∀i, j, k ∈ V i ≠ j; i ≠ k (5.19)

0 ≤ utip ≤ ci; ∀ i ∈ V, ∀p ∈ P (5.20)

∑
i∈V

utip −Cp ≤ 0, ∀p ∈ P (5.21)

ut+1ip = Ap. u
t
ip +Bp. y

t
ip; ∀ i ∈ V, p ∈ P (5.22)

T−1

∑
t=0

(ci × ytip − ∑
p∈P

utip) ≤ −fip(πip), ∀i ∈ V (5.23)

T−1

∑
t=0

(1 + ∑
p∈P

utip − ci − ((∣P ∣ − 1) × ci + 1) × yi) ≤ −f
′
ip(πip), ∀i ∈ V (5.24)

The proposed procedure includes individual optimization of ∑i∈V πip in Eq. (5.13) which

re�ects the in�uence of risk in weighted average energy consumption; ρ, also termed as

�price of risk�, is a penalty constant known to all participants [174]. Eqs. (5.23) and

(5.24) introduce two sets of monotonically decreasing functions fip and f ′ip to progressively

reduce the gap between the centralized and the decentralized decision making. At every

iteration, decision of monitor deployment is re�ected in ytip. Eq. (5.18) prevents the

sum of the values of ytip from exceeding total available budget as determined (through a

communication process) locally. The updated contribution ut+1ip for each vertex will be

computed after each round using Eq. (5.22). Ap, Bp are participant speci�c constants.

The problem is convex if Eq. (5.13) is convex, Eq. (5.22) is linear and fip and f ′ip are

single-valued and monotonically decreasing functions [174]. One can anticipate that the

distributed solving will require communication among the participants to synchronize utip

values.
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5.3 Proposed Approach

Collaborative monitor deployment under a known budget involves a combination of clas-

sical set covering and one-dimensional bin-packing (knapsack) problems. In addition, a

multi-round coordination of individual decisions is needed to iteratively build consensus.

The set covering mandates choosing optimal set of monitors S∗ ∈ V such that overall

weighted average energy consumption for relay nodes (V ∖ S∗) is minimum. Bin packing

restricts the optimal deployment of monitors in a budget. As the problem is NP-Hard on

a complete graph, heuristics can near-optimally solve it faster.

5.3.1 Exact Algorithm

Let integer γij = δij × ∑k∈V ∖{i}(wik) be a measure of weighted energy consumption for

vertex i to communicate with vertex j. Then, the aforementioned Eq.s can be further

simpli�ed into rules (R1-R5) to design the search procedure:

R1: In SCN, if the size of the optimal set of deployed monitors is ∣S∣, vertex i does not

communicate to vertex j if there exist at least (∣V ∣ − ∣S∣) distinct edges where the

energy consumption is lower than that of ⟨i, j⟩. (see proof below)

R2: If the optimal set of deployed monitors is S, then relay node i communicates to

monitor j i� the value of γij is the lowest, i.e. ∀j′ ∈ S, j ≠ j′, γij′ > γij. [Eq. (5.7)]

R3: Weighted average energy consumption is higher for any proper subset of a given set

of monitors [Eq. (5.4)].

R4: The deployment cost is higher for any superset of a set of monitors [Eq. (5.6)].

R5: Monitors do not communicate among them [Eq. (5.3)].

Rule 1. (R1) In supply chain network, if the size of the optimal set of deployed monitors

is ∣S∣, vertex i does not communicate to vertex j if there exist at least (∣V ∣ − ∣S∣) distinct

edges where the energy consumption is lower than that of ⟨i, j⟩.

Proof. Let S and V ∖ S be monitors and nodes respectively. In order to �nd optimal

weighted average energy consumption, γij for each node i ∈ V ∖S and j ∈ S can be reduced
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to: min(
∑i∈V ∖S ∑j∈S γij×xij

Z ) (see Eq.s (5.1), (5.3) and (5.4)). Z represents the total amount

of communicated information. The exact members of S are unknown at the beginning.

However, for any S ⊂ V (as restricted by budget constraints), if xij = 1, there exist at least

(∣V ∣ − ∣S∣) distinct edges where γij′ < γij , j
′ ∈ V . This leads to assigning xij′ = 1 for one

of these (∣V ∣ − ∣S∣) distinct edges in the solution (by Eq. (5.2)) and contradicts Eq. (5.4)

since xij is already 1.

Rule R1 eliminates redundant communication links with high γij values. Rule R2

forces a relay node to choose its monitor where γij is minimum. Rules R3 and R4 set

boundaries for solution search. Rule R5 preserves one role (relay node or monitor) for the

vertices in a solution. Algorithm 5 applies these rules to �nd optimal solution for monitor

Algorithm 5 : Monitor Allocation (MonAlloc)

1: Initially: C, Q← ⟨φ,V,φ⟩, and Esort ← ⟨E,<γij ⟩
2: Input: Cd, Max_Energy; Output: S∗

3: S∗ ← φ; ∆←Max_Energy
4: if getCost(V ) > Cd then

5: while Esort ≠ φ do

6: e← �rst element of Esort;
7: update Q with e;
8: compute C′ ⊆ P(V ) such that monitor can be deployed in S ∈ C′ given the edges in

Q
9: for S ∈ C′ ∖ C do
10: if getCost(S) ≤ Cd and ∑i∈V ∖S minj∈S(γij) <∆ then

11: S∗ ← S; ∆← ∑i∈V ∖S∗minj∈S∗(γij);
12: end if

13: end for

14: C ← C ∪ C′; Esort ← Esort ∖ {e}
15: end while

16: end if

17: return S∗;

deployment from P(V ) (power-set of V ) possibilities. Esort stores a sequence of edges

sorted in ascending order of γij . Q is a bipartite graph with two disjoint sets of vertices. A

set of directed edges (E′) connects members of these two sets. Then, E′ ⊆ V1 × V2 re�ects

relay node to monitor communications. Initially, Q:=⟨φ,V,φ⟩, whereby all vertices are

assumed as monitors. The cost of such deployment exceeds the budget (Step 4). During
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Figure 5.1: Heuristic technique of monitor deployment

the search, deployment cost gradually reduces to feasible values as edge e, having minimum

γij , is iteratively removed from Esort and added to Q (Step 7). The source vertex of e is a

relay node (V1 = V1 ∪ {e.source}) and thus excluded from V2 (V2 = V2 ∖ {e.source}). Rules

R1-R5 are applied to produce a collection of possible sets of monitors (C′) from Q in order

to compare against C, (a set of already generated and veri�ed sets of monitors). Each

member of C′ ∖ C is then tested for feasibility (Steps 10-12). If the new weighted average

energy consumption value is lower than previously stored value in ∆, it replaces existing

value in ∆. Corresponding S∗ (set of monitors), C and Esort (Step 14) are also updated

for the next round. Finally, S∗ is returned. Rule R3 represents a stop condition for this

algorithm.

5.3.2 Heuristic Technique

A heuristic algorithm can be applied to generate C′ in a tractable manner for larger prob-

lems. Figure 5.1 depicts the overview of the technique. It uses an e�ciently generated
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solution pool by comparing a quanti�er θS , as presented in Eq. (5.25):

θS = [ ∑
i∈V ∖S

min
j∈S
(γij)]/[ ∑

j∈V

cj − ∑
j∈S

cj] (5.25)

where, ∑j∈V cj is the total deployment cost for all vertices.

First, Csort is de�ned as a sorted search queue (of maximum size sz) represented

by ⟨S,<θS ⟩ where S ∈ S and S ⊂ P(V ) ∖ {φ}. Pseudo random function p_random(. . . )

produces a subset of V as a candidate set of monitors in each iteration. Initially, Csort

is empty. Thus, p_random(. . . ) selects a subset of monitors from V . This subset is

inserted into Csort where it is arranged in ascending order of θS . New subsets of monitors

are iteratively explored later by picking the top entry (S0) from Csort. The cardinality of

explored subset is at least ∣S0∣ − cnv as determined by a convergence parameter (cnv). An

entry, representing a set of candidate monitors, from Csort is discarded once it is explored

k times to generate its subsets. Function p_random(. . . ) is computed based on weight

(wt(i)) of vertex i which is de�ned as follows:

wt(i) =
1

∑
j∈S−i

1
δij

[ ∑
j∈S−i

γij

δij
] −

1

∑
j∈S−i

1
δji

[ ∑
j∈S−i

γji

δji
] (5.26)

where, ∀i ∈ S, S−i = S ∖ {i}. In Eq. (5.26), wt(i) is a measure of saving that monitor

i o�ers compared to other monitors. It determines the likelihood of a vertex to send or

receive data in the optimal solution. A positive value indicates that, in general, it is

more energy consuming for vertex i to send data to other vertices than receiving while a

negative value indicates the opposite. wt(i) is then projected as a fraction over a 0-to-1

scale and normalized. In this scale, 0 and 1 mean relay node and monitor respectively. The

value 0.5 means random probability of a vertex with no bias to any role. This value is an

input to the p_random(. . . ) along with a seeding parameter. The latter helps to perform

the selection in a manner that can be retraced for the same seed value. When ∣S∣ > sz,

entries with largest θ value in Csort are dropped to maintain sz. If the deployment cost of

selected S (getCost(S)) does not exceed the budget, a solution is found. The new solution

is retained if it yields a lower weighted average energy consumption than the previously

stored solution. S is then removed from Csort. The retained solution is returned once
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one of the following stop conditions is true: (i) after ite iterations; (ii) if Csort is empty;

(iii) if there is no improvement in θ after p (p ≪ ite) iterations. The procedure is bound

in memory as a result of dropping the set of monitors with the largest value of θ when

∣S∣ > sz. Initially deployment cost is highest (infeasible) and the weighted average energy

consumption is 0. The heuristic iteratively evaluates the increase in weighted average

energy consumption to decrease the deployment cost to feasibility.

5.3.3 Distributed Monitor Deployment

Algorithm 6 : Searching appropriate set of monitors

1: Initially: Csort ← φ
2: Input: P ; Output: sp
3: sp ←MonAlloc(Csort, ∣P ∣.Cp,Max_Energy)
4: communicate sp to other participants
5: receive sp′ from all P ∖ {p} participants
6: rank ← getRank(s−p, sp, p)

7: Cmin ← ∑p∈P ⌊
getEstCost(sp)

∣P ∣ ⌋

8: Cmax ←maxp∈P getEstCost(sp)
9: while Cmin < Cmax do

10: smid ←MonAlloc(Csort, ⌈
Cmin+Cmax

2 ⌉,Max_Energy)
11: U ← AdjustContribution(smid, P, p, τ, rank)
12: if ∑uip∈U

uip ≥ getEstCost(smid) then

13: sp ← smid; temp← getEstCost(smid)

14: if Cmin = temp then break; end if

15: Cmin ← getEstCost(smid)

16: else

17: Cmax ← getEstCost(smid)

18: end if

19: end while

The distributed monitor deployment requires solving two more sub-problems: (i)

decision coordination to derive a common solution and (ii) computation of individual con-

tribution on each monitor deployment. Two distributed algorithms are presented in this

regard. Algorithm 6 exploits binary search and decision coordination while locally running

the heuristic (Step 3). Csort may be stored in a common memory shared by the distributed

system to take computational advantage of tested solutions by other participants.
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Initially, each participant determines a candidate set of monitors assuming the avail-

able budget ∣P ∣ times which is larger than its own. Once the choices are communicated

(Step 4-5), participants are ranked (Step 6) in a strict descending order of communicated

solution cost. Then, steps 7-8 determine the minimum (Cmin) and maximum (Cmax)

bounds of available budget to run a binary search (steps 9-21) to reach a common selec-

tion. Step 10 returns a set of monitors (if exists) for half of the sum of Cmin and Cmax.

If this solution can be deployed collaboratively, the lower bound Cmin is replaced with the

deployment cost. Otherwise, the upper bound is updated with the same. Binary search

ensures a deterministic and fast convergence to a near-optimal solution through iteratively

tighter budget approximation as re�ected from the choices of the participants. Thus, it

helps reducing the �price of risk� in collaborative deployment.

Algorithm 6 calls Algorithm 7 in step 11 for contribution adjustment among the par-

ticipants. Algorithm 7 takes input smid, a temporary solution, and reorders the candidate

monitors in ssort based on the amount of their collected information. For contribution

adjustment, each participant tries to make an average contribution (integer value) for ev-

ery monitor selected in ssort (steps 4-6). If the average contribution cannot be made by a

subset of participants, the remaining participants cover the de�cit equally (step 19). No

participant can contribute to monitor(s) collecting larger amount of information unless

it contributes accordingly to all the monitors collecting less amount of information (step

17). This policy helps in reaching consensus while extracting necessary contribution from

each decision maker. Algorithm 7 divides individual budget (Cp) to deploy monitors as

per the aforementioned policy. Step 7 communicates the individual decision (U) to other

participants. Then, an iterative contribution adjustment procedure takes place at steps

8-26 up to τ rounds. Upon receiving the other decisions, U is updated and a newer price

adjustment is communicated. Step 24 can break the loop once a consensus is reached to

deploy all monitors in smid.
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Algorithm 7 : Distributed contribution adjustment

1: Initially: t← 0; U ← {uip = 0∣∀i ∈ V, p ∈ P};
2: Input: smid, P, p, τ, rank; Output: U
3: ssort ← ⟨smid,< ∑

i∈V

γij .xij
δij

⟩;y ← {yi = 0∣∀i ∈ V };est← Cp

4: for i ∶= 1 to ∣ssort∣ do

5: yi ← 1; uip ←min(est, ⌈
getCost({i})

∣P ∣ ⌉); est← est − uip;
6: end for

7: communicate U to other participants;
8: while t ≤ τ do
9: est← Cp; j← {ji = 0∣∀i ∈ ssort}
10: for i ∶= 1 to ∣ssort∣ do
11: for p ∈ P do

12: receive uip′ for p′ where p′ ≠ p and insert in U
13: if uip <

yi.ci
∣P ∣ then ji ← ji + 1; end if

14: end for

15: temp← ( ∑
p∈P

uip − yi. ci)

16: if temp ≥ 0 then
17: uip ← uip −max(0, ⌈ temp−rank+1

∣P ∣ ⌉)

18: else

19: uip ←min(est, uip + ⌈
−temp
∣P ∣−ji

⌉)

20: end if

21: est← est − uip;
22: end for

23: communicate U to other participants;
24: if ∑ji∈j ji = 0 then break; end if

25: t← t + 1;
26: end while
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Figure 5.2: An instance of execution monitor deployment problem
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5.4 Case Study

Figure 5.2 shows a plan execution scenario on a complete transport network with six

vertices. The deployment cost is depicted with the vertex name (e.g. deployment cost of

A is 5). The execution paths are marked by directed edges annotated with two integers

for the number of agents on the execution path and associated energy consumption per

transmission. For example, the execution path from F to D is used by 1 agent and

the energy consumption on FD is 6. Assuming δij = δji, the weighted average energy

consumption is minimized for (i) known total budget of 7 and (ii) two distributed decision

makers (P1 and P2) with individual budgets of 3 and 4.

Table 5.1: Case Study: weighted cost of edges in ascending order

Edge γij Edge γij Edge γij Edge γij Edge γij Edge γij
EB 2 EC 3 FB 5 FD 6 AB 9 AD 15

CD 2 FE 3 EA 6 FA 8 BC 9 BF 15

CA 3 EF 3 CF 6 DE 8 DA 10 AE 18

CB 3 DC 4 FC 6 BA 9 DB 12 BD 18

CE 3 ED 4 BE 6 AC 9 DF 12 AF 24

Table 5.1 presents Esort where edges are ordered by γij . Figure 5.3 depicts the result

of each iteration (steps 5-15) in Algorithm 5. Every iteration is presented in a box with

its number at the left. The candidate monitors are shown using {. . .}. The sign �:X�

means that the required deployment cost exceeds the deployment budget 7. Otherwise,

the deployment cost is mentioned with the corresponding set. In this example, no edges

can be eliminated by Rule R1 since the smallest number of monitors that can be deployed

using the budget 7 is 1.

Algorithm 5 starts with a bipartite graph of V1 = φ and V2 = V . Initially no edges are

considered connected. Deploying monitors in every vertex of V (follow iteration 0 in Fig-

ure 5.3) is infeasible for budget value 7. Therefore, EB is added from Table 5.1. Thus, E

communicates data to B (follow step 6 in Algorithm 5). Accordingly, C′ = {{A,B,C,D,F}}.

With the addition of arc EB, {A,B,C,D,F} is the new set of monitors to be tested for feasi-

bility. Similarly, at iteration 2, C′ = {{A,B,D,F}} and CD is added toQ. The other possible

candidate set {A,B,D,E,F} is not tested since {{A,B,D,F}} is infeasible and {A,B,D,E,F}
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Figure 5.3: Centralized monitor allocation trace

is its superset (Rule R4). Thus at iteration 2, Q ∶= ⟨{C,E},{A,B,D,F},{EB,CD}⟩. No new

candidate set is found up to iteration 6 while adding edges from Table 5.1. At iteration 7,

there are two new candidates: {A,B,D,E} and {A,B,C,D,E}. Since {A,B,D,E} is infeasible,

{A,B,C,D,E} is not tested. Subsequently, the procedure may run at most ∣V ∣×(∣V ∣−1)=30

iterations unless a stop condition is met. The optimal solution {B,D} is found at iteration

21 with the weighted average energy consumption 1.636.

In distributed setup, decision makers P1 and P2 individually run Algorithm 6 with

budget 3 and 4 respectively. Steps 3 and 10 of Algorithm 6 invoke heuristics to choose

the candidate set of monitors. Decision makers also communicate their choices (steps 4-5)

with increasingly tighter bounds as guided by a binary search. P1 and P2 execute step 3

Table 5.2: Case Study: Distributed contribution adjustment

Party Iteration t0 Iteration t1 Iteration t2
P1 E[2], C[1]

communicate
D[2], B[1]

communicate
D[2,1], B[1,3]
D[2,1], B[1,3]P2 D[2], B[2] D[1], B[3]
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(in Algorithm 6) with budget 6 and 8 respectively. The proposed outcome for P1 and P2

are: {C,E} and {B,D}. Their ranks are 2 and 1 respectively. Cmin and Cmax are 6 and

7. In this case, the binary search will stop after one iteration. Step 11 will be executed to

determine the price contribution with the budget 7 and candidate set of monitors: {B,D}.

Table 5.2 re�ects the individual contribution of P1 and P2 from the execution trace of

Algorithm 7.

5.5 Results and Analysis

The accuracy and performance of the proposed algorithms are analyzed on the routes of

two commodity delivery problem types: Capacitated Vehicle Routing Problem (CVRP)

and Multi-Depot Split-Delivery Vehicle Routing Problem (MDSDVRP) instances [100,

101]. These choices are based on solution (vehicle routes) availability [193]. Experiments

are performed on few representative instances from P-Series CVRP [21] and SQ-Series

MDSDVRP. The demand of each vertex is mapped to its monitor deployment cost. In

CVRP, �rst vertex is considered as a depot with 0 demand. Vehicles with �nite capacity

always serve customer demands from this depot. In MDSDVRP, multiple depots serve

the customer demands. Thus, depots are always selected as monitors with no deployment

cost. Vehicles depart and return to the same depot. The routing solutions for each chosen

problem instance are given below. Pn16K8 (near) optimal routes:

R.1:1,3,1 R.2:1,7,1 R.3:1,8,1 R.4:1,16,13,11,1

R.5:1,15,6,1 R.6:1,14,10,8,1 R.7:1,12,5,1 R.8:1,4,2,1

Pn19K2 (near) optimal routes:

R.1:1,5,12,15,13,4,18,17,9,7,1; R.2:1,19,6,14,16,10,8,3,11,2,1;

Pn22K2 (near) optimal routes:

R.1:1,7,3,14,10,8,22,18,15,6,21,1

R.2:1,17,2,11,9,19,20,4,13,16,12,5,1

Pn23K8 (near) optimal routes:

R.1:1,14,10,18,1 R.2:1,5,8,1 R.3:1,4,20,19,1 R.4:1,22,21,7,1

R.5:1,9,17,1 R.6:1,3,2,1 R.7:1,11,13,16,12,1 R.8:1,6,15,23,1
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Table 5.3: Benchmarks on CVRP-P-Series [21] and SQ-Series [100] problems

Bgt. Monitors Opt. (sec.) Heur. (sec.)
PI Pn16K8; see. Appendix for (near) optimal routes

20 [1,14,16] 6.522 (0.005) 6.522 (0.007)
50 [1,6,11,12,13,14] 3.61 (0.058) 3.61 (0.06)
100 [1,4,6,8,10,11,12,13,14,16] 2.04 (0.16) 2.04 (0.19)
PI Pn19K2; see. Appendix for (near) optimal routes

20 [1,6,11] 9.9 (0.005) 9.9 (0.007)
50 [1,6,8,11,12,18] 5.55 (0.07) 5.55 (0.08)
100 [1,4,8,11,12,13,14,18,19] 3.25 (0.36) 3.25 (0.358)
PI Pn22K2; see. Appendix for (near) optimal routes

20 [1,11,14,20] 9.261 (0.025) 9.261 (0.032)
50 [1, 2, 12,13,14,20,22] 5.043 (0.165) 5.05 (0.180)
100 [1,2,4,6,10, 12,13,14,20,21,22] 3.174 (2.89) 3.348 (0.506)
PI Pn23K8; see. Appendix for (near) optimal routes

20 [1,11,14,20] 7.16 (0.035) 7.2 (0.045)
50 [1,2,12,13,14,20,23] 3.93 (0.29) 3.95 (0.325)
100 [1,2,4,10,11,12,14,16,20,21,22,23] 2.43 (6.35) 2.667 (0.351)
PI Pn40K8; see. Appendix for (near) optimal routes

20 [1,11,18,30,37] 11.5 (0.135) 11.5 (0.17)
50 [1,10,11,18,23,25,27,37] 7.682 (59.378) 9.341 (8.973)
100 [1,2,5,11,18,20,22,25,27,30,32,37,39]* 6.11 (5.969)
PI Pn70K10; see. Appendix for (near) optimal routes

20 [1,16,24,50] 14.095 (0.184) 14.095 (0.165)
50 [1,16,36,43,50,56,66] 9.286 (183.3) 11.57 (12.586)
100 [1,2,5,11,18,20,22,25,26,27,30,32,37,39]* 8.857 (11.783)
150 [1,4,9,15,23,43,49,56,59,69,70]* 7.012 (11.02)
200 [1,8,9,13,16,20,23,28,30,33,37,43, 50,52,66,69]* 5.512 (11.431)
PI SQ1; see. ref. [193] for (near) optimal routes

300 [1,5,6,16,21,22,34] 7.162 (2.247) 7.378 (18.313)
400 [1,5,6,16,21,22,26,34] 6.378 (17.703) 6.594 (14.705)
500 [1,2,6,8,15,17,21,22,34] 5.514 (382.70) 5.703 (9.244)
PI SQ2; see. ref. [193] for (near) optimal routes

300 [1,3,16,21,38,45,50,51] 8.0 (149.31) 8.342 (39.061)
400 [1,5,16,22,35,38,47,50,51]* 7.621 (35.866)
500 [1,5,6,17,26,40,45,47,50,51]* 7.018 (28.075)
PI SQ3; see. ref. [193] for (near) optimal routes

300 [1,6,16,25,28,66,67,68]* 8.852 (9.808)
400 [1,6,17,19,21,30,40,66,67,68]* 8.241 (9.971)
500 [1,4,5,16,38,45,63,64,66,67,68]* 7.684 (9.517)
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Pn40K5 (near) optimal routes:

R.1:1,12,17,30,22,35,31,10,39,1 R.2:1,28,9,32,27,8,24,25,7,1

R.3:1,13,18,38,16,34,40,11,6,1 R.4:1,9,5,20,14,26,15,1

R.5:1,2,23,29,4,37,36,21,3,33,1

Pn70K10 (near) optimal routes:

R.1:1,8,36,54,15,60,20,9,1 R.2:1,2,44,42,43,65,23,63,69,1

R.3:1,12,67,66,39,59,1 R.4:1,4,45,25,50,57,24,64,17,52,1

R.5:1,11,32,56,19,51,33,1 R.5:1,5,32,3,34,43,65,23,63,69,7,1

R.7:1,18,41,10,40,13,27,1 R.8:1,29,62,22,70,37,48,49,1

R.9:1,46,28,53,35,47,68,1 R.10:1,30,6,38,61,21,16,58,14,55,1

5.5.1 Accuracy

Table 5.3 compares the accuracy of the heuristics against optimal weighted average energy con-

sumption. VRP routes of the problem instances are computed using a solver from the other

research works [193]. The reference of the solution is provided for each instance. Monitors column

depicts the heuristic solution corresponding to the budget as shown in column Bgt. The columns

Opt. and Heur. depict the optimal and heuristically obtained minimum weighted average energy

consumption respectively along with the computation time. Optimal solution generation time for

few larger problem instances exceeds maximum run-time (12 hours) in an Intel core i7 machine,

so they are omitted in Table 5.3. The parameters of the experiments are: (i) maximum sz size =

100000, (ii) k = 5 and (iii) cnv = 3. Max. iteration (ite) is 1000000. Table 5.3 demonstrates that

the heuristic yields good-quality near-optimal solutions faster.

5.5.2 Performance

Table 5.3 indicates the bene�ts of the heuristics for large problem instances. However, no single set

of parameter values can yield the best solutions for all problem instances. To analyze the trade-

o� between solution accuracy and computing time, Pn70K10 is further analyzed with budget

150. Figure 5.4 compares the minimum weighted average energy consumption against the elapsed

computing time for various parameter combinations. Di�erent cnv, k and sz combinations are

tested. A large ite value is used to achieve convergence to near-optimality in all cases. Best

solution is picked from 8 runs. Figure 5.4 depicts faster convergence for higher cnv values. In

contrast, large k and sz produce better solutions but increase the time. In this problem instance,
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Figure 5.4: Performance comparison of heuristics with di�erent parameters

parameters cnv=3, k=5 and sz=160000 provide the best trade-o�.

5.5.3 Distributed Solutions

Table 5.4 presents experimental results from a few larger problem instances in distributed setup

(with 3, 4 or 5 decision makers) where participants collaborate to deploy monitors. Individual

budget of each participant and the resulting weighted average energy consumption are presented

in columns Bgt. and Avg. Column Contributions shows the share of individual budgets. The

number before bracket [] indicates a monitor while the comma separated values inside denote the

contribution of each decision maker. The best solution is selected from 8 runs. Figure 5.5 shows

a comparative analysis of the proposed algorithms for the �rst 3 problem instances in Table 5.4.

The c-x (e.g. c-50) denotes a centralized setup to �nd optimal solution using exact algorithm with

known budget `x' over a problem instance. Likewise, h-x refers to the use of heuristics in centralized

setup. In the distributed setup, the total budget is split among participants. For example, 5-10-15-

20 denotes individual budgets for 4 decision makers. The column chart denotes weighted average

energy consumption on primary y-axis. The secondary y-axis depicts the computation time via

an area chart. The peak of the area denotes the solving time in seconds. Few experiments (e.g.

c-100 for Pn40K5 PI) have been preemptively stopped after a 12 hour time limit. In general,

the results indicate that the distributed technique is able to achieve similar accuracy compared

to the centralized heuristic. However, its computation time is longer as the consensus generation

needs multiple iterations among participants. Figure 5.5 shows that for a comparatively small total

budget (of all decision makers), the negotiation takes longer to reach consensus. This indicates that
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Figure 5.5: Comparative study of the proposed algorithms

the constrained distributed budget may lead to higher contribution mismatch among individually

selected monitors.

5.5.4 Advantages and Limitations

In this chapter, we �rst elaborate a centralized heuristic technique to determine near-optimal mon-

itor locations. Then we propose a collaborative monitor deployment technique where participating

decision makers decide over the locations for monitors without explicitly sharing their available in-

dividual budgets to a central entity. Concerning the advantages and limitations, most importantly,

the proposed approach o�ers an e�cient procedure to near-optimally solve the monitor deployment

problem in distributed setting. It also o�ers task decomposition by splitting the main problem

along with the iterative use of heuristic technique locally at each participant side. In this regard,

our experiments show that the technique produces good quality solutions. The approach allows

each distributed participant to compute solutions of allocated sub-problems using less memory and

computation time compared to centralized setting while using their own suitable parameter values

to execute the heuristics.

However, overall solution generation for the MDP instances needs longer time with increasing

number of participants and dissimilar available deployment budgets. Also, as the benchmark

results indicate that the centralized setting produces better quality near-optimal solutions for

MDP instances compared to the distributed setting.
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5.6 Summary

This chapter elaborated a budget constrained monitor deployment problem. In this problem setup,

distributed decision makers with individual budgets collaborate to minimize weighted average en-

ergy consumption in the data communications. A collaborative multi-round risk reduction ap-

proach was proposed along with a distributed heuristic technique to reach a near-optimal solution.

As such, each participant determines monitor locations combining its own budget along with es-

timated deployment budgets for other participants. Over a number of iterations, each participant

aims at reducing the error in the budget estimation of others. However, distributed data shar-

ing requires addressing other aspects, such as secure communication, analysis of information gain,

guarantee of honest participation, etc. All these aspects represent potential future work directions.

Another relevant direction is to conduct a statistical analysis on energy consumption speci�c to

various SCN deployments.
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Chapter 6

Collaborative Plan Execution

Monitoring Problem

Nowadays, numerous computing devices and sensors capture live local events and de-

liver pertinent information to distant data center(s) using advanced communication

technologies. At the data center, event related information comes as data stream.

So, it requires quick processing to extract complex interesting relationships among

the events. Interesting cause-and-e�ect relationships among events can be re�ected

as association rules. In this chapter, we handle incremental mining of interesting as-

sociation rules over the data stream. The proposed approach presents an e�cient

technique to update association rules through a pre�x tree data structure. The latter

stores a subset of simultaneously occurring events based on their frequencies of recent

appearance. Furthermore, we also present a collaboration strategy whereby willing

participants can jointly perform incremental generation of these association rules by

partially storing the original pre�x tree structure in their servers. The proposed ap-

proach is substantially less computation intensive in compare to previous e�orts.

6.1 Introduction

As the next generation enterprises are transforming toward digital businesses [2], stream data

analysis and mining are turning crucial for early detection of faults, performance measurement,

trend analysis and other diagnostics. Frost and Sullivan, a renowned market research organization,

predicts 3.5 times growth in mobile data monitoring market revenue from 2013 to 2020 [84]. A
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recent Gartner report also declared that one fourth of the global �rms will incorporate big data

analytics by 2016 [72]. The applications of such analysis include remote monitoring of network

performance, supply chain execution, oil-�eld and pipeline operations, health data industries, etc.

[2]. Large cap companies, such as Accenture, Google, Microsoft, etc., also admit the necessity and

importance of this paradigm shift to track and trace important business parameters [2, 112, 194].

Stream data requires quick processing to extract relevant events and their relationships. Let

us consider an example of a monitoring system that o�ers alerts for possible delays on the delivery of

urgent medical aid by an organization. In such a system, deployed devices and sensors continuously

report tra�c status, weather conditions, patient's medical condition and other information to the

data center of the planning organization. This continuously reported data needs quick analysis, in

an online manner, to prioritize deliveries and to avoid any possible delays. Therefore, analysis and

mining of stream data may reveal hidden relations among recent events which, in turn, can help

in decision making while executing business operations.

Classical data mining algorithms assume the presence of data in conventional databases

where mining is performed centrally by accessing stored data multiple times and using powerful

processors. There exists no strict time constraint to produce the output. In contrast, data streams

are incessant and unbounded where timestamped events arrive at a high-speed. Thus, it requires

an alternative methodology. Furthermore, the frequencies of various events are also expected to

change over time which create a drift on the statistical properties of the events (also called concept

drift) and their associations. Therefore, online mining of interesting and useful association rules

exhibits great interest and complex challenges.

Data stream can be presented as a sequence of a timestamped set of simultaneous events

which is also known as transaction. A set of events denotes an itemset where each item represents

an event. So, a data stream can be treated as a temporal sequence of itemsets. The stream

of distinct events is commonly treated as moments [190]. Moments help in understanding the

distribution of frequencies for elements, analyzing stream properties and extracting stream related

knowledge [190]. Figure 1.3 depicts an example of such a sequence of data stream transactions.

Data streams are usually mined using landmark, damped or sliding window model. In a landmark

model, data is captured from a de�ned point of time. In the damped model, newer transactions

have higher contribution in the mining process. The sliding window model considers a transaction

valid as long as it is fresh. The freshness is determined by a window size (denoted by τ) [48].

In this chapter, we investigate frequently associated events using Association Rule Mining

(ARM). We propose a generic and e�cient incremental stream mining approach to �nd selected

association rules among the dependent events from a sliding window. The proposed approach

155



progressively extracts interesting association rules from a stream using a sliding window model.

Furthermore, as depicted in Figure 1.3, we extend this approach to collaboratively extract these

rules in multiple subsets using a number of servers. The servers collectively reduce the individual

stream processing load and allow handling large number of events during a sliding window up-

date. Few additional entities, namely helpers, are used to schedule the collection and mining of

association rules in such distributed setting.

The existing research e�orts, as reviewed in Section 2.2.3, only focus on the itemset mining

which extracts frequent itemsets. In contrast, we present a hybrid technique that incrementally

computes a large portion of interesting association rules by traversing a pre�x tree structure. The

rest of the rules are then iteratively generated from these incrementally generated rules. The

incremental rule generation technique performs a selective depth-�rst search while pruning the

pre�x tree simultaneously. In distributed setting, collaborative participants partially mine sub-

trees of this pre�x tree (as constructed in centralized setting) to �nd association rules of individual

interest. They locally execute the proposed hybrid technique over their respective sub-trees. In

this respect, the contribution of this work can be stated as follows:

� We present a generic and e�cient incremental data stream mining technique to �nd inter-

esting association rules among co-occurring events.

� We present a distributed approach where multiple servers collaboratively participate in gen-

erating association rules.

� We experimentally show that the proposed techniques perform better than some existing

techniques over various known datasets.

The rest of the chapter is organized as follows. In Section 6.2, we present the problem statement.

Section 6.3 analyzes various properties and requirements for the generation of association rules.

Section 6.4 presents the proposed approach in a centralized setting. Section 6.5 elaborates a

collaboration technique to perform the association rule mining in multiple servers. The section

also analyzes the scope of such distribution and associated redundancies. Section 6.6 provides

benchmarks on the performance of the proposed approaches over known datasets. We summarize

our �ndings in Section 6.7 along with future research directions.

6.2 Problem Statement

Let us assume that a �nite set of all possible items (also called alphabet) is represented by A =

{e1, e2, . . . , en}. Then, in a sliding window of size τ , a momentary association among two mutually
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exclusive sets of items X and Y (X,Y ⊂ A) is de�ned by two thresholds. First, X ∪ Y should

appear at least smin times within the most recent τ transactions. Second, X ∪ Y should appear

at least cmin fraction of times X appears. These two thresholds, smin and cmin, are named as

minimum support and minimum con�dence respectively. An association rule that satis�es both

thresholds is known as strong association rule. In data mining, X and Y are called antecedent

and consequent respectively. A strong association rule between X and Y is denoted by X → Y . In

event monitoring, we search speci�c association rules which satis�es another additional threshold.

We interested in selected strong association rules where the product of individual occurrences

of X and Y is less than the co-occurrences of X ∪ Y within most recent τ transactions. This

threshold is known as lift. The lift is a ratio between the con�dence of the association rule over

the unconditional probability of appearance for the consequent (Y ). In this chapter, we investigate

mining of association rules over stream data especially where lift is greater than 1. We call them

interesting association rules or interesting rules.

Wu et al. [243] elaborates momentary support and momentary con�dence of an itemset

over timestamped stream using a lifetime function lj . At a timestamp tj , lj maps the domain

of alphabet A to the co-domain of a set of timestamps (TS). The latter can be expressed as

{ti ∶ j − τ < i ≤ j; ti ∈ TS}. The output of function lj is a set of timestamps which corresponds to

the appearances of an element of A within most recent τ transactions. For example, considering

τ = 10, in Figure 1.3, l10(a) = {t3, t5, t7, t9} and l10(b) = {t2, t3, t4, t5, t6, t7, t8, t10}. Using lifetime

function momentary support (supj), momentary con�dence (confj) and momentary lift (liftj) of

itemset X can be expressed as follows:

supj(X) = ∣ ⋂
e∈X

lj(e)∣;X ⊆ A (6.1)

confj(X → Y ) =
supj(X ∪ Y )

supj(X)
;X,Y ⊂ A (6.2)

liftj(X → Y ) =
τ × supj(X ∪ Y )

supj(X) × supj(Y )
;X,Y ⊂ A (6.3)

From Eq. (6.1), it can be seen that supj(X) ≥ supj(X ∪ Y ). It is also called apriori property.

Therefore, each interesting association rule must satisfy the following thresholds:

(i) supj(X ∪ Y ) ≥ smin.

(ii) confj(X → Y ) ≥ cmin.

(iii) liftj(X → Y ) > 1.

X,Y ⊂ A and X ∩ Y = ∅.
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We denote these interesting association rules as X
l
Ð→ Y . Subsequently, we denote invalid associa-

tion rule and invalid interesting association rule amongX and Y asX ↛ Y andX
l
ÐÒÐ→ Y respectively.

If momentary support of an itemset is greater than or equal to smin (supj(X) ≥ smin) itemset X

is called frequent. Otherwise, itemset X is infrequent. If itemset X is present in all transactions

of the sliding window, we call it omnipresent. Furthermore, if frequent itemset X has a superset

X ∪ Y that has same support of X and there is no superset of X ∪ Y with the same support of

X ∪ Y , then we call X and X ∪ Y as itermediate itemset and closed itemset respectively. If X

denotes a set of items identi�ed as {a,b,c}, we often represent it as �abc�. Similarly, X ∪ Y is

referred as XY in short form throughout this chapter.

Association rules can be categorized based on the number of items in antecedent and conse-

quent. A [1−1] association rule refers to the relationship among two single items at the antecedent

and the consequent which also respects thresholds (i) and (ii). Similarly, in an [n − 1] association

rule, the antecedent and the consequent are a set of multiple items (up to n) and single item

respectively. Accordingly, we may also categorize [1 − n] and [n − n] association rules. Ideally

[n−n] association rules includes all [1− 1], [n− 1], [1−n] rules as well. However, in this chapter,

we depict them separately to explain the notion assuming n > 1.

6.3 Requirements Analysis

Table 6.1 presents an example of requirements for the minimum support of XY to generate rule

X
l
Ð→ Y over a sliding window of size 10 where the minimum support and minimum con�dence are

3 and 0.7 (or 70%) respectively. The values are shown in four distinct regions of colors. The cell

color gray with cell value `F' indicates that no interesting rule can be found with the corresponding

supports of X and Y in the given setting. The cell color green denotes that, in this setting, it

Table 6.1: Minimum requirements of supj(XY ) for supports of X and Y

Y τ ∶ 10, smin ∶ 3, cmin ∶ 0.7

supj 3 4 5 6 7 8 9 10 Evaluation Criteria
3 3 3 3 3 3 3 3 F Threshold (i)
4 3 3 3 3 3 4 4 F
5 F 4 4 4 4 5 5 F
6 F F 5 5 5 5 6 F Thresholds (i) & (ii).
7 F F 5 5 5 6 7 F
8 F F F 6 6 7 8 F
9 F F F F 7 8 9 F Thresholds (i), (ii) & (iii)

X

10 F F F F F F F F
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is enough to evaluate threshold (i) to form an interesting rule since threshold (ii) and (iii) are

already satis�ed. Similarly, cell color yellow indicates that, it requires satisfying threshold (i) and

(ii) to form an interesting rule since threshold (iii) is already satis�ed. Only the region marked

with light-blue requires evaluating all three thresholds. In the incremental mining of interesting

association rules identi�cation of these regions is crucial for faster evaluation of a candidate rule.

6.3.1 Properties of Interesting Association Rules

To perform incremental mining of (interesting) association rules, we utilize the following properties

of the rules. These properties, as observed from the aforementioned thresholds, reduce the scope

of rule search and the requirements of evaluation between antecedent and consequent.

Given a set of items {a,b,c,d}, confj({a,b,c} → {d}) ≥ confj({a,b} → {c,d}) ≥ confj( {a}

→ {b,c,d}). Thus, the con�dence of rules generated likewise from the same itemset has an anti-

monotonic relationship. Function confj generates an anti-monotone with respect to the number of

items at the right hand side of the rule. We may notice that {a,b,c} → {d} is an [n−1] association

rule. So, if confj({a,b,c} → {d}) does not hold, there exists no association rules among the items

in {a,b,c,d} at the higher order [n − 2], [n − 3], etc. where the consequent is a superset of {d}. It

signi�cantly reduces the scope of the rule search. Property 1 mathematically captures our interest.

Property 1. Given itemsets X, Y and Z, frequent itemsets X, XY , XZ and XY Z relate through

an anti-monotonic relationship such that if X ↛ Y or X ↛ Z or XY ↛ Z or XZ ↛ Y then

X ↛ Y Z.

Proof. For an association rule X → Y Z, it requires to meet threshold (ii). If supj(XY Z)
supj(X) ≥ cmin

then following constrains must be respected (using apriori property).
supp

j (X∪Y )
supp

j (X)
≥ cmin,

supp
j (X∪Z)

supp
j (X)

≥ cmin,
supp

j (X∪Y ∪Z)
supp

j (X∪Y )
≥ cmin and

supp
j (X∪Y ∪Z)

supp
j (X∪Z)

≥ cmin

The aforementioned four relations indicate four association rules X → Y or X → Z or

XY → Z or XZ → Y respectively. Therefore, if one of them is invalid then X → Y Z does not meet

threshold (ii).

Property 2 helps in pruning the scope of search for interesting association rules among frequent but

non-omnipresent itemsets. In a short period of time, as captured by a sliding window, a number of

events can be always seen in every transaction. For example, in practice, weather condition may

remain hostile for a whole day. Property 2 indicates that such omnipresent events are not relevant

to form interesting associations among two sets of recent events.

159



Property 2. No association rule may have lift greater than 1 if its antecedent and/or consequent

itemset is omnipresent.

Proof. An interesting association rule X
l
Ð→ Y must satisfy threshold (iii). If supj(X) or supj(Y )

is present in all transactions then its support is τ . Since, supj(XY ) ≤ supj(X) and supj(XY ) ≤

supj(Y ). Then,
τ×supj(XY )

supj(X)×supj(Y ) cannot be greater than 1.

An aim of measuring interest in a rule is to quantify current co-occurrence of events against

random simultaneous occurrences. An intermediate itemset X which is a subset of its closed

frequent itemset XY indicates such co-occurrence. Therefore, a relationship between X and Y

is always considered as interesting association rule, as indicated by Property 3, unless X or Y is

omnipresent. During the rule search among frequent itemsets, in a sliding window, Property 3

reduces the evaluation requirements for X
l
Ð→ Y once we �nd an intermediate itemset X and its

closed frequent itemset XY .

Property 3. Given an intermediate itemset X and a closed frequent itemset XY that have same

support, there exists always a rule X
l
Ð→ Y if Y is not omnipresent.

Proof. Since, X, Y and XY (apriori property) are frequent then it satis�es threshold (i). Since,

supj(X) = supj(XY ) then it always satis�es threshold (ii). In this context, liftj(X → Y ) can be

simpli�ed as τ
supj(Y ) . Then, if Y is not present in all τ transactions, liftj(X

l
Ð→ Y ) > 1, which

meets threshold (iii).

Property 4, Property 5 and Property 6 extend the concept of Property 3. They dictate

similar conditions to mine interesting association rules. Our main interest, in these contexts, is

to make use of co-occurring events through these properties to improve the performance of the

incremental rule search algorithms. Property 6a. o�ers a unique performance improvement for the

proposed search. From Eq. 6.1, Eq. 6.2 and Eq. 6.3, it is clear that the evaluations of di�erent

thresholds require counting supports for the involved itemsets. In a large sliding window, counting

support each time for various itemsets adversely impacts the search performance. In this context,

Property 6a. signi�cantly reduces the load of support evaluation for some itemsets.

Property 4. Given intermediate itemsets X, XY and a closed non-omnipresent frequent itemset

XY Z, all have same support, X
l
Ð→ Y Z, XY

l
Ð→ Z, XZ

l
Ð→ Y , X

l
Ð→ Y and X

l
Ð→ Z are all valid

interesting rules except the case(s) where consequent(s) are omnipresent.

Proof. Using Property 1 and Property 3.
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Property 5. Given an itemset X, an intermediate itemset XY and a non-omnipresent frequent

closed itemset XY Z such that supj(XY ) = supj(XY Z), following can be found true:

a. X
l
Ð→ Y ⇒ X

l
Ð→ Y Z

b. X
l
ÐÒÐ→ Y Z ⇒ X

l
ÐÒÐ→ Y

Proof. (a.) If X
l
Ð→ Y meets thresholds (i), (ii) and (iii), Since supj(XY ) = supj(XY Z) then the

relation X
l
Ð→ Y Z meets thresholds (i) and (ii). Now, τ×supj(XY )

supj(X)×supj(Y ) ≤
τ×supj(XY Z)

supj(X)×supj(Y Z) since

supj(Y ) ≥ supj(Y Z) then X
l
Ð→ Y Z meets threshold (iii) also.

(b.) Similarly, if X
l
ÐÒÐ→ Y Z, it does not meet thresholds (i), (ii) or (iii). Since supj(XY ) =

supj(XY Z), therefore, if X
l
ÐÒÐ→ Y Z does not meet threshold (i) or (ii) then X

l
ÐÒÐ→ Y also does not

meet the same threshold. Given, τ×supj(XY Z)
supj(X)×supj(Y Z) ≥

τ×supj(XY )
supj(X)×supj(Y ) , if X

l
ÐÒÐ→ Y Z does not satisfy

threshold (iii) then X
l
ÐÒÐ→ Y also does not satisfy the same.

Property 6. Given an intermediate itemset X and a closed frequent itemset XY such that

supj(X) = supj(XY ), the following can be found true with itemset XY Z:

a. supj(XZ) = supj(XY Z)

b. XY
l
Ð→ Z ⇒ X

l
Ð→ Y Z

c. X
l
ÐÒÐ→ Y Z ⇒ XY

l
ÐÒÐ→ Z and X

l
ÐÒÐ→ Y Z ⇒ X

l
ÐÒÐ→ Z

Proof. (a.) Given supj(X) = supj(XY ), Y occurs in every transaction where X occurs over

the sliding window tj . Now, if X and Z co-occur only among a subset these transactions then

supj(XZ) = supj(XY Z).

(b.) XY
l
Ð→ Z meets thresholds (i), (ii) and (iii). Since supj(X) = supj(XY ) then relation

X
l
Ð→ Y Z meets thresholds (i) and (ii). Now, τ×supj(XY Z)

supj(XY )×supj(Z) is less or equal to
τ×supj(XY Z)

supj(X)×supj(Y Z)

since supj(Z) ≥ supj(Y Z). Thus, interesting rule X
l
Ð→ Y Z meets threshold (iii) also.

(c.) Similarly, if X
l
ÐÒÐ→ Y Z, it does not meet threshold (i), (ii) or (iii). Since supj(X) =

supj(XY ), if X
l
ÐÒÐ→ Y Z does not meet threshold (i) or (ii) then X

l
ÐÒÐ→ Y also does not meet the

same threshold. Since τ×supj(XY Z)
supj(X)×supj(Y Z) ≥

τ×supj(XY Z)
supj(XY )×supj(Z) , if X

l
ÐÒÐ→ Y Z does not satisfy thresholds

(iii), then XY
l
ÐÒÐ→ Z also does not meet the same. Likewise, since supj(XZ) = supj(XY Z) and

supj(Z) ≥ supj(Y Z), X
l
ÐÒÐ→ Y Z also implies X

l
ÐÒÐ→ Z.

Now, if a set of items (Y ) occurs less than τ × cmin in a sliding window and yet forms

association rule X → Y with itemset X, we consider such an association rule interesting. Property

7 indicates the reason behind. From the perspective of rule search, the property is important

161



since it reduces the evaluation requirement of threshold (iii) where the consequent is less than

a particular constant value. Table 6.1 supports the property as one may notice that where the

support of consequent Y is less than 7 (10 × 0.7), evaluation criteria does not require checking

threshold (iii).

Property 7. Given itemsets X, Y and their frequent superset XY , rule X
l
Ð→ Y is valid if X is

not omnipresent, confj(X
l
Ð→ Y ) ≥ cmin and supj(Y ) < τ × cmin.

Proof. Given X, Y and XY are frequent, supj(XY ) meets threshold (i). Since confj(X
l
Ð→ Y ) ≥

cmin, it is a valid association rule. Finally, given, supj(Y ) is less than τ × cmin, supj(Y ) is also

less than τ ×
supj(XY )
supj(X) since supj(XY )

supj(X) ≥ cmin. Then, τ×supj(XY )
supj(X)×supj(Y ) > 1 as support of X cannot

exceed τ . This satis�es threshold (iii), i.e., liftj(X
l
Ð→ Y ) > 1 .

6.3.2 Identi�cation of Interesting Association Rules

The relations between various itemsets within an alphabet can be presented using lattice [136]. A

lattice is a fundamental and general algebraic structure to represent a partially ordered set which

is often drawn using Hasse diagram1. A lattice is denoted by ⟨L,∨,∧⟩ where L is a non-empty set

that supports binary OR and binary AND operations over L. From an alphabet A, a lattice can

be derived using a partially-ordered set (L,⪯) by considering X ∧ Y= X ∩ Y and X ∨ Y= X ∪ Y

for any X,Y ∈ L. In lattice theory, X ∧ Y is called as in�mum, meet or greatest lower bound.

Similarly, X ∨ Y is termed as supremum, join or least upper bound. So, the lattice for A contains

all possible subsets of A. Thus, a full lattice representation with its all feasible itemsets can be

extremely large. Storing such a lattice is memory consuming and often unnecessary in our context.

So, we prune the lattice using support threshold by removing itemsets that have support less than

minimum support threshold. The resulting structure is a partial lattice or meet-semilattice [136].

A meet-semilattice only respects the meet (or greatest lower bound) constraint in the de�nition of

lattice.

Figure 6.1 depicts a Hasse diagram of a meet-semilattice of itemsets and their support from

the �rst sliding window of the example presented in Figure 1.3. The meet-semilattice is presented

for minimum support 3 and minimum con�dence 0.7. The root of the lattice is denoted as ∅ in

similarity to the common practice. Level 1 (L1) at Figure 6.1(a) presents all �ve single items of the

alphabet in a strictly alphabetical order. Then, at each level, frequent itemsets of size of its level are

captured using the same alphabetical order along with their supports in the sliding window. The

infrequent itemsets or their supersets are not captured since a superset of an infrequent itemset is

1https://en.wikipedia.org/wiki/Hasse_diagram
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(a) Meet-semilattice of frequent itemsets with interesting [n − 1] rules

(b) Interesting [n − 1], [n − n] and [1 − n] association rules with lift > 1

Figure 6.1: Interesting rules generated from the �rst sliding window of Figure 1.3

also infrequent (apriori property) and they cannot form an association rule. Itemset {e} is circled in

red, since it is omnipresent and thus cannot directly be antecedent or consequent of any association

rule having lift greater than 1. However, supersets of {e} should be evaluated as antecedent or

consequent of a rule if their supports are less than τ . It should be noted that, supports of {a}, {c}

and {d} are less than 7 (τ ×cmin). Using Property 7, every association rule having consequent {a},
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{c} and {d} or any of their supersets has lift greater than 1 unless they violates other properties.

A dotted straight line between every two itemsets of subsequent levels indicate failure to satisfy

threshold (ii). A continuous straight line is drawn otherwise. A black continuous arrow line shows

the [n − 1] interesting association rules (containing [1 − 1], [2 − 1] and [3 − 1] rules) between two

successive levels. At Figure 6.1(b), we evaluate feasible [1-n] and [n-n] interesting rules similarly

between every other levels among frequent itemsets that satisfy thresholds (i), (ii) and (iii). We

indicate them using green continuous arrow lines. We also �nd a [1-n] interesting rule {a} → {b,c,e}

between L1 and L4. Over a meet-semilattice, itemsets and rules can be searched using breadth-

�rst, depth-�rst or a hybrid search. In this chapter, we have decided to use a hybrid depth-�rst

search of rules since it may better take advantage of the properties during the traversal to shorten

the search time. Figure 6.1 depicts two [1-1] interesting rules {a}
l
Ð→ {c} and {c}

l
Ð→ {b}; three [2-1]

interesting rules: {a,b}
l
Ð→ {c}, {a,e}

l
Ð→ {c} and {c,e}

l
Ð→ {b}, one [3-1] interesting rule: {a,b,e}

l
Ð→

{c}, two [2-2] interesting rules: {a,b}
l
Ð→ {c,e} and {a,e}

l
Ð→ {b,c}, three [1-2] interesting rules: {a}

l
Ð→ {b,c}, {a}

l
Ð→ {c,e}, {c}

l
Ð→ {b,e} and one [1-3] interesting rule: {a}

l
Ð→ {b,c,e}.

6.3.3 Update of Interesting Association Rules

Table 6.2 depicts a set of general requirements of incremental update for interesting association

rules. There exist 12 update settings as identi�ed by U1-U12 based on increase and/or decrease of

two mutually exclusive itemsets namely X and Y along with their joint appearance, denoted by

XY , in the current sliding window. There can be one of two scenarios between X, Y and XY based

on whether they have already formed a rule or not. As the sliding window is updated, support of

X, Y and XY may increases by 1, decreases by 1 or remains una�ected. Assuming X, Y and XY

frequent in the current and next sliding windows, each row re�ects the evaluation requirements of

X, Y and XY for maintaining the current condition or changing it in one of the 12 update settings.

The big brackets ( . . . ), in Table 6.2, divide the evaluation requirements for an appropriate update

setting between requirements for satisfying con�dence and lift respectively. The symbol ς denotes

the current ratio of support for XY over the support for X, i.e. confj(X → Y ).

Let us consider that there exists an interesting rule between X and Y in the current sliding

window τj . Now if the support of X decreases in the next sliding window (τj+1) while the support

of Y and XY remain same, Table 6.2 shows that the existing interesting rule X
l
Ð→ Y is still valid in

the next sliding window and does not require any further evaluation. In contrast, if the support of

X increases in the next sliding window while the supports of Y and XY remain same, the existing

interesting rule requires two evaluations. If the current support of X is less than cmin

ς−cmin
or the

current support of Y is no greater to τς − τς
supj(X)+1 then, at the next sliding window τj+1, the
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Table 6.2: Incremental update requirements of selected association rules

Scenario: X
l
ÐÒÐ→ Y X

l
Ð→ Y

Update Requirement Requirement

U1 supj(X)
decreased

(ς ≥ cmin or supj(X) ≤
cmin

cmin−ς
) and

(supj(Y ) < τς +
τς

supj(X)−1
)

rule unchanged

U2 supj(X)
increased

rule unfeasible (supj(X) <
cmin

ς−cmin
) or (τς − τς

supj(X)+1
≤ supj(Y ))

U3 supj(Y )
decreased

(ς ≥ cmin) and (supj(Y ) < τς + 1) rule unchanged

U4 supj(Y )
increased

rule unfeasible τς − 1 ≤ supj(Y )

U5 supj(X),
supj(XY )
decreased

rule unfeasible (supj(X) <
1−cmin
ς−cmin

) or (τς −
τ(1−ς)

supj(X)−1
≤ supj(Y ))

U6 supj(X),
supj(XY )
increased

(ς ≥ cmin or supj(X) ≤
1−cmin
cmin−ς

) and

(supj(Y ) < τς +
τ(1−ς)

supj(X)+1
)

rule unchanged

U7 supj(Y ),
supj(XY )
decreased

rule unfeasible (supj(X) <
1

ς−cmin
) or (τς +1− τ

supj(X)
≤ supj(Y ))

U8 supj(Y ),
supj(XY )
increased

(ς ≥ cmin or supj(X) ≤
1

cmin−ς
) and

(supj(Y ) < τς − 1 +
τ

supj(X)
)

rule unchanged

U9 supj(X)
decreased,
supj(Y )
increased

(ς ≥ cmin or supj(X) ≤
cmin

cmin−ς
) and

(supj(Y ) < τς − 1 +
τς

supj(X)−1
)

((supj(X) > supj(Y ) + 1) and (τς − 1 +
τς

supj(X)−1
≤

supj(Y )))

U10 supj(X)
increased,
supj(Y )
decreased

(ς ≥ cmin and supj(X) ≥
cmin

ς−cmin
) and

(supj(Y ) < τς + 1 −
τς

supj(X)+1
)

(supj(X) <
cmin

ς−cmin
) or ((supj(X) < supj(Y ) − 1)

and (τς + 1 − τς
supj(X)+1

≤ supj(Y )))

U11 supj(X),
supj(Y )
decreased

(ς ≥ cmin and supj(X) ≥
1−cmin
ς−cmin

)

and (supj(Y ) < τς + 1 −
τ(1−ς)

supj(X)−1
)

(supj(X) <
1−cmin
ς−cmin

) or (τς + 1 −
τ(1−ς)

supj(X)−1
≤

supj(Y ))

U12 supj(X),
supj(Y )
increased

(ς ≥ cmin or supj(X) ≤
1−cmin
cmin−ς

) and

(supj(Y ) < τς − 1 +
τ(1−ς)

supj(X)+1
)

(τς − 1 +
τ(1−ς)

supj(X)+1
≤ supj(Y ))

existing interesting rule X
l
Ð→ Y is no longer valid. Now, τ and cmin are prede�ned values while the

supports for X, Y and ς change from one sliding window to other. Table 6.2 clearly demonstrates

that the proposed search procedure requires evaluating support for X, Y and ς, if needed, with

every progression of the sliding window. So, next, we focus on devising a single pass traversal over

a stored meet-semilattice to reveal interesting association rules.

6.4 Centralized Association Rule Mining

Rajaraman and Ullman [190] have mentioned that handling the speed of stream is a key challenge

for mining rules using high-complexity mining algorithm(s). In addition, associated data structures
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should also be managed prudently to quickly trace necessary information within a bounded memory.

In what follows, we propose an in-memory mining procedure to capture support of relevant items

using a bit matrix and a pre�x tree over the sliding window.

6.4.1 Itemset Scanning

Figure 6.2: Transactions in a bit matrix over sliding window

Transactions can be stored in horizontal or vertical layout. In a horizontal layout, each

row represents a transaction of items. Apriori-like algorithms often apply such layout to extract

frequent itemsets [211]. In the vertical layout, each row represents all occurrences of an event in

every valid transactions over the sliding window. It can be stored as a bit string. Algorithms

using vertical layout generally perform faster than horizontal ones when the sliding window size is

large [211]. Figure 6.2 depicts an incremental insertion of transactions from Figure 1.3 using a bit

matrix where data is stored in a vertical layout. Given a strictly prede�ned order of items in an

alphabet (e.g. a, b,⋯, e), occurrences of every item in a sliding window are stored as a separate

bit array through 1s and 0s. Items from every new transaction are stored column-wise at a column

indicated by a sliding pointer. In Figure 6.2, this designated column is marked in dark black

squares. The cell value 1 in a designated column denotes the presence of the corresponding item at

a transaction. Otherwise, cell value is kept 0. Once all transactions of a sliding window are �lled,

the sliding pointer denotes the oldest valid transaction which gets replaced by the new transaction.

This matrix is used to compute momentary support of an itemset. The computation procedure is

called scanning. To �nd support of an input itemset, scanning simply generates a new bit array of

the same size of sliding window using bit-wise �AND� operation among the rows corresponding to

every item from the input itemset. Then, it counts total number of 1s over the output bit array.

Scanning can be performed sequentially or hierarchically. When the sliding window size is large,

multiple bit arrays store the occurrences of an item. Thus, sequentially counting support can be
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slower. Hierarchical counting saves execution time and reaches time-complexity of approximately

O(log(τ)) using parallel processing. In addition, the total appearance of every item is separately

kept in an integer array, namely �sum�. The array is updated with every new transaction.

The aforementioned scanning is e�cient but it does not keep momentary support of any

itemset beyond the scanning procedure. Thus, with every new transaction, it requires applying

apriori or similar technique(s) to �nd frequent itemsets and thereafter computing association rules.

For an alphabet A of size n, total possible itemsets and association rules are 2n − 1 and 3n −

2n+1 + 1 respectively. In this regard, storing momentary support of relevant itemsets o�ers faster

computation of association rules. Therefore, we propose mining support for selective itemsets in a

pre�x tree variant for a set of preferred itemsets.

6.4.2 Data Structure

We introduce Partial Association Enumeration Tree (PAET) as a pre�x tree variant that mines

relevant itemsets and o�ers faster search for momentary (interesting) association rules.

De�nition 1. Partial Association Enumeration Tree: Over a sliding window of size τ , given a

strictly ordered set of alphabet (A,≺) and a root node ⟨∅, τ,−⟩, PAET can be de�ned recursively

as a collection of nodes starting from the root. Each PAET node nX is a triplet, denoted by

⟨X,supj(X), nX∖{e}⟩, which consists of an itemset X (X ∈ P(A) ∖ {∅}), its support supj(X) in

last τ transactions and a pointer to a node nX∖{e}. Node nX satis�es the following:

� ∣X ∣ = 1, or supj(X) ≥ smin − 1

� If nX has pointer to nX∖{e} then ∀e, e′ ∈ A, supj(X ∖ {e}) ≤min
e′∈A

supj(X ∖ {e′}).

P(A) denotes the powerset of the alphabet A while ≺ and ⪯ indicate strict and partial ordering

respectively. PAET keeps all single items in the �rst level just below the root and thus re�ects the

�sum� integer array (See. Section 6.4.1) in our implementation. Additionally, it keeps every node

where its current support is more or equal to smin − 1. The pointer associated to node nX always

tracks one of its parent nodes having the lowest support. Figure 6.3 depicts a PAET generation

from the �rst sliding window of Figure 1.3.

6.4.3 Gateway Analysis

Incremental association rule mining over a reasonable size of sliding window needs the PAET to

be constructed in memory for faster access [48] where every tree node represents an itemset. The

tree size and the node selection require special attention for incremental insertion and deletion.
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Figure 6.3: PAET generated from the �rst sliding window of Figure 1.3

The core challenge lies in constructing the tree to e�ciently search selected association rules in

every new window. To analyze an interesting association rule X
l
Ð→ Y quickly, momentary support

of node X, Y or XY should be accessed from the tree. Otherwise, it requires additional scanning

to compute support of needed itemset(s) in order to validate a rule with every new transaction

in the sliding window. This, in turn, makes the overall rule generation slower. So, we propose

inserting tree nodes representing itemsets at least one transaction before they can possibly meet

three thresholds of rule generation. Chi et al. have termed these nodes as Closed Enumeration

Tree (CET) gateway [48] while describing their tree data structure. In particular, the conditions

for insertion and deletion of new itemset (of size greater than 1) in a PAET are as follows:

� Insertion: Node nX corresponding to Itemset X is inserted in PAET if X is a subset of

current incoming transaction and it meets one of these two conditions:

(a) Leaf Insertion: The momentary support of X is computed greater or equal to smin −1,

i.e. supj(X) ≥ smin − 1, or

(b) Branch Insertion: A superset XY of X is found such that supj(XY ) ≥ smin − 1.

� Deletion: Node nX corresponding to Itemset X can be deleted from PAET if support of X

is reduced at the current sliding window and it meets one of these two conditions:

(a) Leaf Deletion: X denotes a leaf node and the momentary support of X is computed
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less than smin − 1, i.e. supj(X) < smin − 1, or

(b) Branch Deletion: There exists a subset of X, identi�ed as X ∖ Y , in PAET where

supj(X ∖ Y ) < smin − 1.

Notably, single items are never added or deleted at the tree. Only, their supports are updated with

every window update, if required. In this approach, node insertion and deletion di�er from the

common approaches of stream mining for frequent itemsets [42, 48, 223]. The itemset is stored in

PAET if and only if it can possibly be an antecedent or consequent of an association rule in the

next transaction. Leaf insertion or deletion deals with one node while branch insertion or deletion

handles multiple nodes. In branch insertion, supports of all new nodes are required to be evaluated.

Property 6a. is used to reduce the total number of evaluations using the scanning procedure.

6.4.4 Maximum Con�dence Analysis

The con�dence of an interesting association rule changes due to the update of the supports of

antecedent, consequent and their joint appearances. Therefore, in addition to mine the support

of each itemset X, we propose tracking their parent nodes also. The itemset represented by these

parent nodes can potentially generate [n − 1] association rule(s) with X. In order to track these

nodes, we use the pointer of the PAET node nX to point to one of its parent nodes that has

minimum support among all its parent nodes. These pointers help in determining the maximum

con�dence for [n− 1] association rules involving two mutually exclusive subsets of X whose union

is X itself. We elaborate the concept using a term Maximum Con�dence Rule (MCR).

De�nition 2. [n − 1] Maximum Con�dence Rule (MCR): An association rule X → Y is called

[n − 1] maximum con�dence rule of XY if and only if its antecedent X ⊂ XY , ∣XY ∣ − ∣X ∣ = 1 and

confj(X → Y ) has the maximum value of con�dence in compare with any antecedent X ′ (X ′ ⊂XY )

and consequent XY ∖X ′.

Let us consider itemset ACE of cardinality 3 in Figure 6.3. In the meet-semilattice, its parents

of cardinality 2 are {a,c}, {a,e} and {c,e} with support 4, 4 and 6 respectively. Therefore, either

{a,c} → {e} or {a,e} → {c} can be considered as a [n − 1] MCR for itemset ace. Similarly, {c} →

{b} is an [1− 1] MCR for itemset {b,c}. Extending the de�nition, {a,b} → {c,e} is a [n− 2] MCR

for {a,b,c,e}. The following conditions re�ect the importance of a [n − 1] MCR during a sliding

window update.

C1: If [n− 1] MCR of XY does not meet the minimum con�dence threshold, no association rule

can be constructed where the union of antecedent and consequent itemsets form XY .
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C2: If supj(X) = supj(XY ) then X → Y is a [n − 1] MCR of XY unless there already exists

another [n − 1] MCR of XY , X ′ → Y ′, where X ′ ∪ Y ′ =XY and supj(X
′) = supj(XY ).

C3: If X → Y is a [n−1] MCR of XY , increase in support of any subsets of XY except X holds

X → Y as MCR of XY in the next sliding window.

C4: If X → Y is a [n − 1] MCR of XY , decrease in support of X holds X → Y as MCR of XY

in the next sliding window.

C5: If X → Y is a [n − 1] MCR of XY , as tracked by the pointer of PAET node nXY , then

increase, decrease or no change in support at all the parent nodes of nXY together still holds

X → Y as MCR of XY in the next sliding window.

6.4.5 Incremental Update of Support and MCR

The incremental update of a PAET node occurs from one of the four input types: increase (+),

decrease (-), no change (0) or no impact (N) for any node in PAET. We call them transition triggers

denoted by a set IP . A traversal over PAET can be captured through these transition triggers

among a set of states. The following example elaborates the concept.

Let ξ− and ξ+ denote the oldest and the newest transactions. A powerset P(ξ−) indicates

all itesets a�ected by the outgoing transaction. For example, in Figure 1.3, at sliding window

τ2, ξ− represents the outgoing transaction {de}. Therefore, P(ξ−) represents {∅,{d},{e},{d,e}}.

Similarly, P(ξ+) is {∅,{c},{e},{c,e}}. A simple analysis reveals that there is no change of support

for all itemsets represented by P(ξ− ∩ ξ+). In this example, it is itemset {e}. However, the

momentary support increases for all itemsets denoted by P(ξ+) ∖ P(ξ− ∩ ξ+) (e.g. {{c},{c,e}}).

Conversely, the momentary support decreases for all itemsets denoted by P(ξ−) ∖ P(ξ− ∩ ξ+) (e.g.

{{d},{d,e}}). Also, there exists a large number of itemsets in the powerset of alphabet A, denoted

by P(A) ∖ P(ξ− ∪ ξ+), which are not impacted by the current update of the sliding window.

As the support of an itemset is updated, depending on various changes of its items, di�erent

actions are required to evaluate current rules and form the new ones. We �nd 15 di�erent states

(excluding initial and end state) which require various actions in relation to track change of support

and [n−1]MCR using the pointers. Figure 6.4 depicts all these states through a hybrid automaton.

Every state is identi�ed uniquely by a label Si and a set of symbols from IP . For example, state

S3 inherits symbols (+0)0∗. The symbol (+0)0∗ means that the corresponding itemset in PAET

has exactly one item whose support is increasing and at least one item whose support remains

same as it appears in both the outgoing and incoming transactions. The input legend of Figure

6.4 explains all the symbols in details.
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These 15 states can be categorized as one of the four groups as shown in Figure 6.4:

Figure 6.4: States and transitions for incremental update using Hybrid Automaton

� Support-Update States: In these states, support of X for a PAET node nX changes but

no pointer change is necessary since supports of all parent nodes of nX either increase or

decrease together (Condition C5). Representative states are S1, S2, S4, S−1, S−2 and S−4.

� Pointer-Update States: In these states, support X for the PAET node nX does not change

but the support of its one or multiple parent nodes changes. This leads to evaluating the

change for the pointer of nX . Representative states are S5, S6, S8, S−5 and S−6. As the

evaluation is costly for the memory and computation during the search, we investigate further

details of these requirements for incremental update:

171



� In states S5 and S6, if the pointer of nX points to the only parent node whose support

increases it requires investigating all parent nodes of nX to �nd the lowest support

value. Otherwise no pointer update is required (Condition C3).

� In states S−5 and S−6, if the pointer of nX does not point to the only node whose

support decreases, it requires comparing the support of that speci�c parent node with

the current parent node pointed by nX , to �nd the lowest support for the parent nodes.

Otherwise no pointer update is required (Condition C4).

� In state S8, the pointer of nX may point to the single parent node whose support is

increasing or the single parent node whose support is decreasing or one of the existing

parent nodes whose supports have no change. In the �rst case, it requires evaluating all

parent nodes of nX to �nd the lowest support value. In the second case, no evaluation is

necessary (Condition C4). Finally, in the third case, it requires comparing the support

of currently pointed parent node with the support of that speci�c parent node whose

support is decreasing in order to �nd out if the change of pointer is necessary.

� No-Update States: In these states, support of X in the PAET node nX does not change and

no update is required for the the pointer of nX as well. All items in X are associated to (0)

and/or (N) transition trigger(s). Representative states are S0, S7 and S9.

� Support-Pointer Update States: In these states, the support of X in the PAET node nX

changes. Also, its pointer, pointing to a parent node, may also change after comparing the

support from all its parent nodes.

� In state S3, there exists only one parent node of nX whose support does not change over

the update while the supports of other parent nodes increase. Thus, if the pointer of

nX points to a parent node whose support increases, it requires evaluating the support

of that speci�c parent node whose support does not change in order to �nd the lowest

support for the parent nodes. Otherwise no pointer update is required.

� In state S−3, there exists only one parent node of node nX whose support does not

change over the update while the support of others decreases. Thus, if the pointer of

nX points to that parent node, it requires investigating all parent nodes of nX to �nd

the lowest support value. Otherwise no pointer update is required.

Representative states are S3 and S−3.

The changes of support and pointers inside PAET nodes can be formally treated as side-e�ect for

the hybrid automaton described in Figure 6.4. We add an additional implicit transition trigger ε to
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IP in order to describe an implicit transition from a state to end state. Thus, IP can be denoted as

{+,−,0,N, ε} where every transition is a tuple ⟨si, γ, α, e, sj⟩ corresponding to a move from state si

to state sj based on an transition trigger e ∈ IP . If the evaluation of its underlying predicate γ = α

is true, sj represents a state where side e�ect takes place, if required as per program instruction.

Conversely, if γ = ¬α is true, sj denotes a state with no side e�ect. Therefore, in practice, we

may depict sj as one state where the evaluation of the predicate triggers the side e�ects inside the

state. Thus we �nd 15 states excluding the initial and the �nal states as depicted in Figure 6.4.

The following example presents a PAET traversal using this automaton.

Let us consider an update of the sliding window from τ1 to τ2 in Figure 1.3. Then, we may

construct an Update Set Pairs (USP) as: {(a,N), (b,N), (c,+), (d,−), (e,0)}. Then, in a depth

�rst search, we start searching �rst branch over PAET as depicted in Figure 6.3 as {a} ⇒ {a,b} ⇒

{a,b,c} ⇒ {a,b,c,e}. The �rst sequence of inputs is considered as ⟨([γ = α],N), ([γ = α],N), ([γ =

α],+), ([γ = α],0), ([γ = ¬α], ε)⟩, which we abbreviate as ⟨[α]N[α]N[α] + [α]0[¬α]ε⟩. We may

notice that each transition is guarded by a predicate and takes place for an input in IP . Each

input sequence �nishes at a leaf node as marked by [¬α]ε at the end of every input sequence.

However, in this example, the corresponding state transitions �nish in three steps: (step 1) from

initial state to S7 accepting ([γ = α],N), (step 2) from S7 to S9 accepting ([γ = α],N) and (step

3) from S9 to end state since S9 as enforced by an implicit transition to the end state irrespective

of the rest of the input sequence. In all visited states, required side e�ects take place. The search

algorithm learns from the transitions of the �rst input sequence and generates the second sequence

of inputs as: ⟨[¬α]N[α]+[α]0[¬α]ε⟩ which corresponds to searching {a} ⇒ {a,c} ⇒ {a,c,e}. Four

transitions occur here but no side e�ect takes place at PAET node na since the input N is preceded

by a predicate [γ = ¬α]. The depth-�rst search continues until node ne is reached.

6.4.6 [n − 1] Association Rule Tracking

The aforementioned hybrid automaton simpli�es the actions needed for rule generation during the

search process. Figure 6.5 depicts the connections between the states and the update settings.

In this bipartite graph, the set of states, at the up, shows the recipient states. The set of

update settings, at the bottom, presents di�erent requirements for interesting rule evaluations as

shown in Table 6.2. Each edge presents a collection of states from which a recipient state (the

current state of the automaton) can be reached where the corresponding update requirements are

needed to be evaluated. For example, state S−2 can be reached only from states S−1 and S−2 which

requires evaluation for update setting U11 at S−2. Update setting �NA� denotes that no action is

required. The exact choice of update settings for few transitions depends on the received inputs
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Figure 6.5: Selection of update settings for state transitions

as shown in Figure 6.5. For example, state transition from state S−4 to same state S−4 with input

[α]0 or [α]− leads to update setting U5 or U11 respectively.

Now, in U11, the supports of antecedent X, consequent Y and their joint appearance XY

all are reduced by 1, as identi�ed from Table 6.2. Further analysis of U11 reveals that, if �rst

two conditions, (ς ≥ cmin and supj(X) ≥
1−cmin

ς−cmin
), are true then new association rules can be

created or an existing rule remains valid between two itemsets corresponding to the originating

state (S−1 or S−2) and the recipient state S−2. However, in order to �nd an interesting association

rule with lift > 1 another condition (supj(Y ) < τς + 1−
τ(1−ς)

supj(X)−1) has to be satis�ed also. In case

of failure to satisfy the �rst two conditions, no association rule exists between those two speci�c

itemsets. If only the last condition does not hold, an association rule may exists but it is no

longer interesting. Table 6.3 elaborates the exact need of evaluation actions for association rule

generation, if necessary. The table is divided in two parts, namely (i) Existing Rules: when a

[n − 1] association rule (interesting or uninteresting) exists between corresponding itemsets, (ii)

Non-Existing Rules: when no [n − 1] association rule exists between corresponding itemsets. The

column �Current State� denotes the present state of the depth-�rst search process. The column

�Consequent Support Update� denotes update status, such as increase (+), decrease (-), no change

(0) or no impact (N) for the consequent. It should be noted that, for all [n − 1] association rules,

consequent is an itemset consisting of single item. Subsequently, two columns under �Evaluation

Requirements� discusses required actions conditional to previous status of an existing relation

between two itemsets. All actions can be only taken for guard [γ = α]. The following example

elaborates the necessary actions.

We take the same update of the sliding window from τ1 to τ2 in Figure 1.3. With update set
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Table 6.3: Requirements for incremental evaluation of confidence and lift

Line Current Consequent Evaluation Requirements
No. State Support Update confj(. . . ) liftj(. . . )

Existing Rules
1. S2 Any No Yes
2. S−2 Any Yes Yes
3. S3 Any No if (liftj−1(. . . ) ≤ 1)
4. S−3 Any Yes if (liftj−1(. . . ) > 1)
5. S4 (0) No if (liftj−1(. . . ) ≤ 1)
6. S−4 (-) Yes Yes
7. S−4 (0) Yes if (liftj−1(. . . ) > 1)
8. S4, S8, S−5 (+) No Yes
9. S5, S6, S9 (+) No if (liftj−1(. . . ) > 1)
10. S5, S8 (-) Yes Yes
11. S6 (N) Yes if (liftj−1(. . . ) > 1)
12. S−6 (N) No if (liftj−1(. . . ) ≤ 1)
13. S9, S−5 (-) No if (liftj−1(. . . ) ≤ 1)

Non-Existing Rules
14. S−5, S8 (+) Yes Yes
15. S−6 (N) Yes Yes
16. S2, S3, S4 Any Yes Yes

pairs {(a,N), (b,N), (c,+), (d,−), (e,0)}, let us consider traversing the meet-semilattice in Fig-

ure 6.1(a) for {b} ⇒ {b,c} ⇒ {b,c,e}. So, we construct the input to the hybrid automaton as

⟨[α]N[α] + [α]0[¬α]ε⟩. Now, when the search procedure reaches node nbc in PAET, the corre-

sponding transition in the automaton is state S7 to state S6. Now, S6 here can be reached with

consequent support update (+) from state S7 (denoting relation between {b} to {b,c}) as well

as consequent support update (+) from S1 (denoting relation between {c} to {b,c}). From the

meet-semilattice in Figure 6.1(a), it is clear that {b} ↛ {c} is not an association rule while {c}
l
Ð→

{b} is a valid interesting association rule for the minimum support and minimum con�dence of 3

and 0.7 respectively. No reevaluation of con�dence or lift is needed for {b} ↛ {c} as understood

from section of Non-Existing rules in Table 6.3. On the other hand, transition from state S1 to

S6 invokes update setting U2. Reevaluation of both the con�dence and the lift is needed for {c}
l
Ð→ {b} as found at line no. 11 in Table 6.3. As found in Figure 6.1(a), at sliding window τ2, {c}

→ {b} will be a valid association rule but its lift will be less than 1 which means it will no longer

remain as an interesting rule. Similarly, when the search procedure reaches node nbce in PAET,

the corresponding present state of in the automaton is still S6. This means revaluation of both

the con�dence and the lift is needed only for {c,e}
l
Ð→ {b}. As found in Figure 6.1(a), at sliding

window τ2, {c,e} → {b} will be only an association rule but its lift will be less than 1.
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Algorithm 8 PAET update algorithm for incremental mining of [n − 1] association rules

Require: PAET t−1, Stack⟨Map(itemset, parent, si)⟩
1: Constant: IP ∶ {+,−,0,N}, S ∶ {s−6, s−5, . . . , s0, . . . , s9}, MIN_SUP , MIN_CONF

2: Known: ξ−, ξ+; {//Outgoing and incoming transactions respectively}

3: Input: USP ⟨(item, ip)⟩ ←genUSP(ξ−, ξ+, IP ) {//item ∈ A}
4: Initialize: Push each (item, ip) of USP at Stack in reverse alphabetical order along with parent ∅ and

state sitem

5: Function updatePAET(USP , Stack) { {//Recursive update of PAET tree}

6: Pop top (itemset, parent, si) from Stack

7: Search corresponding node nitemset in PAET t−1

8: bool ← exists(nitemset)

9: if bool and si ∈ {s1, s2, s3, s4} then
10: Increase support of itemset at nitemset by 1

11: else if bool and si ∈ {s−1, s−2, s−3, s−4} and supt−1(itemset) >=MIN_SUP then

12: Decrease support of itemset at nitemset by 1

13: else if bool and si ∈ {s−1, s−2, s−3, s−4} and supt−1(itemset) ==MIN_SUP − 1 then

14: Remove node nitemset and all nodes in PAET t−1 representing superset of itemset; bool ← false

15: else if ¬bool and si ∈ {s1, s2, s3, s4} and supt(itemset) ==MIN_SUP − 1 then

16: Add new node nitemset in PAET t−1; bool ← true

17: end if

18: Update pointer for nitemset using Hybrid Automaton as described in Section 6.4.4

19: if con�dence(getMCR(nitemset)) ≥ MIN_CONF then

20: Update [n − 1] association rules incrementally using Table 6.3

21: end if

22: if bool then

23: children← getChilds((itemset, ip), USP )

24: Push each child in children at Stack in reverse alphabetical order with parent itemset and corre-

sponding state schild

25: end if

26: if ¬ empty(Stack) then

27: updatePAET(USP , Stack)

28: end if

29: }

6.4.7 Algorithm Design

In what follows, we present two algorithms to capture [n − n] association rules. The �rst

algorithm captures the incremental generation of all [n− 1] association rules while the second one

focuses a modi�ed apriori technique to generate [n − n] association rules. Additional �lters and

acceleration techniques are used to quickly capture interesting rules.

In every update of the sliding window, a new transaction (ξ+) arrives and an old transaction
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(ξ−) gets removed once the �rst sliding window is fully loaded. This forms a sequence of Update

Set Pair (denoted as USP) using genUSP function at Step 3. The genUSP function maps every

frequent item in alphabet and its IP type based on incoming and outgoing transactions. Thus, pair

(item, ip) in USP denotes whether a particular frequent item is increasing, decreasing, having no

change or under no e�ect. Next, at Step 4, each item of the USP is placed in reverse alphabetical

order into a Stack for further evaluation. The stack also keeps the parent for each item and its

corresponding state in the hybrid automaton. Each state has a prede�ned set of update instructions

for (i) node support, (ii) pointer handling, (iii) association rule evaluation, (iv) investigation of

non-existing association rules and (v) further tree traversal details. Function updatePAET (Step

6-Step 27) updates the PAET through a tail-recursion to perform a selective depth �rst search

using the stack. Inside updatePAET, traversal begins by popping the topmost pair out of the

stack. Algorithm 8 incrementally updates all feasible [n − 1] association rules. At Step 10 and

Step 12, it changes the support of itemsets. At Step 14 and Step 16, it adds or deletes PAET

nodes, as required. Step 18 presents the update of pointers for the existing nodes while Step 20

elaborates the reevaluation of all [n−1] association rules. The evaluation of association rules is only

performed when the con�dence of the MCR for its corresponding itemset passes the threshold of

maximum con�dence (Step 19). Finally, if further traversal is required for an itemset, its children

are generated using function getchilds. The children nodes are selectively added based on the need

for traversal using USP . Their states are also identi�ed using the hybrid automaton. Similar to

Step 4, new children nodes are reinserted into the stack in reverse alphabetical order to ensure

the depth-�rst search. This algorithm also relates between the search procedure and automaton

traversal. As the depth-�rst search progresses, the new input also performs the state transition

in the automaton until it reaches the end state as described in Section 6.4.4. We elaborate the

relation between tree traversal and state transition later in Section 6.4.8.

Algorithm 9 represents a modi�ed apriori rule generation procedure with two main adjust-

ments. First, it generates lifted association rules from the input of [n−1] association rules instead

of frequent itemsets. The apriori association rule generation is commonly performed using frequent

itemsets [7, 118]. Second, it applies the aforementioned properties (see Section 6.3.1) to search

these rules. The algorithm also applies a tail-recursion technique to subsequently generate all fea-

sible [n−n] rules from [n−1] association rules. The algorithm �rst searches all [n−2] association

rules from these input [n − 1] association rules. Next, it �nds [n − 3] association rules from from

the [n − 2] rules and so on. Additional �ltering is used to store only interesting association rules.

More precisely, the procedure begins with all [n− 1] association rules that are initially kept

in an array namely Rulelist. Each entry of the Rulelist is an alphabetically ordered map of rules.
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Algorithm 9 [n − n] association rule mining from [n − 1] association rules

Require: N21Map(⟨id, rule⟩) {//All [n-1] association rules}

1: Constant: WINDOW_SZ, MIN_CONF , MIN_LIFT ;

2: Initially: RuleList⟨Mapord(⟨id, rule⟩)⟩ ← sort(N21Map), N2NMap(⟨id, rule⟩) ← ∅;
3: Function N2NRuleGen(RuleList) { {//Modi�ed Apriori-based rule generation}

4: newRuleList⟨Map(⟨id, rule⟩)⟩ ← ∅
5: if sizeof(RuleList) >1 then

6: for level=1 to sizeof(RuleList) do

7: entrymap(⟨id, rule⟩) ← elementof(RuleList, level)

8: if ¬ empty(entrymap(⟨id, rule⟩)) then
9: visitList⟨id⟩ ← {}
10: for all antecedent ∈ parentsof(antecedentof(rule)) do
11: proposedRule← ⟨antecedent, consequentof(rule)⟩
12: if ¬ contains(visitList, proposedRule) then

13: Add getId(proposedRule) to visitList

14: bool ←verify(proposedRule) {//Use Properties 4a., 5a., 6b. and 1 to check rule}

15: if bool then

16: Add to N2NMap using add(proposedRule, bool) {//new [n-n] assoc. rule found}

17: lvl ← getLevel(proposedRule)

18: Add proposedRule at level lvl of newRuleList⟨Mapord(⟨id, rule⟩)⟩
19: end if

20: end if

21: end for

22: end if

23: end for

24: end if

25: sort (newRuleList)
26: N2NRuleGen(newRuleList) {//Perform a tail-recursion}

27: }

A map contains only those rules where the level of the antecedents of the rule in PAET matches

with the position of the entry in the list. For example, an association rule {a,b} → {c} will be kept

within the second map element of the RuleList since its antecedent belongs to Level 2. Also, it is

the �rst element of this alphabetically ordered map given the alphabetical ordering of the rules.

In the beginning of any iteration i, a temporary new list is initialized at Step 4. The

list is similar to RuleList in structure. Next, for each [n − i] rule in RuleList, new candidate

[(n−1)−(i+1)] rules are produced at Step 11 by taking an item from the antecedent and adding it

to the consequent. For example, from [2−1] association rule {a,b}→ {c}, we may get two candidate

[1 − 2] rules: {a} → {b,c} and {b} → {a,c} in the next iteration. The proposed candidate rules

are then veri�ed using verify function (Step 14). This function evaluates the required properties
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including the con�dence and/or lift for every proposed rule, as necessary. Once the proposed rule

succeeds the veri�cation, it is considered as a new [n-n] rule. New rules are stored in N2NMAP

and kept in newRuleList. New rules are subjected to the next level of evaluation after sorting

them in a prede�ned order (Step 25). Finally, Step 26 recursively calls the rule generation function

to explore newer [n − n] association rules.

In this context, we are also using boundary, an additional data structure, to track useful

information from PAET for [n − n] rule generation. A boundary is a bipartite graph among two

disjoint sets of itemsets. It reduces the scope of rule search based on properties relevant to our

selected association rules. Thus, it makes the search quicker but requires extra memory and periodic

update in every new sliding window. Therefore, its e�ectiveness is an important consideration. We

introduce the following two boundaries:

� Omnipresence (B1): B1 o�ers ignoring itemsets present in all transactions during rule search.

Property 2 assures that no interesting rule can be constructed considering them antecedent

or consequent.

� Consequence (B2): B2 determines if the consequent itemset (Y ) has any impact over a

selected association rule. Property 7 assures that if supj(Y ) is less than cmin × τ then

selected association rule is determined solely based on minimum support and minimum

con�dence requirements.

It is important to mention here that the Algorithm 9 is not incremental. It is called at every sliding

window update after incrementally generating the [n − 1] association rules. The incremental gen-

eration of association rules is generally e�cient than other existing techniques and it is completely

possible to evaluate all [n−n] rules incrementally by adding new rules and removing non-existing

association rules. However, it requires a large amount of memory and computing resources to track

a small number of rules. Therefore, we consider a design decision to generate the large number

of [n − 1] association rules incrementally and faster followed by generating a small number of the

[n − n] association rules every time from the scratch after the sliding window update.

6.4.8 Example

In the following, we analyze the transactions of the �rst sliding window from Figure 1.3 along with

incremental (interesting) association rule generation for next four sliding window update.

Table 6.4 explains the PAET traversal over Figure 6.3 during the update of the sliding

window from τ1 to τ2 (as depicted in Figure 1.3). Parameters τ , smin and cmin are kept at 10,

3 and 0.7 respectively. We consider that the input stack already holds all single items in reverse
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Table 6.4: [n − 1] association rule generation for USP {(a,N),(b,N),(c,+),(d,-),(e,0)}

Si Pop (Stack) Prev.
Ptr.

Curr.
Ptr.

Rule Evaluation Push (Stack)

1 ({a},∅, s7) ∅ ∅ - ({a,e},{a}, s7), ({a,c},{a}, s6), ({a,b},{a}, s9)

2 ({a,b},{a}, s9) na na lift({a,b}
l
Ð→{c}) -

3 ({a,c},{a}, s6) na na lift({a}
l
Ð→{c}) ({a,c,e},{a,c}, s6)

4 ({a,c,e},{a,c}, s6) nac nac lift({a,e}
l
Ð→{c}) -

5 ({a,e},{a}, s7) na na - -
6 ({b},∅, s7) ∅ ∅ - ({b,e},{b}, s7), ({b,d},{b}, s−6),({b,c},{b}, s6)

7 ({b,c},{b}, s6) nc nc* lift({b}
l
Ð→ {c}) ({b,c,e},{b,c}, s6)

8 ({b,c,e},{b,c}, s6) nbc nbc lift({b,e}
l
Ð→{c}),

lift({c,e}
l
Ð→ {b})

-

9 ({b,d},{b}, s−6) nd nd - ({b,d,e},{b,d}, s−6)
10 ({b,d,e},{b,d}, s−6) nbd nbd - -
11 ({b,e},{b}, s7) nb nb - -
12 ({c},∅, s1) ∅ ∅ - ({c,e},{c}, s3)
13 ({c,e},{c}, s3) nc nc* - {e} omnipresent -
14 ({d},∅, s−1) ∅ ∅ - ({d,e},{d}, s−3)
15 ({d,e},{d}, s−3) nd nd - {e} omnipresent -
16 ({e},∅, s0) ∅ ∅ - -

alphabetical order. In every step (marked by column Si), the top most entry is taken out of the

stack and explored further for various update instructions. The columns Prev. Ptr. and Curr.

Ptr. present the change of pointers for corresponding PAET nodes. The * mark denotes that an

evaluation is necessary before assigning the pointers as discussed in Section 6.4.4. The column

Rule Update Tasks indicates whether evaluations are necessary to create, delete or update new

rules. However, at Steps 13 and 15, we may skip the rule evaluation task using B1 boundary since

item �e� is omnipresent. Similarly, all the lift evaluations except lift({c,e}
l
Ð→ {b}) can be avoided

using boundary B2 as the support of itemset {c} is less than τ × cmin = 7. Column Push (Stack)

presents new insertion of itemsets in the stack for further traversal. In this particular traversal, no

node is added or removed at the tree.

Table 6.5 shows the total number of PAET nodes along with [n − n] association rules and

[n − n] lifted interesting rules for di�erent values of support and con�dence over the transactions

presented in Figure 1.3. Figure 6.6 compares our proposed data structure against other similar

data structures from existing research e�ort. We construct Closed Enumeration Tree (CET) from

Chi et al. [48] and Frequent Pattern Tree (FP-Tree) from Grahne and Zhu [96] for the �rst sliding

window of the transactions. FP-Tree can be constructed with only 9 nodes whereas PAET and

CET have 19 and 20 nodes respectively. While FP-Tree hosts minimum number of nodes, rules

cannot be incrementally searched in such data structure as the whole tree may change over sliding
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Table 6.5: PAET nodes and association rules for various support and con�dence

Supp. Conf. T1 T2 T3 T4
Nodes Rules Lifted Nodes Rules Lifted Nodes Rules Lifted Nodes Rules Lifted

30%
60% 19 37 21 19 33 12 19 33 19 15 33 19
70% 19 27 12 19 26 9 19 23 13 15 23 13
80% 13 18 9 19 14 6 19 14 6 15 14 6

40%
60% 17 19 12 15 16 3 15 16 7 15 16 7
70% 17 12 6 15 12 3 15 15 7 15 15 7
80% 17 12 6 15 9 3 15 9 3 15 9 3

50%
60% 11 11 6 11 11 0 11 11 4 11 11 4
70% 11 7 3 11 7 0 11 10 4 11 10 4
80% 11 7 3 11 4 0 11 4 0 11 4 0

window update depending on the support of di�erent itemsets. PAET contains comparatively less

number of nodes than CET since CET starts accumulating infrequent gateway nodes over time.

Figure 6.6: Comparison of three tree structures: PAET, CET (Moment) and FP-Tree

6.5 Collaborative Association Rule Mining

In the setting of collaborative association rule mining, there exists P decision makers, each of

whom (p ∈ P ) has own concern to produce alerts for a subset of events/items (Ap) from the

whole alphabet of items (A). In our context, these alerts originate from the lifted association

rules. Therefore, collaborative mining needs every participant to analyze a set of association
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rules, where the antecedent and/or consequent of each rule contains item(s) from Ap. Evaluation

of an association rule X → Y involves determining support of X and the support of the joint

occurrences of X and Y . In the case of lifted association rules, support of Y is also analyzed.

Therefore, every participant needs to mine additional items beyond Ap to incrementally �nd lifted

association rules of own concern. Furthermore, after every update of the sliding window, supports

of various itemsets change which may subsequently alter the (interesting) rules as well. At time t,

let A′tp (Ap ⊆ A
′t
p ⊆ A) represent the subset of alphabet that should be monitored to incrementally

mine all interesting association rules. Now, without any knowledge over the support of all items

and itemsets at the current sliding window, it is di�cult for any participating decision maker to

correctly select A′tp in order to monitor all association rules of own interest. So, in this section, we

discuss a collaboration technique to mine PAET locally at distributed servers of the participating

decision makers in order to �nd all association rules. In this regard, we require a small number

of Helper entities (as depicted in Figure 1.3) to incrementally track necessary items (A′tp) for each

participant at every sliding window update.

6.5.1 Incremental Tracking of Maximal Frequent Itemsets

In what follows, we analyze an incremental tracking of Maximal Frequent Itemsets (MFI) in the

data center at every sliding window update in order to quickly compute A′tp for each participating

decision maker. We begin with the following property.

Property 8. If an association rule X → Y is valid at a particular update of the sliding window

then frequent itemsets X, Y and XY are all subsets of at least one MFI of itemset X among all

feasible MFIs at that window.

Proof. Let us assume that there exists no single MFI that is a superset of X, Y and XY together.

Then, X and Y , both being frequent, should be subsets of two di�erent MFIs (apriori property).

It also ensures that there is no MFI that is a superset of XY . However, it indicates that XY is

infrequent. Therefore, X → Y cannot be valid.

Property 8 indicates participant p should mine a set of items composed of elements from those

maximal frequent itemsets which contain atleast one item of Ap in order to track all interesting

association rules of Ap. Assuming that every item of A is monitored by at least one participant,

this collaborative setup will then produce all the interesting association rules of corresponding

centralized setting.

Similar to centralized setting, we propose mining MFIs against the support requirement

which is one less than actual minimum support threshold. This allows, in distributed setting, to
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insert every relevant node to PAETs that may potentially be part of an association rule in the next

sliding window update. However, with every update of sliding window, MFIs are likely to change

as well. This involves formation of new MFIs and deletion of existing MFIs.

In the data center, Helpers identify these changes and deduce for every participant a new set

of required items to be monitored at every sliding window update. Often time, it also requires the

supports of new itemsets by scanning the bit matrix. The new information is then communicated

to every participant in order to meet their concerns. Similar to the centralized setting, new nodes

are locally added at the PAET of participant's side when their supports are one less than the

minimum support threshold. Thus, every participant starts tracking these nodes right before one

sliding window update where these nodes may potentially form association rules.

6.5.2 Algorithm Design

A quick mining of a PAET at the participant's server can be performed in three steps. First,

it needs for incremental tracking of MFIs. Second, it requires determining A′tp from these MFIs.

Finally, Helpers, communicate support of newly relevant itemsets to every participant from the data

center. The second and the last steps involve relatively simpler standard procedures. Therefore,

here, we mainly focus on a fast incremental technique to identify MFIs using previously generated

MFIs. Algorithm 10 presents an overview of the technique.

Algorithm 10 illustrates three core functions of the incremental search of MFIs using previous

MFIs as stored in oMFIt−1. The main function MFIGenerator uses the current update set pair

and previous MFIs to search MFIs in two main activities. First, it uses a switch statement after

identifying a change of support for a previous maximum frequent itemset. If the support of itemset

does not change (unrelated or no change as per USP), it retains the itemset as MFI for the current

set of MFIs (oMFIt) (Step 6 and Step 7). If the support of the itemset increases it calls to explore

its supersets to identify new MFIs (Step 8 and Step 9). If the support decreases, the function

looks into the subsets of the itemset (Step 10). Apart from this incremental update process,

function MFIGenerator also checks for supersets of each non-decreasing item of USP selectively in

order to search whether new MFIs are formed due to branch insertion (Steps 13-16). Signi�cant

computation can be saved in this last part of evaluation using already identi�ed MFIs in the switch

statement.

Function exploreSuperset identi�es new MFIs that are superset of a given MFI. It is a

recursive procedure that takes the advantage of a non-decreasing array generated using USP. This

array contains only those members of USP where the support of the item has not been decreased.

Every time, the function prepares a new itemset by increasing the input MFI with a new member
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Algorithm 10 Incremental Generation of Maximal Frequent Itemsets
Require: oMFIt−1⟨id, itemset⟩, USPt⟨(item, ip)⟩ {//Ordered sequence of MFIs and USP}

1: Initially: SUP ←MIN_SUP − 1, oMFIt ← ∅; unrelated← −2;
2: Function MFIGenerator(oMFIt−1, USPt) { {//USPt stores items and their incremental change}

3: for all mfi ∈ oMFIt−1 do

4: change← getChange(USPt,mfi)
5: switch (change)

6: case unrelated: add mfi to oMFIt; break

7: case 0: add mfi to oMFIt; break

8: case 1: bool ← exploreSuperset(mfi, getNonDecreasingItemsets(USPt), -1,0, false)

9: if ¬bool then add mfi to oMFIt if no superset exists end if break

10: default: exploreSubset(mfi, getUnchangedItemsets(USPt); break

11: end switch

12: end for

13: for all item ∈ getNonDecreasingItemsets(USPt) do

14: bool ← exploreSuperset({item}, getNonDecreasingItemsets(USPt), -1,0, true)

15: if ¬bool and supportof({item}) ≥ SUP then add mfi to oMFIt if no superset exists end if

16: end for

17: }

18: Function exploreSuperset(mfi, nonDecreArr, tailPos, sibling, checkMFI) {

19: if checkMFI then existsMFI(head,oMFIt) then return true end if

20: if sizeof(head)=sizeof(nonDecreArr) then return false end if

21: head← getHeadUTail(mfi, nonDecreArr, sibling); bool ← true; temp← updateTailPos(tailPos)

22: if supportof(head) ≥ SUP then

23: bool ← exploreSuperset(head, nonDecreArr, tailPos + 1, 0, checkMFI);

24: if bool and hasMoreSibling(tailPos,nonDecreArr) then

25: bool ← exploreSuperset(mfi, nonDecreArr, temp, sibling + 1, checkMFI)

26: end if

27: else if ¬ hasMoreSibling(tailPos,nonDecreArr) and supportof(mfi) ≥ SUP then

28: add mfi to oMFIt if no other superset of mfi exists

29: else

30: bool ← exploreSuperset(mfi, nonDecreArr, temp, sibling + 1, checkMFI)

31: end if

32: if ¬bool and supportof(mfi) ≥ SUP then add head to oMFIt end if

33: return true

34: }

35: Function exploreSubset(mfi, nonChngArr) {

36: if supportof(mfi) ≥ SUP then add mfi to oMFIt; return end if

37: for all subset ∈ generateAllParents(mfi) do

38: if ¬ superSet(subset, nonChngArr) and supportof(subset) ≥ SUP then add subset to oMFIt

39: else exploreSubset(subset, nonChngArr)

40: end if

41: end for

42: }
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from non-decreasing array and tests its support. If the support is no less than the minimum support

requirement (MIN_SUP -1, where MIN_SUP is the minimum support threshold) then it keeps

adding new items and evaluating. If not, then it removes the lastly added item and selects another

item from the non-decreasing array to create a new itemset from the input MFI. Newly found

MFIs are added to oMFIt if and only if oMFIt does not contain the MFI or its superset.

Finally, function exploreSubset is a small function to identify new MFIs when the support

of the current MFI does not meet minimum support requirements. First it generates all parent

itemsets from the current MFI where the size of each parent itemset is one less than that of the

current MFI. If the support of subset meets the minimum support requirement, it is considered

as a new MFI, otherwise the subset is recursively explored for its newer subsets that meets the

minimum support requirement.

Once the new MFIs (oMFIt) are identi�ed, simple calculation is performed to compute

A′
t
p. Let us consider an example. Let p1, p2 and p3 be three collaborative decision makers of the

data center analyzing the data stream depicted in Figure 1.3. The �xed concerns of p1, p2 and

p3 are {a,b}, {d} and {c,e}. Table 6.6 presents their requirements for mining itemsets for three

consecutive sliding window updates.

Table 6.6: Changing requirements of mining MFIs

Sliding window p1: concern {a,b} p2: concern {d} p3: concern {c,e}

τ1 → τ2
τ2 → τ3
τ3 → τ4

{a,b,c,e}
{a,b,c,e}
{a,b,c,e}

{b,d,e}
{a,d,e}
{d}

{a,b,c,d,e}
{a,b,c,d,e}
{a,b,c,e}

6.6 Benchmark Results and Comparative Study

In order to evaluate the performance, we implement the proposed algorithms in a Java application

and extensively test them over seven data streams. The implemented application module is called

as Mining Association Rules over Event Data Stream (MAREDS). Each data stream is generated

by simulating transactions from a known dataset. These datasets are carefully chosen in similarity

to previous research e�orts. All our experiments are performed using 3.40 GHz Intel Core i7-2600

PC with 8 GB main memory, running 64 bit Windows 7 operating system. The main aim of these

experiments is to quantitatively assess the advantages and limitations of MAREDS with respect

to centralized and collaborative monitoring of events. Therefore, we mainly perform the tests to

�nd small to medium number of association rules which can be transformed into meaningful alerts

during plan execution. Table 6.7 presents characteristics of seven datasets used in our experiments.
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Table 6.7: Experimental Datasets characteristics

Dataset Data Type
Number
of items

Transactions Window
SizeCount Avg. length Max. length

BMS-WebView-1 Real 497 59602 2.51 267 2K, 50K
BMS-WebView-2 Real 3340 77512 4.62 161 2K, 50K
Kosarak Real 41270 990002 8.10 2498 5K - 120K
Accidents Real 468 340183 33.81 51 10K
T5I4D100K Synthetic 500 100K 4.87 17 10K - 80K
T10I4D100K Synthetic 500 100K 9.80 29 10K - 80K
T20I5D100K Synthetic 500 100K 19.85 47 10K - 80K

The �rst four datasets, namely BMS-WebView-1, BMS-WebView-2, Kosarak and Accident

are generated by capturing actual events from real environment. BMS-WebView-1 and BMS-

WebView-2 are two datasets of click streams of 59,601 and 77,512 transactions respectively. These

two real-world datasets were used for KDDCUP 20002. Kosarak3 is another large dataset of 990,000

anonymized transactions of click streams from a large online news portal. Accidents dataset is

published by Geurts et al. [89] containing information of tra�c accidents from 1991 to 2000 in

the region of Flanders (Belgium) as obtained from the National Institute of Statistics, Belgium.

This dataset is closely related to the delay monitoring for commodity delivery plan execution as

it mines large number of di�erent events/attributes of tra�c accidents. The last three datasets

namely T5I4D100K, T10I4D100K and T20I5D100K are synthetically generated by the IBM Quest

Synthetic Data Generator4. As identi�ed in Table 6.7, The symbols T , I and D in the three

synthetic datasets denote the average number of items per transaction, the average size of itemsets

in potential frequent sequences and the number of transactions in the dataset respectively.

6.6.1 Performance of Incremental Association Rule Mining

We compare the MAREDS application against two closely related existing approaches. Since,

there is no other suitable technique to incrementally generate association rules directly over sliding

window model, we consider two approaches (i) Moment: an existing incremental frequent itemsets

generation technique [48] and (ii) FP-Growth: a non-incremental frequent itemsets generation

technique [96], to �nd all required itemsets at every sliding window update. Then, both approaches

use e�cient apriori technique to generate rules from the frequent itemsets. It can be noticed that

all these approaches, MAREDS, Moment and FP-Growth depend on tree data structures (PAET,

CET, FP-Tree respectively).

2http://www.kdd.org/kdd-cup/view/kdd-cup-2000
3http://fimi.ua.ac.be/data/
4https://sourceforge.net/projects/ibmquestdatagen/
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Figure 6.7: Association rules and performance evaluation for di�erent datasets

Figure 6.7 evaluates the performance of MAREDS application in 100 consecutive updates

for sliding window of size 50,000 (50K). Every dataset is tested over a range of con�dence values

for a �xed prede�ned support as marked in () within the legend. Each data point in this chart

is also associated with the minimum and maximum number of rules as found during the window

updates (presented in [] brackets). In all these experiments, MAREDS �nds association rules in

less than 10 milliseconds. It should be also noted that while decrease in con�dence values increases

the number of association rules, the performance of MARED remains stable for �xed support and

window size.

Figure 6.8: Memory and execution time comparison for BMS-WebView-1 dataset
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Figure 6.9: Memory and execution time comparison for BMS-WebView-2 dataset

Figure 6.8 and Figure 6.9 depict comparative study of handling memory and execution time

for MAREDS against other two aforementioned approaches: Moment and FP-Growth. Experi-

ments are performed over a range minimum support values by keeping minimum con�dence �xed

at 70%. Two sub-graphs for each �gure present the performance for sliding window of size 2K and

50K in similar to previous research e�orts [48]. The performance is evaluated over a logarithmic

scale. The label on each data point represents the number of nodes in the corresponding trees.

It is evident that, within this test range, MAREDS performs faster than other two approaches.

It also stores less number of PAET nodes in compare with CET nodes in Moment and FP-Tree

nodes in FP-Growth. Finally, the column graph in the background at each sub-�gure projects

information of the average number of association rules (over the same logarithmic scale) for each

set of experiments. The average is calculated over the number of association rules as found from

100 consecutive sliding window update. We can see that the average number of association rules

reaches more than 20,000 at the end of each sub-�gure. Therefore, for the purpose of our plan

execution monitoring, we do not intend to stretch the experiments for further lower support values.

Figure 6.10, Figure 6.11 and Figure 6.12 compare performance of MAREDS, Moment and

FP-Growth for three synthetic datasets namely T5I4D100K, T10I4D100K and T20I5D100K. In

these cases, we evaluate execution time and number of nodes in the core data structure of each

approach for �xed percentage of minimum support and minimum con�dence values over a range of

sliding window sizes. In each �gure, two �xed minimum support values are presented in percentage,

one high and one low. The average run time is evaluated over a logarithmic scale. With the

increase of sliding window size, the absolute value of minimum support linearly increases (although

188



the percentage value is �xed). The performance of MAREDS is very little a�ected whereas the

execution time of FP-Growth increases continuously.

Figure 6.10: Performance comparison for T5I4D100K dataset

This stems from the fact that FP-Growth reads all valid transactions in each sliding window

update. So, with larger window size, FP-Growth takes more time to form FP-Tree and �nd rules.

Moment and MAREDS algorithms are incremental, so they are relatively stable, since the changes

of the corresponding trees are minimal after the �rst window. It is also observed that Moment

algorithm does not perform well in lower support as a large number of infrequent CET nodes start

impacting its memory management and performance negatively. In this range of experiments,

among all three approaches, MAREDS stores least number of tree nodes as marked by the labels.

Figure 6.13 compares all three approaches over Kosarak dataset. In Kosarak, as mentioned

in Table 6.7, the alphabet size is 41270 and the maximum transaction length is 2498 which are

highest among all seven datasets. Such a dataset generates large number of infrequent itemsets

which makes maintenance of CET di�cult for Moment although infrequent itemsets cannot be the

part of any association rule. Figure 6.13 shows that, in both cases, minimum support of 4% and

0.4%, Moment fails to produce results above sliding window size 10000. FP-Growth approach �nds

the association rules but takes longer time and mines far more tree nodes in compare to MAREDS.

Figure 6.14 depicts the performance of MAREDS over Accidents dataset. Characteristically,

the average length of transaction over this dataset is 33.81 for the alphabet size of 468. Therefore,

supports of itemsets are expected to be generally high in this dataset. Over a �xed sliding window

size 10000 and minimum con�dence value of 70%, as we decrease the minimum support from 90%

to 65%, the number of association rules increases from 218 to 27020. Likewise, the number of lifted

association rules also increases from 172 to 24144. The column graphs depict the association rules
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Figure 6.11: Performance comparison for T10I4D100K dataset

Figure 6.12: Performance comparison for T20I5D100K dataset

Figure 6.13: Performance comparison over Kosarak dataset
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Figure 6.14: Finding lifted association rules from Accidents dataset

and lifted association rules on secondary axis. Even with such a large number of rules, MAREDS

mines less number of tree nodes and computes rules faster compared to other two approaches.

6.6.2 Performance of Incremental Maximum Frequent Itemsets Mining

We extend the MAREDS application to incorporate the incremental generation of MFIs over data

streams using various datasets in the same experimental environment. We call the implementation

MAREDS-MFI in the following �gures. The �rst two experiments have been performed on BMS-

WebView-1 and BMS-WebView-2 datasets to evaluate the performance of the algorithm against

the change of minimum support thresholds. For each �gure, two charts have been presented for

sliding window size 2000 and 50000. The last experiment has been performed on T5I4D100K

dataset to evaluate the performance of the implementation against changing size of the sliding

window. Two charts have been presented for �xed minimum support percentage of 1.0% and 0.2%.

Figure 6.15 depicts two charts on BMS-WebView-1 datasets elaborating performance of

MAREDS-MFI implementation against di�erent values of minimum support. The average run-

time and number of MFIs are captured in each chart using primary and secondary Y-axes respec-

tively. The average run-time of MAREDS-MFI remains almost linear with decreasing values of the

minimum support thresholds. As the threshold is getting reduced, we notice that more and more

MFIs are being captured by our proposed algorithm. The label T1 in the all charts represents the

number of MFIs in the �rst sliding window while the label Avg. denotes the average number of

MFIs in next 100 sliding window update. As the average run-time is presented in logarithmic scale,
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Figure 6.15: Memory and execution time comparison for BMS-WebView-1 dataset

Figure 6.16: Memory and execution time comparison for BMS-WebView-2 dataset

our implementation clearly outperforms one of the known algorithms for MFI capturing, namely

FPMax [95]. The faster searching of MFIs stems from the incremental handling of stream data.

A similar performance can be noticed in the two charts of Figure 6.16 where we compare

the performance of MAREDS-MFI implementation with FPMax for di�erent values of minimum

support over BMS-WebView-2 datasets.

Figure 6.17 depicts performance of MAREDS-MFI implementation against increasing size of

the sliding window. The average run-time of the implementation is presented in logarithmic scale

at primary Y-axis while the number of MFIs are presented in linear scale at secondary y-axis. In

both cases, number of MFIs varies little (range of 174-179 for Figure 6.17 (a) and range of 570-620

for Figure 6.17 (b)) in compare to the increase in sliding window size. The average run time of
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Figure 6.17: Performance comparison for T5I4D100K dataset

MAREDS-MFI remains almost constant while execution time of FP-Max algorithm grows with

the increasing sliding window size.

6.6.3 Performance Analysis

The MAREDS application is actually designed to monitor data streams and generate alerts. The

incremental handling of a large number of transactions is bene�cial in practice for low concept

drift. With the update of sliding window, it demands for minimal changes of tree nodes and

existing rules. Furthermore, we assume that the number of association rules (lifted or non-lifted)

is reasonable to generate meaningful alerts. The aforementioned �gures in Section 6.6.1 clearly

present the suitability of MAREDS and the bene�ts of incremental association rule mining over

other existing approaches. The loading time of the �rst window of MAREDS is time consuming in

compare to FP-Growth. However, once the �rst window is loaded, the changes of PAET is often

found minimal with the update of the sliding window. Thus, MAREDS updates the support of

tree nodes faster and computes the changes in association rules e�ciently.

In Section 6.6.2, we discuss our implementation's performance for the incremental maximum

frequent itemsets mining approach. The charts clearly show the e�ciency of our approach against

other non-incremental MFI mining approach namely FPMax [95]. While comparing Figure 6.8

and Figure 6.15, it can be easily understood that incremental mining of MFI takes only a fraction

of time with respect to incremental association rule generation. The same can be observed in

other datasets as depicted in Figure 6.9 and Figure 6.16 along with Figure 6.10 and Figure 6.17.

Therefore, we believe a signi�cant improvement in performance can be achieved by distributing the

incremental mining process using our proposed setup of collaborative mining of association rules.
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6.6.4 Advantages and Limitations

Incremental mining of association rules produces up-to-date rules of users' interest and helps gen-

erating alerts during plan execution monitoring. The key advantage of our approach consists in the

e�cient processing of stream data over the sliding window model. This involves the use of outgoing

and incoming transactions along with existing association rules from the last sliding window. This

approach is faster on average compared to traditional non-incremental mining procedures as it re-

quires updating only those association rules which are a�ected by the window update. Moreover,

collaborative incremental mining o�ers additional bene�ts since participating decision makers can

choose updating only the rules according to their interests. This leads to mining less number of

items and rules which corresponds to faster update and less memory use.

On the other hand, incremental rule mining becomes slower over high concept drift partic-

ularly when the sliding window update impacts the frequency of several itemsets along with the

con�dence and lift of a large number of association rules. Another speci�c problem of incremental

mining is the loading of the �rst sliding window. As we approach the PAET generation incremen-

tally, it takes longer time to load the �rst window while periodically updating the association rules

compared to non-incremental rule generation technique, such as combined FP-Growth and Apriori

technique. Furthermore, PAET is designed on a pre�x tree. The latter is a simple data structure

which is easy to update but requires a large amount of memory. Therefore, a more sophisticated

data structure is required for handling certain practical situations such as the need to obtain a

trade-o� between performance and memory.

6.7 Summary

In this chapter, we proposed a novel event monitoring procedure that extracts interesting relations

among generic events from a data stream. We have demonstrated how such incremental monitoring

can be performed in centralized and distributed settings. In this regard, the conducted experimen-

tal studies clearly indicate that the proposed algorithms can e�ciently capture interesting relations

as association rules from large stream of events. A generic and e�cient monitoring technique, that

can be deployed in distributed framework, can bene�t a large number of monitoring applications

from diverse application areas. In future, our research work can be extended by focusing on in-

crementally capturing patterns from data stream with the update of the sliding window and by

developing forecasting mechanisms. Also we intend to investigate potential modi�cations on top

of this study in order to address speci�c application domains.
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Chapter 7

Conclusion

The transportation overhead cost is often considered as one of the largest spending for government,

business and defense organizations across the world. With the advent of computer-assisted planning

and tracking technologies, transportation related problems are expected to be handled in more

and more complex environment. The potential existence of di�erent information sources, that

are currently available in widely dispersed geographical locations, o�ers possibilities for e�cient

commodity delivery planning, plan tracking and successful completion of tasks over large transport

network. However, this requires developing a comprehensive framework of knowledge sharing and

problem solving in line with ever increasing global reach and adoption of cyberspace. In order to

mitigate the gap between current and future handling of transportation planning and monitoring,

we have investigated collaborative handling of three core research problems concerning the vehicle

route planning and monitoring. This thesis presents an innovative approach to solve these three

problems in a speci�c distributed setting. Throughout this thesis, we have discussed corresponding

models and solution algorithms in details.

More precisely, in Chapter 1, we have introduced three research problems and elaborated the

collaboration setting for vehicle routing problem, monitor deployment problem and plan execution

monitoring problem. Next, in Chapter 2, we have characterized these problems and discussed

an overview of existing research and development e�orts on these three aforementioned problems.

In Chapter 3, we have started by proposing a heurisitc technique to near-optimally solve multi-

depot vehicle routing problem in split-delivery setting. Although, this technique uses a centralized

setting, the heuristic elaborates a new way of solving multi-depot VRP variants. It is used as an

e�cient method of route planning at individual participants in the collaborative setting. It also

serves as a basis of comparison for the distributed approaches of solution generation. In Chapter
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4, we have illustrated two distributed approaches to solve multi-depot VRP instances. The �rst

one is a collaborative evolutionary learning approach while the second approach is cooperative

negotiation based on game theory. These approaches address distributed solution generation for

multi-depot VRP and present generic techniques for solving various commodity delivery problems.

In Chapter 5, we have addressed a monitor deployment problem in a collaborative setting where

the monitor deployment budget is divided among participants. We have applied a multi-round risk

reduction technique to near-optimally �nd monitor locations for this budget constrained monitor

deployment problem. Finally, Chapter 6 describes an incremental approach for plan execution

monitoring based on data mining of interesting relations among generic events as association rules.

Unlike traditional approaches, we search these rules incrementally from a data stream with every

update of newer monitoring events using a sliding window model. We have also proposed a new

approach for collaborative mining of the association rules where each participant can partially

mine these rules according to its interest. Extensive experiments have been performed for each of

the solution approaches discussed in this thesis. We have documented detailed benchmark results

on known problem instances. These results have been contrasted against those obtained by other

known techniques in order to re�ect the suitability and e�ciency of the proposed approaches.

A fully functional distributed platform for advanced transportation management system

requires solving several research and technical issues. These problems are often complex and

restricted by constraints ranging from lack of resources to prohibitive policies. In the scope of

this thesis, we try to bridge a small portion of this gap in context of aforementioned three speci�c

research problems. We have successfully proposed a number of collaboration approaches that can

help using such a platform of transportation planning and monitoring. To this end, we have

designed and implemented speci�c algorithms for distributed decision makers who can locally

execute these algorithms while participating together to achieve a common global objectives. The

main contributions of this thesis include these algorithms which provide practical solutions for the

studied research problems. With increasing global reach and data sharing, we believe that these

algorithms will promote collaborative use of individual capabilities while using common resources

for transport planning and monitoring. In future, a distributed platform can be developed by

leveraging the proposed algorithms and techniques for joint planning and monitoring activities in

an integrated collaborative environment.
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Appendix

The case study has been modi�ed from the E016-03m problem that was published by Golden et al.

[90]. Originally the problem was designed for one depot (node 1). We multiplied the x-y coordinate

of each node by 10 for better visibility in graphics.

Name: E016-03m-modifed; Comment: Christo�des, Mingozzi and Toth, 1981; Type: CVRP;

Dimension: 16; Edge_Weight_Type: EUC_2D; Capacity: 90; Vehicles: 3

NODE_COORD_SECTION DEMAND_SECTION DEPOT_SECTION

1: 300 400 1: 0 1,2,3

2: 370 520 2: 7

3: 490 490 3: 30

4: 520 640 4: 16

5: 200 260 5: 9

6: 400 300 6: 21

7: 210 470 7: 15

8: 170 630 8: 19

9: 310 620 9: 23

10: 520 330 10: 11

11: 510 210 11: 5

12: 420 410 12: 19

13: 310 320 13: 29

14: 50 250 14: 23

15: 120 420 15: 21

16: 360 160 16: 10
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Table 7.1: Benchmark on CVRP A-Set instances from Augerat et al.[21]- Part 1

Problem totalDem vehCnt tightness bestKnown maxHeurVal avgGap[%]

(nodes) (depots) (vehCap) (split) (minHeurVal) (avgHeurVal) (avgTime[sec])

A-n32-k5 (31) 410 (1) 5 (100) 0.82 (no) 784 (784) 791 (785.31) 0.17 (2.31)

A-n33-k5 (32) 446 (1) 5 (100) 0.892 (no) 661 (661) 669 (663.25) 0.34 (1.50)

A-n33-k6 (32) 541 (1) 6 (100) 0.901 (no) 742 (742) 745 (742.31) 0.06 (1.38)

A-n34-k5 (33) 460 (1) 5 (100) 0.92 (no) 778 (778) 791 (784.92) 0.92 (1.42)

A-n34-k5 (33) 460 (1) 5 (100) 0.92 (yes) 778 (780) 783 (782.25) 0.60 (2.25)

A-n36-k5 (35) 442 (1) 5 (100) 0.884 (no) 799 (799) 829 (818.53) 2.41 (4.13)

A-n36-k5 (35) 442 (1) 5 (100) 0.884 (yes) 799 (820) 820 (820.00) 2.60 (3.00)

A-n37-k5 (36) 407 (1) 5 (100) 0.814 (no) 669 (670) 691 (680.19) 1.68 (5.19)

A-n37-k6 (36) 570 (1) 6 (100) 0.95 (no) 949 (955) 972 (965.00) 1.70 (2.75)

A-n37-k6 (36) 570 (1) 6 (100) 0.95 (yes) 949 (948) 968 (958.00) 0.99 (5.00)

A-n38-k5 (37) 481 (1) 5 (100) 0.962 (no) 730 (730) 739 (731.80) 0.28 (3.40)

A-n38-k5 (37) 481 (1) 5 (100) 0.962 (yes) 730 (724) 745 (730.17) 0.08 (4.50)

A-n39-k5 (38) 475 (1) 5 (100) 0.95 (no) 822 (822) 830 (826.56) 0.58 (3.89)

A-n39-k5 (38) 475 (1) 5 (100) 0.95 (yes) 822 (825) 840 (829.71) 0.99 (4.86)

A-n39-k6 (38) 526 (1) 6 (100) 0.876 (no) 831 (833) 841 (834.79) 0.50 (5.50)

A-n39-k6 (38) 526 (1) 6 (100) 0.876 (yes) 831 (834) 834 (834.00) 0.40 (4.00)

A-n44-k6 (43) 570 (1) 6 (100) 0.95 (no) 937 (937) 955 (943.69) 0.73 (7.08)

A-n44-k6 (43) 570 (1) 6 (100) 0.95 (yes) 937 (937) 938 (937.33) 0.07 (4.33)

A-n45-k6 (44) 593 (1) 6 (100) 0.988 (no) 944 (948) 966 (952.88) 0.99 (6.63)

A-n45-k6 (44) 593 (1) 6 (100) 0.988 (yes) 944 (932) 943 (938.63) -0.54 (9.13)

A-n45-k7 (44) 634 (1) 7 (100) 0.905 (no) 1146 (1151) 1164 (1157.91) 1.07 (6.82)

A-n45-k7 (44) 634 (1) 7 (100) 0.905 (yes) 1146 (1154) 1171 (1159.80) 1.24 (11.40)

A-n46-k7 (45) 603 (1) 7 (100) 0.861 (no) 914 (915) 948 (920.36) 0.75 (9.00)

A-n46-k7 (45) 603 (1) 7 (100) 0.861 (yes) 914 (926) 935 (929.00) 1.66 (10.20)

A-n48-k7 (47) 626 (1) 7 (100) 0.894 (no) 1073 (1073) 1112 (1101.62) 2.64 (13.08)

A-n48-k7 (47) 626 (1) 7 (100) 0.894 (yes) 1073 (1078) 1085 (1082.67) 0.97 (12.00)

A-n53-k7 (52) 664 (1) 7 (100) 0.948 (no) 1010 (1014) 1036 (1025.25) 1.52 (13.88)

A-n53-k7 (52) 664 (1) 7 (100) 0.948 (yes) 1010 (1008) 1023 (1015.75) 0.60 (16.50)

A-n54-k7 (53) 669 (1) 7 (100) 0.955 (no) 1167 (1173) 1190 (1180.13) 1.19 (16.88)

A-n54-k7 (53) 669 (1) 7 (100) 0.955 (yes) 1167 (1171) 1179 (1174.50) 0.69 (29.38)

A-n55-k9 (54) 839 (1) 9 (100) 0.932 (no) 1073 (1074) 1103 (1082.78) 0.93 (10.00)

A-n55-k9 (54) 839 (1) 9 (100) 0.932 (yes) 1073 (1074) 1093 (1082.00) 0.86 (16.71)

A-n60-k9 (59) 829 (1) 9 (100) 0.921 (no) 1354 (1357) 1377 (1364.45) 0.83 (27.18)

A-n60-k9 (59) 829 (1) 9 (100) 0.921 (yes) 1354 (1357) 1375 (1363.20) 0.72 (38.00)

A-n61-k9 (60) 885 (1) 9 (100) 0.983 (no) 1035 (1038) 1052 (1043.38) 0.84 (19.13)

A-n61-k9 (60) 885 (1) 9 (100) 0.983 (yes) 1034 (1022) 1028 (1025.63) -0.74 (36.63)

A-n62-k8 (61) 733 (1) 8 (100) 0.916 (no) 1290 (1310) 1325 (1319.46) 2.28 (37.69)

A-n62-k8 (61) 733 (1) 8 (100) 0.916 (yes) 1290 (1314) 1321 (1316.67) 2.10 (42.33)

A-n63-k9 (62) 873 (1) 9 (100) 0.97 (no) 1616 (1630) 1648 (1633.13) 1.10 (26.13)

A-n63-k9 (62) 873 (1) 9 (100) 0.97 (yes) 1616 (1625) 1633 (1627.50) 0.76 (36.13)

A-n63-k10 (62) 932 (1) 10 (100) 0.932 (no) 1315 (1321) 1330 (1325.50) 0.86 (23.63)

A-n63-k10 (62) 932 (1) 10 (100) 0.932 (yes) 1315 (1312) 1329 (1321.50) 0.54 (38.25)

A-n64-k9 (63) 848 (1) 9 (100) 0.942 (no) 1402 (1427) 1450 (1437.13) 2.51 (29.63)

A-n64-k9 (63) 848 (1) 9 (100) 0.942 (yes) 1402 (1410) 1443 (1429.00) 1.95 (42.25)
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Table 7.2: Benchmark on CVRP A-Set instances from Augerat et al.[21]- Part 2

Problem totalDem vehCnt tightness bestKnown maxHeurVal avgGap[%]

(nodes) (depots) (vehCap) (split) (minHeurVal) (avgHeurVal) (avgTime[sec])

A-n69-k9 (68) 845 (1) 9 (100) 0.938 (no) 1159 (1171) 1181 (1174.89) 1.39 (35.00)

A-n69-k9 (68) 845 (1) 9 (100) 0.938 (yes) 1159 (1168) 1179 (1174.00) 1.30 (38.57)

A-n80-k10 (79) 942 (1) 10 (100) 0.942 (no) 1764 (1799) 1823 (1806.33) 2.40 (67.78)

A-n80-k10 (79) 942 (1) 10 (100) 0.942 (yes) 1764 (1785) 1816 (1799.86) 2.03 (97.00)

Table 7.3: Benchmark on CVRP B-Set instances from Augerat et al.[21]-Part 1

Problem totalDem vehCnt tightness bestKnown maxHeurVal avgGap[%]

(nodes) (depots) (vehCap) (split) (minHeurVal) (avgHeurVal) (avgTime[sec])

B-n31-k5 (30) 412 (1) 5 (100) 0.824 (no) 672 (672) 675 (672.44) 0.08 (1.38)

B-n34-k5 (33) 457 (1) 5 (100) 0.914 (no) 788 (789) 789 (789.00) 0.20 (1.88)

B-n34-k5 (33) 457 (1) 5 (100) 0.914 (yes) 788 (782) 783 (782.50) -0.65 (3.25)

B-n35-k5 (34) 437 (1) 5 (100) 0.874 (no) 955 (956) 979 (962.60) 0.86 (3.47)

B-n35-k5 (34) 437 (1) 5 (100) 0.874 (yes) 955 (976) 976 (976.00) 2.20 (4.00)

B-n38-k6 (37) 512 (1) 6 (100) 0.853 (no) 805 (805) 809 (806.80) 0.27 (4.73)

B-n38-k6 (37) 512 (1) 6 (100) 0.853 (yes) 805 (807) 807 (807.00) 0.30 (7.00)

B-n39-k5 (38) 440 (1) 5 (100) 0.88 (no) 549 (549) 571 (560.67) 2.11 (4.11)

B-n39-k5 (38) 440 (1) 5 (100) 0.88 (yes) 549 (550) 555 (552.57) 0.70 (4.29)

B-n41-k6 (40) 567 (1) 6 (100) 0.945 (no) 829 (834) 844 (838.20) 1.12 (4.50)

B-n41-k6 (40) 567 (1) 6 (100) 0.945 (yes) 829 (827) 839 (831.67) 0.37 (8.50)

B-n43-k6 (42) 521 (1) 6 (100) 0.868 (no) 742 (742) 749 (744.69) 0.42 (9.77)

B-n43-k6 (42) 521 (1) 6 (100) 0.868 (yes) 742 (741) 746 (743.33) 0.23 (11.67)

B-n44-k7 (43) 641 (1) 7 (100) 0.915 (no) 909 (909) 932 (925.79) 1.86 (8.71)

B-n44-k7 (43) 641 (1) 7 (100) 0.915 (yes) 909 (927) 933 (930.00) 2.30 (10.00)

B-n45-k5 (44) 486 (1) 5 (100) 0.972 (no) 751 (760) 772 (765.11) 1.90 (8.89)

B-n45-k5 (44) 486 (1) 5 (100) 0.972 (yes) 751 (758) 768 (763.29) 1.67 (11.57)

B-n45-k6 (44) 592 (1) 6 (100) 0.986 (no) 678 (678) 691 (682.50) 0.68 (8.88)

B-n45-k6 (44) 592 (1) 6 (100) 0.986 (yes) 678 (674) 677 (675.38) -0.32 (10.13)

B-n50-k7 (49) 609 (1) 7 (100) 0.87 (no) 741 (741) 744 (741.71) 0.13 (15.14)

B-n50-k7 (49) 609 (1) 7 (100) 0.87 (yes) 741 (743) 744 (743.50) 0.40 (19.50)

B-n50-k8 (49) 735 (1) 8 (100) 0.918 (no) 1312 (1319) 1332 (1327.75) 1.26 (14.88)

B-n50-k8 (49) 735 (1) 8 (100) 0.918 (yes) 1312 (1293) 1330 (1314.38) 0.22 (23.88)

B-n51-k7 (50) 684 (1) 7 (100) 0.977 (no) 1032 (1032) 1047 (1036.75) 0.47 (11.00)

B-n51-k7 (50) 684 (1) 7 (100) 0.977 (yes) 1032 (1026) 1042 (1034.75) 0.31 (19.38)

B-n52-k7 (51) 606 (1) 7 (100) 0.865 (no) 747 (748) 753 (751.54) 0.62 (15.69)

B-n52-k7 (51) 606 (1) 7 (100) 0.865 (yes) 747 (751) 753 (752.00) 0.70 (16.67)

B-n56-k7 (55) 616 (1) 7 (100) 0.88 (no) 707 (709) 716 (712.93) 0.87 (25.87)

B-n56-k7 (55) 616 (1) 7 (100) 0.88 (yes) 707 (717) 717 (717.00) 1.40 (20.00)

B-n57-k7 (56) 697 (1) 7 (100) 0.995 (no) 1153 (1158) 1192 (1173.13) 1.75 (22.00)

B-n57-k7 (56) 697 (1) 7 (100) 0.995 (yes) 1153 (1147) 1159 (1153.00) 0.05 (32.38)

B-n57-k9 (56) 803 (1) 9 (100) 0.892 (no) 1598 (1601) 1628 (1612.25) 0.93 (15.25)

B-n57-k9 (56) 803 (1) 9 (100) 0.892 (yes) 1598 (1594) 1613 (1601.75) 0.29 (28.25)

B-n63-k10 (62) 922 (1) 10 (100) 0.922 (no) 1496 (1537) 1548 (1542.38) 3.05 (29.75)

B-n63-k10 (62) 922 (1) 10 (100) 0.922 (yes) 1496 (1484) 1547 (1515.25) 1.29 (38.13)

B-n64-k9 (63) 878 (1) 9 (100) 0.975 (no) 861 (867) 881 (875.75) 1.71 (30.50)

B-n64-k9 (63) 878 (1) 9 (100) 0.975 (yes) 861 (861) 869 (865.13) 0.54 (49.00)

B-n66-k9 (65) 861 (1) 9 (100) 0.956 (no) 1316 (1318) 1332 (1323.00) 0.60 (36.63)

B-n66-k9 (65) 861 (1) 9 (100) 0.956 (yes) 1316 (1315) 1322 (1318.38) 0.24 (46.88)

B-n67-k10 (66) 907 (1) 10 (100) 0.907 (no) 1032 (1065) 1078 (1072.70) 3.83 (36.90)

B-n67-k10 (66) 907 (1) 10 (100) 0.907 (yes) 1032 (1040) 1075 (1059.33) 2.58 (53.17)

B-n68-k9 (67) 837 (1) 9 (100) 0.93 (no) 1272 (1287) 1294 (1289.88) 1.44 (40.75)

223



Table 7.4: Benchmark on CVRP B-Set instances from Augerat et al.[21]-Part 2

Problem totalDem vehCnt tightness bestKnown maxHeurVal avgGap[%]

(nodes) (depots) (vehCap) (split) (minHeurVal) (avgHeurVal) (avgTime[sec])

B-n68-k9 (67) 837 (1) 9 (100) 0.93 (yes) 1272 (1270) 1290 (1281.00) 0.74 (52.50)

B-n78-k10 (77) 937 (1) 10 (100) 0.937 (no) 1221 (1237) 1254 (1244.13) 1.91 (76.00)

B-n78-k10 (77) 937 (1) 10 (100) 0.937 (yes) 1221 (1222) 1247 (1232.50) 0.97 (97.38)

Table 7.5: Benchmark on known CVRP instances: P-Set from Augerat et al.[21]

Problem totalDem vehCnt tightness bestKnown maxHeurVal avgGap[%]

(nodes) (depots) (vehCap) (split) (minHeurVal) (avgHeurVal) (avgTime[sec])

P-n16-k8 (15) 246 (1) 8 (35) 1.13 (no) 450 (450) 450 (450.00) 0.00 (1.00)

P-n16-k8 (15) 246 (1) 8 (35) 1.13 (yes) 450 (440) 440 (440.00) -2.20 (1.00)

P-n19-k2 (18) 310 (1) 2 (160) 1.03 (no) 212 (212) 212 (212.00) 0.00 (1.00)

P-n19-k2 (18) 310 (1) 2 (160) 1.03 (yes) 212 (205) 205 (205.00) -3.40 (1.00)

P-n20-k2 (19) 310 (1) 2 (160) 1.03 (no) 216 (217) 217 (217.00) 0.50 (1.00)

P-n21-k2 (20) 298 (1) 2 (160) 1.07 (no) 211 (211) 211 (211.00) 0.00 (1.00)

P-n22-k2 (21) 308 (1) 2 (160) 1.03 (no) 216 (216) 216 (216.00) 0.00 (1.00)

P-n22-k8 (21) 22500 (1) 8 (3000) 1.06 (no) 603 (603) 603 (603.00) 0.00 (1.00)

P-n22-k8 (21) 22500 (1) 8 (3000) 1.06 (yes) 603 (575) 586 (577.38) -4.38 (1.00)

P-n23-k8 (22) 313 (1) 8 (40) 1.02 (no) 529 (529) 533 (529.50) 0.10 (1.00)

P-n23-k8 (22) 313 (1) 8 (40) 1.02 (yes) 529 (511) 519 (512.75) -3.15 (1.00)

P-n40-k5 (39) 618 (1) 5 (140) 1.13 (no) 458 (458) 464 (459.27) 0.29 (4.87)

P-n45-k5 (44) 692 (1) 5 (150) 1.08 (no) 510 (510) 520 (516.08) 1.22 (5.92)

P-n50-k10 (49) 951 (1) 10 (100) 1.05 (no) 696 (697) 707 (702.25) 0.92 (2.63)

P-n50-k10 (49) 951 (1) 10 (100) 1.05 (yes) 696 (692) 699 (696.25) 0.08 (4.50)

P-n50-k7 (49) 951 (1) 7 (150) 1.1 (no) 554 (556) 565 (560.07) 1.12 (8.47)

P-n50-k8 (49) 951 (1) 8 (120) 1.0 (no) 631 (638) 645 (641.38) 1.65 (4.50)

P-n50-k8 (49) 951 (1) 8 (120) 1.0 (yes) 631 (618) 622 (619.50) -1.82 (10.38)

P-n51-k10 (50) 777 (1) 10 (80) 1.02 (no) 741 (741) 756 (747.25) 0.86 (3.50)

P-n51-k10 (50) 777 (1) 10 (80) 1.02 (yes) 741 (730) 739 (733.88) -0.94 (4.50)

P-n55-k10 (54) 1042 (1) 10 (115) 1.1 (no) 694 (696) 702 (700.00) 0.89 (5.36)

P-n55-k15 (54) 1042 (1) 15 (70) 1.0 (no) 989 (996) 1067 (1024.75) 3.49 (14.00)

P-n55-k15 (54) 1042 (1) 15 (70) 1.0 (yes) 989 (922) 937 (928.00) -6.52 (11.38)

P-n55-k7 (54) 1042 (1) 7 (170) 1.14 (no) 568 (575) 579 (576.20) 1.48 (16.07)

P-n60-k10 (59) 1134 (1) 10 (120) 1.05 (no) 744 (750) 756 (752.50) 1.16 (8.50)

P-n60-k10 (59) 1134 (1) 10 (120) 1.05 (yes) 744 (742) 755 (749.25) 0.74 (17.50)

P-n60-k15 (59) 1134 (1) 15 (80) 1.05 (no) 968 (975) 980 (976.25) 0.93 (9.50)

P-n60-k15 (59) 1134 (1) 15 (80) 1.05 (yes) 968 (965) 971 (968.25) 0.09 (10.38)

P-n65-k10 (64) 1219 (1) 10 (130) 1.06 (no) 792 (800) 806 (802.33) 1.32 (19.08)

P-n70-k10 (69) 1313 (1) 10 (135) 1.02 (no) 827 (835) 845 (837.25) 1.26 (28.13)

P-n70-k10 (69) 1313 (1) 10 (135) 1.02 (yes) 827 (825) 837 (830.25) 0.41 (43.25)

P-n76-k4 (75) 1364 (1) 4 (350) 1.02 (no) 593 (598) 614 (606.31) 2.24 (19.23)

P-n76-k5 (75) 1364 (1) 5 (280) 1.02 (no) 627 (630) 648 (638.43) 1.83 (22.07)

P-n101-k4 (100) 1458 (1) 4 (400) 1.09 (no) 681 (696) 735 (718.31) 5.23 (40.75)
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Table 7.6: Solutions from SQ-Series with better cost than best known

Problem[sol] SQ1 (Split) [1048]

Route 0, 1, 2,0 (3)

Serve 0,80,20,0 100

Cost 14,10,10 34

Route 0, 8, 7,0 (3)

Serve 0,85,15,0 100

Cost 14,10,10 34

Route 0, 3, 5,0 (3)

Serve 0,80,20,0 100

Cost 14,10,10 34

Route 0, 4, 6,0 (3)

Serve 0,20,80,0 100

Cost 10,10,14 34

Route 0, 2,10,0 (3)

Serve 0,40,60,0 100

Cost 10,10,20 40

Route 0, 4,12,0 (3)

Serve 0,40,60,0 100

Cost 10,10,20 40

Route 0, 5,13,0 (3)

Serve 0,40,60,0 100

Cost 10,10,20 40

Route 0,15, 7,0 (3)

Serve 0,55,45,0 100

Cost 20,10,10 40

Route 0,11, 3,0 (3)

Serve 0,90,10,0 100

Cost 28,14,14 56

Route 0, 9, 1,0 (3)

Serve 0,90,10,0 100

Cost 28,14,14 56

Route 0, 8,16,27,0 (4)

Serve 0, 5,85,10,0 100

Cost 14,14, 2,30 60

Route 0, 6,14,25,0 (4)

Serve 0,10,85, 5,0 100

Cost 14,14, 2,30 60

Route 33,19,18,33 (3)

Serve 0,75,25, 0 100

Cost 14,10,10 34

Route 33,17,20,33 (3)

Serve 0,80,20, 0 100

Cost 14,10,10 34

Route 33,21,24,33 (3)

Serve 0,20,80, 0 100

Cost 10,10,14 34

Route 33,23,22,33 (3)

Serve 0,20,80, 0 100

Cost 10,10,14 34

Route 33,31,23,33 (3)

Serve 0,60,40, 0 100

Cost 20,10,10 40

Route 33,28,20,33 (3)

Serve 0,60,40, 0 100

Cost 20,10,10 40

Route 33,18,26,33 (3)

Serve 0,35,65, 0 100

Cost 10,10,20 40

Route 33,29,21,33 (3)

Serve 0,60,40, 0 100

Cost 20,10,10 40

Route 33,25,17,33 (3)

Serve 0,90,10, 0 100

Cost 28,14,14 56

Route 33,32,24,33 (3)

Serve 0,90,10, 0 100

Cost 28,14,14 56

Route 33,19,27,33 (3)

Serve 0,15,85, 0 100

Cost 14,14,28 56

Route 33,22,30,33 (3)

Serve 0,10,90, 0 100

Cost 14,14,28 56

Pb.[sol] SQ2 (Split) [1588]

Route 0, 8, 7,0 (3)

Serve 0,90,10,0 100

Cost 14,10,10 34

Route 0, 2, 1,0 (3)

Serve 0,20,80,0 100

Cost 10,10,14 34

Route 0, 4, 6,0 (3)

Serve 0,20,80,0 100

Cost 10,10,14 34

Route 0, 3, 5,0 (3)

Serve 0,80,20,0 100

Cost 14,10,10 34

Route 0,10, 2,0 (3)

Serve 0,60,40,0 100

Cost 20,10,10 40

Route 0, 4,12,0 (3)

Serve 0,40,60,0 100

Cost 10,10,20 40

Route 0,13, 5,0 (3)

Serve 0,60,40,0 100

Cost 20,10,10 40

Route 0,15, 7,0 (3)

Serve 0,50,50,0 100

Cost 20,10,10 40

Route 0,11, 3,0 (3)

Serve 0,90,10,0 100

Cost 28,14,14 56

Route 49,20,17,49 (3)

Serve 0,20,80, 0 100

Cost 10,10,14 34

Route 49,18,19,49 (3)

Serve 0,60,40, 0 100

Cost 10,10,14 34

Route 49,21,24,49 (3)

Serve 0,30,70, 0 100

Cost 10,10,14 34

Route 49,23,22,49 (3)

Serve 0,20,80, 0 100

Cost 10,10,14 34

Route 49,28,20,49 (3)

Serve 0,60,40, 0 100

Cost 20,10,10 40

Route 49,31,23,49 (3)

Serve 0,60,40, 0 100

Cost 20,10,10 40

Route 49,29,44,21,49 (4)

Serve 0,65, 5,30, 0 100

Cost 20, 2,12,10 44

Route 49,19,26,15,49 (4)

Serve 0,30,65, 5, 0 100

Cost 14,14, 2,22 52

Route 49,17,25,49 (3)

Serve 0,10,90, 0 100

Cost 14,14,28 56

Route 50,38,36,50 (3)

Serve 0,90,10, 0 100

Cost 14,10,10 34

Route 50,33,34,50 (3)

Serve 0,80,20, 0 100

Cost 14,10,10 34

Route 50,37,35,50 (3)

Serve 0,20,80, 0 100

Cost 10,10,14 34

Route 50,40,39,50 (3)

Serve 0,80,20, 0 100

Cost 14,10,10 34

Route 50,44,36,50 (3)

Serve 0,50,50, 0 100

Cost 20,10,10 40

Route 50,34,42,50 (3)

Serve 0,40,60, 0 100

Cost 10,10,20 40

Route 50,39,47,50 (3)

Serve 0,40,60, 0 100

Cost 10,10,20 40

Route 50,37,45,50 (3)

Serve 0,40,60, 0 100

Cost 10,10,20 40

Route 50,35,43,50 (3)

Serve 0,10,90, 0 100

Cost 14,14,28 56
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Pb.[sol] SQ2 (Split) [1588] Continued ...

Route 0, 1, 9,0 (3)

Serve 0,10,90,0 100

Cost 14,14,28 56

Route 0,14,25, 6,0 (4)

Serve 0,85, 5,10,0 100

Cost 28, 2,16,14 60

Route 0,16,27,0 (3)

Serve 0,85,15,0 100

Cost 28, 2,30 60

Route 49,24,32,49 (3)

Serve 0,20,80, 0 100

Cost 14,14,28 56

Route 49,22,30,49 (3)

Serve 0,10,90, 0 100

Cost 14,14,28 56

Route 49,19,27,49 (3)

Serve 0,20,80, 0 100

Cost 14,14,28 56

Route 50,33,41,50 (3)

Serve 0,10,90, 0 100

Cost 14,14,28 56

Route 50,40,48,50 (3)

Serve 0,10,90, 0 100

Cost 14,14,28 56

Route 50,46,32,50 (3)

Serve 0,85,15, 0 100

Cost 28, 2,30 60

Pb.[sol] SQ3 (Split) [2116]

Route 0, 5, 3,0 (3)

Serve 0,15,85,0 100

Cost 10,10,14 34

Route 0, 7, 8,0 (3)

Serve 0,25,75,0 100

Cost 10,10,14 34

Route 0, 2, 1,0 (3)

Serve 0,20,80,0 100

Cost 10,10,14 34

Route 0, 4, 6,0 (3)

Serve 0,20,80,0 100

Cost 10,10,14 34

Route 0,13, 5,0 (3)

Serve 0,55,45,0 100

Cost 20,10,10 40

Route 0, 2,10,0 (3)

Serve 0,40,60,0 100

Cost 10,10,20 40

Route 0, 4,12,0 (3)

Serve 0,40,60,0 100

Cost 10,10,20 40

Route 0,26,15, 7,0 (4)

Serve 0,10,55,35,0 100

Cost 22, 2,10,10 44

Route 0, 9, 1,0 (3)

Serve 0,90,10,0 100

Cost 28,14,14 56

Route 0, 8,16,0 (3)

Serve 0,15,85,0 100

Cost 14,14,28 56

Route 0, 3,11,57,0 (4)

Serve 0, 5,85,10,0 100

Cost 14,14, 2,30 60

Route 0,14,25, 6,0 (4)

Serve 0,85, 5,10,0 100

Cost 28, 2,16,14 60

Route 65,24,21,65 (3)

Serve 0,70,30, 0 100

Cost 14,10,10 34

Route 65,20,17,65 (3)

Serve 0,20,80, 0 100

Cost 10,10,14 34

Route 65,18,19,65 (3)

Serve 0,15,85, 0 100

Cost 10,10,14 34

Route 65,23,22,65 (3)

Serve 0,20,80, 0 100

Cost 10,10,14 34

Route 65,18,26,65 (3)

Serve 0,45,55, 0 100

Cost 10,10,20 40

Route 65,31,23,65 (3)

Serve 0,60,40, 0 100

Cost 20,10,10 40

Route 65,28,20,65 (3)

Serve 0,60,40, 0 100

Cost 20,10,10 40

Route 65,21,29,44,65 (4)

Serve 0,30,65, 5, 0 100

Cost 10,10, 2,22 44

Route 65,19,27,65 (3)

Serve 0, 5,95, 0 100

Cost 14,14,28 56

Route 65,17,25,65 (3)

Serve 0,10,90, 0 100

Cost 14,14,28 56

Route 65,24,32,65 (3)

Serve 0,20,80, 0 100

Cost 14,14,28 56

Route 65,22,30,65 (3)

Serve 0,10,90, 0 100

Cost 14,14,28 56

Route 66,37,40,66 (3)

Serve 0,10,90, 0 100

Cost 10,10,14 34

Route 66,33,34,66 (3)

Serve 0,85,15, 0 100

Cost 14,10,10 34

Route 66,37,35,66 (3)

Serve 0,10,90, 0 100

Cost 10,10,14 34

Route 66,38,39,66 (3)

Serve 0,90,10, 0 100

Cost 14,10,10 34

Route 66,37,45,66 (3)

Serve 0,40,60, 0 100

Cost 10,10,20 40

Route 66,36,44,66 (3)

Serve 0,50,50, 0 100

Cost 10,10,20 40

Route 66,34,42,66 (3)

Serve 0,45,55, 0 100

Cost 10,10,20 40

Route 66,47,39,66 (3)

Serve 0,60,40, 0 100

Cost 20,10,10 40

Route 66,48,39,66 (3)

Serve 0,90,10, 0 100

Cost 28,22,10 60

Route 66,43,64,66 (3)

Serve 0,85,15, 0 100

Cost 28, 2,30 60

Route 66,33,41,36,66 (4)

Serve 0, 5,85,10, 0 100

Cost 14,14,22,10 60

Route 66,46,32,66 (3)

Serve 0,85,15, 0 100

Cost 28, 2,30 60

Route 67,55,54,67 (3)

Serve 0,15,85, 0 100

Cost 10,10,14 34

Route 67,56,55,67 (3)

Serve 0,90,10, 0 100

Cost 14,10,10 34

Route 67,50,51,67 (3)

Serve 0,20,80, 0 100

Cost 10,10,14 34

Route 67,52,49,67 (3)

Serve 0,25,75, 0 100

Cost 10,10,14 34

Route 67,52,60,67 (3)

Serve 0,35,65, 0 100

Cost 10,10,20 40

Route 67,61,53,67 (3)

Serve 0,60,40, 0 100

Cost 20,10,10 40

Route 67,55,63,67 (3)

Serve 0,35,65, 0 100

Cost 10,10,20 40

Route 67,58,50,67 (3)

Serve 0,60,40, 0 100

Cost 20,10,10 40

Route 67,54,62,67 (3)

Serve 0, 5,95, 0 100

Cost 14,14,28 56

Route 67,49,57,67 (3)

Serve 0,15,85, 0 100

Cost 14,14,28 56

Route 67,59,51,67 (3)

Serve 0,90,10, 0 100

Cost 28,14,14 56

Route 67,53,64,67 (3)

Serve 0,20,80, 0 100

Cost 10,22,28 60
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Pb.[sol] SQ9 (Split) [7047]

Route 0,28,36,0 (3)

Serve 0,60,40,0 100

Cost 40,10,50 100

Route 0,39,31,0 (3)

Serve 0,60,40,0 100

Cost 50,10,40 100

Route 0,21,29,37,0 (4)

Serve 0,20,60,20,0 100

Cost 30,10,10,50 100

Route 0,26,34,18,0 (4)

Serve 0,40,40,20,0 100

Cost 40,10,20,30 100

Route 0,15,23,24,0 (4)

Serve 0,10,30,60,0 100

Cost 20,10,30,42 102

Route 0,22,30,0 (3)

Serve 0,10,90,0 100

Cost 42,14,57 113

Route 0,32,24,0 (3)

Serve 0,90,10,0 100

Cost 57,14,42 113

Route 0,25,17,0 (3)

Serve 0,90,10,0 100

Cost 57,14,42 113

Route 0,19,27,0 (3)

Serve 0,10,90,0 100

Cost 42,14,57 113

Route 0,26,34,42,0 (4)

Serve 0,20,20,60,0 100

Cost 40,10,10,60 120

Route 0,23,31,47,0 (4)

Serve 0,30,20,50,0 100

Cost 30,10,20,60 120

Route 0,37,45,0 (3)

Serve 0,40,60,0 100

Cost 50,10,60 120

Route 0,20,36,44,0 (4)

Serve 0,20,20,60,0 100

Cost 30,20,10,60 120

Route 0,17,33,0 (3)

Serve 0,20,80,0 100

Cost 42,28,71 141

Route 0,24,40,0 (3)

Serve 0,20,80,0 100

Cost 42,28,71 141

Route 0,19,35,0 (3)

Serve 0,20,80,0 100

Cost 42,28,71 141

Route 0,22,38,0 (3)

Serve 0,10,90,0 100

Cost 42,28,71 141

Route 0,33,41,0 (3)

Serve 0,10,90,0 100

Cost 71,14,85 170

Route 0,35,43,0 (3)

Serve 0,10,90,0 100

Cost 71,14,85 170

Route 0,40,48,91,0 (4)

Serve 0,10,85, 5,0 100

Cost 71,14, 2,86 173

Route 0, 4, 1,0 (3)

Serve 0,60,40,0 100

Cost 10,10,14 34

Route 0, 6,15,0 (3)

Serve 0,50,50,0 100

Cost 14,14,20 48

Route 0, 9, 1,0 (3)

Serve 0,50,50,0 100

Cost 28,14,14 56

Route 0, 8,16,0 (3)

Serve 0,10,90,0 100

Cost 14,14,28 56

Route 0, 3,11,0 (3)

Serve 0,50,50,0 100

Cost 14,14,28 56

Route 0, 6,14,0 (3)

Serve 0,40,60,0 100

Cost 14,14,28 56

Route 0,12,20,0 (3)

Serve 0,60,40,0 100

Cost 20,10,30 60

Route 0,13,21,0 (3)

Serve 0,60,40,0 100

Cost 20,10,30 60

Route 0,10,18,0 (3)

Serve 0,60,40,0 100

Cost 20,10,30 60

Route 0,14,22,0 (3)

Serve 0,30,70,0 100

Cost 28,14,42 84

Route 0, 9,17,0 (3)

Serve 0,40,60,0 100

Cost 28,14,42 84

Route 0,11,19,0 (3)

Serve 0,40,60,0 100

Cost 28,14,42 84

Route 97,66,74,82,97 (4)

Serve 0,10,60,30, 0 100

Cost 30,10,10,50 100

Route 97,68,76,84,97 (4)

Serve 0,20,30,50, 0 100

Cost 30,10,10,50 100

Route 97,69,77,85,97 (4)

Serve 0,20,40,40, 0 100

Cost 30,10,10,50 100

Route 97,79,87,97 (3)

Serve 0,50,50, 0 100

Cost 40,10,50 100

Route 97,69,72,97 (3)

Serve 0,40,60, 0 100

Cost 30,30,42 102

Route 97,60,68,65,97 (4)

Serve 0,10,40,50, 0 100

Cost 20,10,30,42 102

Route 97,78,70,97 (3)

Serve 0,90,10, 0 100

Cost 57,14,42 113

Route 97,72,80,97 (3)

Serve 0,10,90, 0 100

Cost 42,14,57 113

Route 97,76,84,92,97 (4)

Serve 0,30,10,60, 0 100

Cost 40,10,10,60 120

Route 97,82,90,47,97 (4)

Serve 0,30,65, 5, 0 100

Cost 50,10, 2,62 124

Route 97,72,88,97 (3)

Serve 0,10,90, 0 100

Cost 42,28,71 141

Route 97,70,86,97 (3)

Serve 0,20,80, 0 100

Cost 42,28,71 141

Route 97,65,81,97 (3)

Serve 0,10,90, 0 100

Cost 42,28,71 141

Route 97,83,67,97 (3)

Serve 0,90,10, 0 100

Cost 71,28,42 141

Route 97,91,67,97 (3)

Serve 0,90,10, 0 100

Cost 85,42,42 169

Route 97,65,89,97 (3)

Serve 0,20,80, 0 100

Cost 42,42,85 169

Route 97,96,72,97 (3)

Serve 0,90,10, 0 100

Cost 85,42,42 169

Route 97,86,94,97 (3)

Serve 0,10,90, 0 100

Cost 71,14,85 170

Route 97,52,55,97 (3)

Serve 0,60,40, 0 100

Cost 10,14,10 34

Route 97,53,56,97 (3)

Serve 0,10,90, 0 100

Cost 10,10,14 34

Route 97,53,51,97 (3)

Serve 0,10,90, 0 100

Cost 10,10,14 34

Route 97,50,49,97 (3)

Serve 0,20,80, 0 100

Cost 10,10,14 34

Route 97,54,55,97 (3)

Serve 0,90,10, 0 100

Cost 14,10,10 34

Route 97,50,58,97 (3)

Serve 0,40,60, 0 100

Cost 10,10,20 40

Route 97,53,61,97 (3)

Serve 0,40,60, 0 100

Cost 10,10,20 40

Route 97,49,57,97 (3)

Serve 0,10,90, 0 100

Cost 14,14,28 56

Route 97,63,71,97 (3)

Serve 0,50,50, 0 100

Cost 20,10,30 60

Route 97,55,64,97 (3)

Serve 0,10,90, 0 100

Cost 10,22,28 60
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Pb.[sol] SQ9 (Split) [7047] Continued...

Route 0,46,89,0 (3)

Serve 0,85,15,0 100

Cost 85, 2,86 173

Route 0, 7, 8,0 (3)

Serve 0,60,40,0 100

Cost 10,10,14 34

Route 0, 5, 8,0 (3)

Serve 0,60,40,0 100

Cost 10,10,14 34

Route 0, 2, 3,0 (3)

Serve 0,60,40,0 100

Cost 10,10,14 34

Route 97,75,67,97 (3)

Serve 0,90,10, 0 100

Cost 57,14,42 113

Route 97,65,73,97 (3)

Serve 0,10,90, 0 100

Cost 42,14,57 113

Route 97,63,71,79,87,95,97 (6)

Serve 0,10,10,10,10,60, 0 100

Cost 20,10,10,10,10,60 120

Route 97,93,85,77,97 (4)

Serve 0,60,20,20, 0 100

Cost 60,10,10,40 120

Route 97,60,62,97 (3)

Serve 0,50,50, 0 100

Cost 20,20,28 68

Route 97,59,66,97 (3)

Serve 0,50,50, 0 100

Cost 28,22,30 80

Route 97,67,59,97 (3)

Serve 0,60,40, 0 100

Cost 42,14,28 84

Route 97,62,70,97 (3)

Serve 0,40,60, 0 100

Cost 28,14,42 84

Table 7.7: Solutions from SDVRP instances with better cost than best known

Problem[sol] Solution Details (segments): tour serve / tour cost

eilB76

(split)

[1010]

Route 1,59,11,32,56,26,1 (6)

Serve 0,21,26,25, 7,14,0 93

Cost 20, 6,13,22, 9,33 103

Route 1,76, 5,53,35,1 (5)

Serve 0,20,30,19,19,0 88

Cost 3, 5, 9, 4,10 31

Route 1,27,13,41,18,1 (5)

Serve 0,18,16,33,20,0 87

Cost 6, 8, 5, 7, 8 34

Route 1,68,47, 9,36, 8,1 (6)

Serve 0,30,27,16,10,15,0 98

Cost 5, 6, 5, 5, 5,14 40

Route 1,69, 3,63,29,75,31,1 (7)

Serve 0,10,26,15,29,10,10,0 100

Cost 7, 7, 8, 6, 6, 7,14 55

Route 1,73,40,10,33,45, 4,1 (7)

Serve 0, 1,16,29,26,17,11,0 100

Cost 21, 5, 4, 7, 5, 3,20 65

Route 1,39,66,67,12,1 (5)

Serve 0,24, 9,37,29,0 99

Cost 27, 5, 7, 7,29 75

Route 1,46,30,16,58,55,14,28,1 (8)

Serve 0,21,12, 8,14,16,12,17,0 100

Cost 14, 4,10, 4,14, 8, 7,16 77

Route 1, 7,34, 2,57,24,64,1 (7)

Serve 0,19,27,11,26, 6,11,0 100

Cost 9, 9, 8,16, 6, 9,22 79

Route 1,52,17,50,25,19,51,33,1 (8)

Serve 0,12,19, 5,27,13,22, 2,0 100

Cost 11, 9, 9, 7,13, 6, 8,22 85

Route 1,54,12,60,15,20,1 (6)

Serve 0,22, 8,24,31,15,0 100

Cost 23, 8,15,11, 9,23 89

Route 1,22,62,70,48,49,31,1 (7)

Serve 0,28,15, 8,19,20,10,0 100

Cost 27,11,14,11, 6, 7,14 90

Route 1,30, 6,38,21,71,61,72,37,31,1 (10)

Serve 0, 1,21,14,22,11,13, 3,12, 2,0 99

Cost 18, 7, 7, 6, 6, 4, 5, 7,19,14 93

Route 1,74,2,44,42,43,65,23,63,1 (9)

Serve 0, 6,7,18,15,11,28,12, 3,0 100

Cost 21, 5,7, 4, 4, 9,14, 8,22 94

S51D2

(split)

[707]

Route 1,46,34,40,31,11, 6,1 (7)

Serve 0,43,19,47,18,20,12,0 159

Cost 31, 7,14,12, 9,14,14 101

Route 1,13,38,16,45,18,48,1 (7)

Serve 0,17,25,41,17,45,15,0 160

Cost 8,10, 7, 6, 9, 9, 9 58

Route 1,33,12,39,10,50, 6,1 (7)

Serve 0,15,46,18,24,47, 9,0 159

Cost 10, 6, 7, 7, 6, 8,14 58

Route 1, 7,15,26,14,19,47,1 (7)

Serve 0,21,19,43,37,18,19,0 157

Cost 11,10, 6,13,14,16, 2 72

Route 1,28, 9,27,32,29, 2,1 (7)

Serve 0,24,22,18,37,23,33,0 157

Cost 8,14, 7,10, 6,16,14 75

Route 1,17,51,35,22,30, 3,1 (7)

Serve 0,18,20,18,47,33,23,0 159

Cost 22, 6, 6, 9, 7, 9,21 80

Route 1,49,24, 8,44,25,1 (6)

Serve 0,19,20,47,43,23,0 152

Cost 16, 9, 6,12,12,25 80

Route 1,23, 4,37,36,21,33,1 (7)

Serve 0,18,46,22,45,21, 8,0 160

Cost 21,12,12, 6, 7,22,10 90

Route 1,48, 5,42,20,41,43,1 (7)

Serve 0,18,28,36,32,20,18,0 152

Cost 9, 8,13, 5,11,16,31 93
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Problem[sol] Solution Details (segments): tour serve / tour cost

S51D3

(split)

[953]

Route 1,13,48,19,1 (4)

Serve 0,25,76,59,0 160

Cost 8, 6, 8,15 37

Route 1,33,12,39,1 (4)

Serve 0,79,31,50,0 160

Cost 10, 6, 7,16 39

Route 1,47,1 (2)

Serve 0,79,0 79

Cost 2, 2 4

Route 1, 7,15,26,19,1 (5)

Serve 0,31,74,23,20,0 148

Cost 11,10, 6,11,15 53

Route 1,18,43, 5,1 (4)

Serve 0,20,72,68,0 160

Cost 17,14,16,17 64

Route 1,49, 8,27, 9,1 (5)

Serve 0,53,31,52,24,0 160

Cost 16,11,11, 7,22 67

Route 1,16,46,45,38,1 (5)

Serve 0,29,43,61,27,0 160

Cost 25, 7,10, 7,18 67

Route 1,28, 9,32,29, 2,1 (6)

Serve 0,21,27,32,78, 2,0 160

Cost 8,14, 9, 6,16,14 67

Route 1, 2,23,21, 3,1 (5)

Serve 0,18,72,43,27,0 160

Cost 14, 7,15,12,21 69

Route 1, 6,50,31,35,10,39,1 (7)

Serve 0,20,51,26,33,20, 7,0 157

Cost 14, 8,10, 7, 9, 7,16 71

Route 1,24,44,25,1 (4)

Serve 0,18,68,70,0 156

Cost 22,13,12,25 72

Route 1,17,51,22,30,1 (5)

Serve 0,32,78,21,25,0 156

Cost 22, 6, 8, 7,29 72

Route 1,38,34,40,11,1 (5)

Serve 0, 5,28,56,56,0 145

Cost 18,18,14,10,28 88

Route 1, 4,37,36,21,1 (5)

Serve 0,30,76,43,11,0 160

Cost 33,12, 6, 7,32 90

Route 1, 5,20,41,42,14,1 (6)

Serve 0, 3,25,69,37,20,0 154

Cost 17,15,11,12, 9,29 93

S51D4

(split)

[1561]

Route 1,47, 33,1 (3)

Serve 0,36,124,0 160

Cost 2, 9, 10 21

Route 1,13, 48,1 (3)

Serve 0,46,114,0 160

Cost 8, 6, 9 23

Route 1,48, 5,1 (3)

Serve 0,17,143,0 160

Cost 9, 8, 17 34

Route 1, 38,13,1 (3)

Serve 0,134,26,0 160

Cost 18, 10, 8 36

Route 1,28,49, 7,1 (4)

Serve 0,58,81,21,0 160

Cost 8, 9, 9,11 37

Route 1, 15, 7,1 (3)

Serve 0,127,33,0 160

Cost 18, 10,11 39

Route 1, 2, 23,33,1 (4)

Serve 0,13,137,10,0 160

Cost 14, 7, 12,10 43

Route 1,39,50, 6,1 (4)

Serve 0,62,70,28,0 160

Cost 16, 8, 8,14 46

Route 1,19,26,15,1 (4)

Serve 0,54,94,12,0 160

Cost 15,11, 6,18 50

Route 1,38, 45,18,1 (4)

Serve 0, 9,106,45,0 160

Cost 18, 7, 9,17 51

Route 1, 7,25,24,1 (4)

Serve 0,19,93,48,0 160

Cost 11,14, 9,22 56

Route 1, 9, 27,1 (3)

Serve 0,36,124,0 160

Cost 22, 7, 28 57

Route 1,19,42,1 (3)

Serve 0,89,71,0 160

Cost 15,17,30 62

Route 1,16, 46,13,1 (4)

Serve 0,34,112,14,0 160

Cost 25, 7, 23, 8 63

Route 1, 9, 29, 2,1 (4)

Serve 0, 5,127,28,0 160

Cost 22,13, 16,14 65

Route 1,51,22,17,12,1 (5)

Serve 0,30,69,42,19,0 160

Cost 26, 8,10,10,12 66

Route 1,39,10,31,11,1 (5)

Serve 0, 5,23,63,69,0 160

Cost 16, 7, 8, 9,28 68

Route 1,47, 34,13,1 (4)

Serve 0,16,136, 8,0 160

Cost 2,32, 27, 8 69

Route 1,39,31,35,51,1 (5)

Serve 0,10,45,92,13,0 160

Cost 16,15, 7, 6,26 70

Route 1, 8, 44, 7,1 (4)

Serve 0,27,117,16,0 160

Cost 26,12, 23,11 72

Route 1,43,20,42,1 (4)

Serve 0,63,40,57,0 160

Cost 31, 9, 5,30 75

Route 1, 6,11, 40,1 (4)

Serve 0, 7,53,100,0 160

Cost 14,14,10, 38 76

Route 1,33, 3,21,36, 4,1 (6)

Serve 0, 8,12,45,84,11,0 160

Cost 10,11,12, 7,10,33 83
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Problem[sol] Solution Details (segments): tour serve / tour cost

S51D4

(split)

[1561]

Continued...

Route 1, 3, 30,12,1 (4)

Serve 0,31,118,11,0 160

Cost 21, 9, 17,12 59

Route 1,32, 9,1 (3)

Serve 0,70,90,0 160

Cost 30, 9,22 61

Route 1, 2, 4, 37,1 (4)

Serve 0, 2,14,141,0 157

Cost 14,19,12, 44 89

Route 1,14, 41,42,1 (4)

Serve 0,25,127, 8,0 160

Cost 29,19, 12,30 90

S51D5

(split)

[1337]

Route 1,13,47,1 (3)

Serve 0,70,90,0 160

Cost 8, 7, 2 17

Route 1,28, 33,1 (3)

Serve 0,52,108,0 160

Cost 8, 8, 10 26

Route 1,48, 5,1 (3)

Serve 0,52,108,0 160

Cost 9, 8, 17 34

Route 1,12, 39,1 (3)

Serve 0,53,104,0 157

Cost 12, 7, 16 35

Route 1, 7,15,1 (3)

Serve 0,94,66,0 160

Cost 11,10,18 39

Route 1, 2,23,33,47,1 (5)

Serve 0,59,78, 3,20,0 160

Cost 14, 7,12, 9, 2 44

Route 1,15,26,19,1 (4)

Serve 0,45,63,52,0 160

Cost 18, 6,11,15 50

Route 1,49, 8,24,1 (4)

Serve 0,60,54,46,0 160

Cost 16,11, 6,22 55

Route 1,13,38,16,45,1 (5)

Serve 0, 8,49,52,51,0 160

Cost 8,10, 7, 6,25 56

Route 1,17, 51,10,1 (4)

Serve 0,50,106, 4,0 160

Cost 22, 6, 6,23 57

Route 1,47,50, 11, 6,1 (5)

Serve 0, 1,24,109,26,0 160

Cost 2,19, 8, 14,14 57

Route 1,49,27, 9,1 (4)

Serve 0,11,51,96,0 158

Cost 16,13, 7,22 58

Route 1,18, 43,48,1 (4)

Serve 0,40,111, 9,0 160

Cost 17,14, 22, 9 62

Route 1, 29,32,1 (3)

Serve 0,108,52,0 160

Cost 30, 6,30 66

Route 1,50,35,10,1 (4)

Serve 0,54,91,15,0 160

Cost 22,14, 9,23 68

Route 1,19,14,42,1 (4)

Serve 0,47,59,54,0 160

Cost 15,14, 9,30 68

Route 1, 3,30,22,17,1 (5)

Serve 0,33,60,64, 3,0 160

Cost 21, 9, 7,10,22 69

Route 1,24,44,25,1 (4)

Serve 0, 6,58,93,0 157

Cost 22,13,12,25 72

Route 1, 6,34,46,1 (4)

Serve 0,23,56,66,0 145

Cost 14,21, 7,31 73

Route 1, 3,21, 4,1 (4)

Serve 0,36,68,56,0 160

Cost 21,12, 8,33 74

Route 1,10,31,40,1 (4)

Serve 0,34,70,55,0 159

Cost 23, 8,12,38 81

Route 1,18,20,41,42,1 (5)

Serve 0,22,52,79, 1,0 154

Cost 17,17,11,12,30 87

Route 1,21,36, 37,1 (4)

Serve 0, 1,54,100,0 155

Cost 32, 7, 6, 44 89
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Problem[sol] Solution Details (segments): tour serve / tour cost

S51D6

(split)

[2182]

Route 1, 13,1 (2)

Serve 0,131,0 131

Cost 8, 8 16

Route 1, 48,1 (2)

Serve 0,140,0 140

Cost 9, 9 18

Route 1,28, 7,1 (3)

Serve 0,39,121,0 160

Cost 8, 9, 11 28

Route 1,12,33,1 (3)

Serve 0,77,83,0 160

Cost 12, 6,10 28

Route 1,28, 2,1 (3)

Serve 0,42,118,0 160

Cost 8, 8, 14 30

Route 1,12, 39,1 (3)

Serve 0,33,127,0 160

Cost 12, 7, 16 35

Route 1,19, 5,1 (3)

Serve 0,50,110,0 160

Cost 15, 8, 17 40

Route 1,18, 38,1 (3)

Serve 0,36,117,0 153

Cost 17, 5, 18 40

Route 1, 3,33,1 (3)

Serve 0,118,42,0 160

Cost 21, 11,10 42

Route 1,19, 15,1 (3)

Serve 0,47,113,0 160

Cost 15,10, 18 43

Route 1,33, 23,1 (3)

Serve 0,18,142,0 160

Cost 10,12, 21 43

Route 1,28, 9,1 (3)

Serve 0,20,140,0 160

Cost 8,14, 22 44

Route 1,24,49,1 (3)

Serve 0,78,82,0 160

Cost 22, 9,16 47

Route 1,15, 26,1 (3)

Serve 0,29,131,0 160

Cost 18, 6, 23 47

Route 1, 47,1 (2)

Serve 0,121,0 121

Cost 2, 2 4

Route 1,38, 45,1 (3)

Serve 0,26,134,0 160

Cost 18, 7, 25 50

Route 1, 6,50,10,1 (4)

Serve 0,33,76,51,0 160

Cost 14, 8, 6,23 51

Route 1,49, 8,1 (3)

Serve 0,46,114,0 160

Cost 16,11, 26 53

Route 1, 6,16,1 (3)

Serve 0,65,95,0 160

Cost 14,15,25 54

Route 1, 25,24,1 (3)

Serve 0,131,29,0 160

Cost 25, 9,22 56

Route 1, 27,28,1 (3)

Serve 0,139,21,0 160

Cost 28, 20, 8 56

Route 1,17, 51,10,1 (4)

Serve 0,34,118, 8,0 160

Cost 22, 6, 6,23 57

Route 1,50, 11,1 (3)

Serve 0,49,111,0 160

Cost 22, 8, 28 58

Route 1, 14,19,1 (3)

Serve 0,114,46,0 160

Cost 29, 14,15 58

Route 1,12, 30,17,1 (4)

Serve 0, 5,106,49,0 160

Cost 12,17, 9,22 60

Route 1, 42, 5,1 (3)

Serve 0,129,31,0 160

Cost 30, 13,17 60

Route 1,10, 31,1 (3)

Serve 0,25,135,0 160

Cost 23, 8, 31 62

Route 1,18, 43,1 (3)

Serve 0,35,123,0 158

Cost 17,14, 31 62

Route 1,16, 46,1 (3)

Serve 0,21,136,0 157

Cost 25, 7, 31 63

Route 1, 22,17,1 (3)

Serve 0,125,35,0 160

Cost 32, 10,22 64

Route 1,10, 35,1 (3)

Serve 0,29,131,0 160

Cost 23, 9, 32 64

Route 1,18, 20, 5,1 (4)

Serve 0,48,110, 2,0 160

Cost 17,17, 15,17 66

Route 1,29, 32,1 (3)

Serve 0,35,125,0 160

Cost 30, 6, 30 66

Route 1, 34, 6,1 (3)

Serve 0,142,18,0 160

Cost 34, 21,14 69

Route 1, 7, 44,24,1 (4)

Serve 0, 9,137,13,0 159

Cost 11,23, 13,22 69

Route 1, 29, 4,1 (3)

Serve 0,104,56,0 160

Cost 30, 9,33 72

Route 1, 21, 4,1 (3)

Serve 0,119,41,0 160

Cost 32, 8,33 73

Route 1,11, 40,1 (3)

Serve 0,27,133,0 160

Cost 28,10, 38 76

Route 1,30, 36,1 (3)

Serve 0,31,129,0 160

Cost 29,16, 39 84

Route 1,42, 41,20,1 (4)

Serve 0,13,139, 8,0 160

Cost 30,12, 11,32 85

Route 1, 4, 37,1 (3)

Serve 0,17,143,0 160

Cost 33,12, 44 89
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Problem[sol] Solution Details (segments): tour serve / tour cost

S76D2

(split)

[1091]

Route 1,68,35,47,53, 5,1 (6)

Serve 0,18,46,40,46,10,0 160

Cost 5, 5, 2, 5, 9, 7 33

Route 1,76,31,49,30,46,5,1 (7)

Serve 0,18,10,44,43,37,8,0 160

Cost 3,11, 7, 6, 4, 7,7 45

Route 1,69, 3,63,74,34,1 (6)

Serve 0,28,22,40,23,47,0 160

Cost 7, 7, 8, 5, 5,18 50

Route 1,27, 8,36,20, 9,1 (6)

Serve 0,33,27,35,47,18,0 160

Cost 6,10, 5, 7, 8,16 52

Route 1,18,41,10,40,73,13,1 (7)

Serve 0,13,37,44,31,16,19,0 160

Cost 8, 7,10, 4, 5, 9,12 55

Route 1,46, 6,38,37,48,1 (6)

Serve 0, 1,47,47,33,25,0 153

Cost 14,11, 7, 8, 6,27 73

Route 1,28,16,58,14,55,53,1 (7)

Serve 0,43,44,20,35,16, 1,0 159

Cost 16,12, 4, 9, 8,13,14 76

Route 1, 7,17,50,25,45, 4,52,1 (8)

Serve 0,12,20,32,24,27,22,23,0 160

Cost 9,12, 9, 7,15, 3,10,11 76

Route 1,64,24,57, 2,7,1 (6)

Serve 0,19,46,47,40,8,0 160

Cost 22, 9, 6,16,16,9 78

Route 1,75,29,23,62,22,31,1 (7)

Serve 0,40,26,29,16,23,26,0 160

Cost 20, 6, 9,12,11,13,14 85

Route 1,27,59,11,32,66,39,1 (7)

Serve 0, 2,29,17,39,19,47,0 153

Cost 6,14, 6,13,20, 5,27 91

Route 1,2,44,42,43,65,1 (6)

Serve 0,4,27,43,46,38,0 158

Cost 25,7, 4, 4, 9,43 92

Route 1,8,54,15,60,67,12,1 (7)

Serve 0,7,26,18,20,47,42,0 160

Cost 14,9, 7,11,15, 7,29 92

Route 1,18,33,26,56,19,51,45,1 (8)

Serve 0, 9,29,35,21,23,29,14,0 160

Cost 8,14,12, 9,14, 6,10,21 94

Route 1,16,21,71,61,72,70,31,1 (8)

Serve 0, 2,22,46,45,18,22, 5,0 160

Cost 27,11, 6, 4, 5, 9,23,14 99

S76D3

(split)

[1440]

Route 1,13,40,32,56,26,10,1 (7)

Serve 0,19,23,20,38,31,21,0 152

Cost 12,10,16,22, 9,10,24 103

Route 1,76, 5,1 (3)

Serve 0,75,76,0 151

Cost 3, 5, 7 15

Route 1,69, 7,1 (3)

Serve 0,68,62,0 130

Cost 7, 5, 9 21

Route 1,68,35,53,1 (4)

Serve 0,44,59,55,0 158

Cost 5, 5, 4,14 28

Route 1,68, 9,47,1 (4)

Serve 0,17,64,79,0 160

Cost 5,10, 5,11 31

Route 1,18,33,41,1 (4)

Serve 0,30,79,47,0 156

Cost 8,14, 9,14 45

Route 1,27,59,73,13,1 (5)

Serve 0,19,57,57,27,0 160

Cost 6,14, 5, 9,12 46

Route 1,31,75,29, 3,1 (5)

Serve 0,38,32,76,14,0 160

Cost 14, 7, 6,10,15 52

Route 1,52,34,74,63,1 (5)

Serve 0,33,24,58,45,0 160

Cost 11,10, 5, 5,22 53

Route 1,54,15,36,1 (4)

Serve 0,59,79,22,0 160

Cost 23, 7,10,18 58

Route 1,59,11,39,1 (4)

Serve 0, 2,77,72,0 151

Cost 20, 6, 7,27 60

Route 1,28,14,58,16,46,1 (6)

Serve 0,20,27,70,20,23,0 160

Cost 16, 7, 9, 4,13,14 63

Route 1,46,30, 6,37,48,49,1 (7)

Serve 0, 9,25,17,68,29, 7,0 155

Cost 14, 4, 7,10, 6, 6,21 68

Route 1,17,50,25, 4,1 (5)

Serve 0,21,46,61,24,0 152

Cost 19, 9, 7,14,20 69

Route 1,45,19,51,1 (4)

Serve 0,19,67,74,0 160

Cost 21,14, 6,30 71

Route 1,64,24,57,1 (4)

Serve 0,52,20,75,0 147

Cost 22, 9, 6,37 74

Route 1,12,67,66,1 (4)

Serve 0,21,44,79,0 144

Cost 29, 7, 7,32 75

Route 1,49,22,62,1 (4)

Serve 0,32,32,78,0 142

Cost 21, 9,11,34 75

Route 1,44,42,43, 2,1 (5)

Serve 0,26,23,79,27,0 155

Cost 32, 4, 4,11,25 76

Route 1,70,72,38,1 (4)

Serve 0,73,69,17,0 159

Cost 37, 9,10,32 88

Route 1, 3,63,23,65,1 (5)

Serve 0,23, 6,46,77,0 152

Cost 15, 8, 8,14,43 88

Route 1,46,30,21,71,61,1 (6)

Serve 0, 2, 3,37,37,79,0 158

Cost 14, 4,18, 6, 4,43 89

Route 1, 8,60,20,55,53,1 (6)

Serve 0,22,45,20,67, 6,0 160

Cost 14,24,18, 9,13,14 92
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Problem[sol] Solution Details (segments): tour serve / tour cost

S76D4

(split)

[2096]

Route 1,51,56,19,25,1 (5)

Serve 0,35,55,26,44,0 160

Cost 30,15,14,13,33 105

Route 1, 68,1 (2)

Serve 0,143,0 143

Cost 5, 5 10

Route 1, 69,1 (2)

Serve 0,138,0 138

Cost 7, 7 14

Route 1, 18,1 (2)

Serve 0,135,0 135

Cost 8, 8 16

Route 1, 8,1 (2)

Serve 0,143,0 143

Cost 14, 14 28

Route 1, 46, 5,1 (3)

Serve 0,126,34,0 160

Cost 14, 7, 7 28

Route 1,47, 9,36,1 (4)

Serve 0,31,41,88,0 160

Cost 11, 5, 5,18 39

Route 1,13, 73,1 (3)

Serve 0,21,139,0 160

Cost 12, 9, 21 42

Route 1, 7,74, 3,1 (4)

Serve 0,39,74,46,0 159

Cost 9,12, 9,15 45

Route 1,35,53, 14,28,1 (5)

Serve 0,24,17,102,17,0 160

Cost 10, 4, 9, 7,16 46

Route 1, 64,34,1 (3)

Serve 0,131,21,0 152

Cost 22, 6,18 46

Route 1,41,45, 4,1 (4)

Serve 0, 1,20,139,0 160

Cost 14, 9, 3, 20 46

Route 1,36, 54,1 (3)

Serve 0,15,143,0 158

Cost 18, 7, 23 48

Route 1,63,29,75,1 (4)

Serve 0,60,47,53,0 160

Cost 22, 6, 6,20 54

Route 1,75, 22,31,1 (4)

Serve 0,12,143, 5,0 160

Cost 20, 8, 13,14 55

Route 1,40,10,33,1 (4)

Serve 0,66,51,43,0 160

Cost 22, 4, 7,22 55

Route 1, 50,52,1 (3)

Serve 0,141,19,0 160

Cost 28, 17,11 56

Route 1, 5,30,48,49,1 (5)

Serve 0,17,42,73,28,0 160

Cost 7,11,11, 6,21 56

Route 1,30, 16,28,1 (4)

Serve 0,34,118, 8,0 160

Cost 18,10, 12,16 56

Route 1,28, 58,1 (3)

Serve 0,25,135,0 160

Cost 16,12, 28 56

Route 1,27, 12,1 (3)

Serve 0,24,133,0 157

Cost 6,24, 29 59

Route 1,53,55,20,1 (4)

Serve 0,32,41,82,0 155

Cost 14,13, 9,23 59

Route 1,13,40,11,59,1 (5)

Serve 0, 1,77,33,49,0 160

Cost 12,10,12, 6,20 60

Route 1, 2, 44,34,1 (4)

Serve 0,24,126,10,0 160

Cost 25, 7, 14,18 64

Route 1,41, 26,33,1 (4)

Serve 0,32,124, 4,0 160

Cost 14,19, 12,22 67

Route 1,75, 62,1 (3)

Serve 0,38,121,0 159

Cost 20,15, 34 69

Route 1, 76,1 (2)

Serve 0,124,0 124

Cost 3, 3 6

Route 1,39,66,67,12,1 (5)

Serve 0,25,49,72, 5,0 151

Cost 27, 5, 7, 7,29 75

Route 1,42,43, 2,1 (4)

Serve 0,96,27,37,0 160

Cost 36, 4,11,25 76

Route 1,36,15, 60,1 (4)

Serve 0,30,29,101,0 160

Cost 18,10,11, 38 77

Route 1,48,37,70,31,1 (5)

Serve 0,13,37,89,19,0 158

Cost 27, 6, 7,23,14 77

Route 1, 5, 72,37,1 (4)

Serve 0,14,139, 5,0 158

Cost 7,33, 7,33 80

Route 1,52,17,24,57, 2,1 (6)

Serve 0,13,25,35,73,14,0 160

Cost 11, 9,13, 6,16,25 80

Route 1,30,21,71,38,1 (5)

Serve 0, 8,37,87,28,0 160

Cost 18,18, 6, 9,32 83

Route 1, 2, 65,23,1 (4)

Serve 0,11,121,25,0 157

Cost 25,18, 14,30 87

Route 1, 6,61,38,1 (4)

Serve 0,36,98,24,0 158

Cost 25,18,12,32 87

Route 1,73, 32,66,1 (4)

Serve 0, 4,100,56,0 160

Cost 21,16, 20,32 89
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Problem[sol] Solution Details (segments): tour serve / tour cost

S101D3

(split)

[1889]

Route 1,11,64,65,50,1 (5)

Serve 0,44,20,69,24,0 157

Cost 25, 9,14,13,44 105

Route 1, 2,21,67,72,66,36,1 (7)

Serve 0, 4,52,24,21,30,29,0 160

Cost 15,16, 9, 9,10,12,41 112

Route 1,54,27,29,1 (4)

Serve 0,29,74,57,0 160

Cost 4, 8, 8, 6 26

Route 1,14,95,1 (3)

Serve 0,74,64,0 138

Cost 11, 4,12 27

Route 1,90, 7,97,1 (4)

Serve 0,52,30,78,0 160

Cost 9, 5, 4,15 33

Route 1,59, 3,41,1 (4)

Serve 0,59,33,68,0 160

Cost 9, 9, 9,11 38

Route 1,28,70, 2,51,1 (5)

Serve 0,38,26,17,79,0 160

Cost 5, 7, 4, 6,17 39

Route 1,96,98,93,1 (4)

Serve 0,41,74,45,0 160

Cost 15, 3, 3,18 39

Route 1,41,22,73,1 (4)

Serve 0, 7,77,76,0 160

Cost 11, 7, 4,22 44

Route 1, 4,78,77,29,1 (5)

Serve 0,79,18,60, 3,0 160

Cost 22, 3, 4, 9, 6 44

Route 1,13,81,69,1 (4)

Serve 0,38,35,79,0 152

Cost 15, 6, 2,21 44

Route 1,100,94,99,1 (4)

Serve 0, 48,60,52,0 160

Cost 17, 3, 3,21 44

Route 1,53, 8,89,1 (4)

Serve 0,35,75,50,0 160

Cost 11,10, 6,19 46

Route 1,19,83,1 (3)

Serve 0,77,79,0 156

Cost 16, 9,23 48

Route 1,60,38,101,99,93,1 (6)

Serve 0,20,33, 79, 3,23,0 158

Cost 18, 4, 3, 3, 3,18 49

Route 1,32,71,31,1 (4)

Serve 0,33,48,59,0 140

Cost 17, 7, 5,25 54

Route 1, 7,94,86,92,62, 6,1 (7)

Serve 0,15, 3,40,35,31,36,0 160

Cost 11, 9, 3, 3, 6, 7,21 60

Route 1,42,23,75,1 (4)

Serve 0,22,79,59,0 160

Cost 29, 4, 3,25 61

Route 1,61,6,85,18,1 (5)

Serve 0,48,1,24,79,0 152

Cost 18, 4,4, 6,30 62

Route 1,34,82,10,52,1 (5)

Serve 0,45,28,60,20,0 153

Cost 25, 3, 6, 6,27 67

Route 1,30,25,55,1 (4)

Serve 0,58,60,39,0 157

Cost 30, 7,10,23 70

Route 1,33,91,11,1 (4)

Serve 0,75,71,14,0 160

Cost 34, 4, 7,25 70

Route 1,88,43,44,16,58,1 (6)

Serve 0,31,15,23,60,31,0 160

Cost 18, 7, 9, 7, 7,23 71

Route 1,29,80,35,79,1 (5)

Serve 0, 8,24,36,76,0 144

Cost 6,19,11, 5,31 72

Route 1,63,12,20,1 (4)

Serve 0,34,68,52,0 154

Cost 25, 8, 7,32 72

Route 1,43,15,45,1 (4)

Serve 0,34,69,57,0 160

Cost 25, 9, 6,32 72

Route 1, 9,47,46,84,1 (5)

Serve 0,33,70,17,27,0 147

Cost 26, 9,11, 8,21 75

Route 1,55,56,26,40, 5,1 (6)

Serve 0,36,20,69, 4,29,0 158

Cost 23, 8, 4, 9, 9,25 78

Route 1,49,48,37,1 (4)

Serve 0,57,21,79,0 157

Cost 28, 6, 7,41 82

Route 1,94,17,87,39,45,1 (6)

Serve 0, 1,44,77,22,14,0 158

Cost 20, 9, 6,13,11,32 91

Route 1,41,74,75,76,24,68,40,57,1 (9)

Serve 0, 3,21, 7,22,44,20,21,22,0 160

Cost 11, 9, 4, 4, 8,12,10, 7,29 94

S101D5
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Route 1,52,72, 66,21,1 (5)

Serve 0,16,27,111, 6,0 160

Cost 27,13,10, 21,32 103

Route 1,12,65,50,1 (4)

Serve 0,16,61,83,0 160

Cost 34,13,13,44 104

Route 1,54,29,1 (3)

Serve 0,76,84,0 160

Cost 4, 7, 6 17

Route 1,28, 70,1 (3)

Serve 0,53,107,0 160

Cost 5, 7, 12 24

Route 1,73,75,23,1 (4)

Serve 0,25,48,87,0 160

Cost 22, 3, 3,27 55

Route 1,34, 80,1 (3)

Serve 0,56,104,0 160

Cost 25, 6, 26 57

Route 1,84,46, 9,1 (4)

Serve 0, 8,75,77,0 160

Cost 21, 8, 6,26 61

Route 1, 55,56,1 (3)

Serve 0,102,58,0 160

Cost 23, 8,30 61
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Continued...

Route 1,59,41,1 (3)

Serve 0,91,69,0 160

Cost 9, 4,11 24

Route 1,90, 7,95,1 (4)

Serve 0,77,31,52,0 160

Cost 9, 5, 3,12 29

Route 1,27,13,29,1 (4)

Serve 0,84,57,19,0 160

Cost 11, 7, 9, 6 33

Route 1,14, 98,1 (3)

Serve 0,52,108,0 160

Cost 11, 6, 17 34

Route 1,53,19,1 (3)

Serve 0,77,83,0 160

Cost 11, 8,16 35

Route 1,97,60,96,1 (4)

Serve 0,46,93,21,0 160

Cost 15, 3, 4,15 37

Route 1, 51, 2,1 (3)

Serve 0,108,52,0 160

Cost 17, 6,15 38

Route 1,97,100,94, 7,1 (5)

Serve 0, 6, 46,98,10,0 160

Cost 15, 2, 3, 9,11 40

Route 1,41,22, 74,1 (4)

Serve 0,32,23,105,0 160

Cost 11, 7, 3, 20 41

Route 1,95,96,38,99,93,1 (6)

Serve 0,10,31,31,38,50,0 160

Cost 12, 3, 6, 1, 3,18 43

Route 1, 4,78,77,1 (4)

Serve 0,62,91, 7,0 160

Cost 22, 3, 4,16 45

Route 1,19, 84,61,1 (4)

Serve 0,28,101,31,0 160

Cost 16, 7, 4,18 45

Route 1,81,69,77,29,1 (5)

Serve 0,53,57,47, 3,0 160

Cost 21, 2, 8, 9, 6 46

Route 1, 3,58,88,1 (4)

Serve 0,59,86,15,0 160

Cost 18, 6, 7,18 49

Route 1,88,43,1 (3)

Serve 0,69,91,0 160

Cost 18, 7,25 50

Route 1,93,99,92,101,38,1 (6)

Serve 0, 2,21,70, 53,14,0 160

Cost 18, 3, 4, 3, 3,21 52

Route 1, 7,62,86,60,1 (5)

Serve 0,22,87,50, 1,0 160

Cost 11,14, 4, 5,18 52

Route 1,71,11,32,1 (4)

Serve 0,56,64,40,0 160

Cost 21, 8, 8,17 54

Route 1,54,76,73,22,1 (5)

Serve 0,15,92,23,30,0 160

Cost 4,23, 5, 4,18 54

Route 1,89,63, 8,1 (4)

Serve 0,52,79,29,0 160

Cost 19, 6, 9,21 55

Route 1,51,34,82,52,1 (5)

Serve 0, 2, 4,71,83,0 160

Cost 17, 8, 3, 7,27 62

Route 1,61, 6,85,18,1 (5)

Serve 0,34,21,52,52,0 159

Cost 18, 4, 4, 6,30 62

Route 1,57, 5,1 (3)

Serve 0,71,89,0 160

Cost 29, 8,25 62

Route 1,69,30, 25,1 (4)

Serve 0, 1,57,102,0 160

Cost 21, 9, 7, 30 67

Route 1,100,17,45,38,1 (5)

Serve 0, 31,17,93,19,0 160

Cost 17, 12, 6,11,21 67

Route 1,83,49,48,1 (4)

Serve 0,17,53,90,0 160

Cost 23, 5, 6,34 68

Route 1,70,31, 33,1 (4)

Serve 0, 4,45,111,0 160

Cost 12,13,10, 34 69

Route 1,11,64,91,1 (4)

Serve 0,24,72,64,0 160

Cost 25, 9, 4,32 70

Route 1,83, 47, 9,1 (4)

Serve 0,43,111, 6,0 160

Cost 23,13, 9,26 71

Route 1,62,17,87, 6,1 (5)

Serve 0,19,47,63,31,0 160

Cost 25, 4, 6,16,21 72

Route 1,32,12,20, 8,1 (5)

Serve 0,24,47,57,32,0 160

Cost 17,17, 7,11,21 73

Route 1,58,16,42,23,1 (5)

Serve 0,13,61,69,17,0 160

Cost 23, 7,12, 4,27 73

Route 1,40,26,56,1 (4)

Serve 0,56,55,49,0 160

Cost 34, 9, 4,30 77

Route 1,88,43, 44,15,1 (5)

Serve 0,10,13,100,37,0 160

Cost 18, 7, 9, 11,32 77

Route 1,29,80,79,35,10,1 (6)

Serve 0, 4, 7,55,65,29,0 160

Cost 6,19, 6, 5,11,32 79

Route 1,31,21,67,1 (4)

Serve 0,13,80,67,0 160

Cost 25, 7, 9,40 81

Route 1,8,49,48, 37,1 (5)

Serve 0,2,32,18,108,0 160

Cost 21,7, 6, 7, 41 82

Route 1,98,15,39,1 (4)

Serve 0, 2,69,89,0 160

Cost 17,15,11,42 85

Route 1,52,72,36,10,1 (5)

Serve 0,12,50,75,23,0 160

Cost 27,13, 7, 9,32 88

Route 1,73,76,24,68,40, 5,1 (7)

Serve 0, 7, 7,50,50,32,14,0 160

Cost 22, 5, 8,12,10, 9,25 91
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