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Abstract 
 

Numerical Study of Cloud-Sized Droplet Impact and Freezing on Superhydrophobic 
Surfaces 

 

Reza Attarzadeh, Ph.D. 

Concordia University, 2017 

 

In-flight icing is a serious meteorological hazard caused by supercooled cloud particles (with 

an average size of 20–50 µm) that turn into ice as an immediate consequence of impact with an 

aircraft, and it poses a serious risk to the safety of the aircraft and its passengers. Anti-icing surface 

treatment is a potential solution to mitigate ice accretion and maintain optimal flying conditions. 

Superhydrophobic coatings inspired by nature (e.g., lotus leaf) have attracted much attention in 

recent years due to their excellent water repellent properties. These coatings have been extensively 

applied on various substrates for self-cleaning, anti-fogging, and anti-corrosive applications. The 

performance of these coatings depends on the chemical composition and their rough hierarchical 

surface morphology composed of micron and sub-micron-sized structures. Recently, there has 

been an increased interest to fabricate superhydrophobic coatings that can repel droplets of cloud-

relevant sizes (20–50 µm) before they freeze to the surface in practical flight conditions (i.e., 

icephobic surfaces). 

The main goal of this work was to numerically model the hydrodynamic and thermal 

behaviour of cloud-sized droplets on superhydrophobic surfaces when interacting with micron-

sized surface features. Consequently, by correlating the hydrophobicity and the icephobicity of the 

surface, we found viable solutions to counteract icing and to prevent ice accumulation on critical 

aerodynamic surfaces. For this purpose, we developed a computational model to analyze the 

hydrodynamics of the impact of the micro-droplet on a micro-structured superhydrophobic surface 

under room temperature and freezing (including rapid-cooling and supercooling) conditions. All 

coding and implementations were carried out in the OpenFOAM platform, which is a collection 

of open-source C++ libraries for computational continuum mechanics and CFD analysis. 
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Superhydrophobic surfaces were directly modelled as a series of fine, micro-structured arrays with 

defined cross sections and patterns. Surface chemistry was included in the simulations using a 

dynamic contact angle model that describes well the hydrodynamics of a micro-droplet on rough 

surfaces. A multi-region transient solver for incompressible, laminar, multi-phase flow of non-

isothermal, non-Newtonian fluids with conjugate heat transfer boundary conditions between solid 

and fluid regions was developed to simulate both the dynamics of the micro-droplet impact on the 

substrate and the associated heat transfer inside the droplet and the solid bulk simultaneously. In 

addition, a phase change (freezing) model was added to capture the onset of ice formation and 

freezing front of the liquid micro-droplet. The computational model was validated using 

experimental data reported in the literature. In addition, an analytical model was derived using the 

balance of energy before impact and at the maximum spreading stage, which we found to be in 

good agreement with the data obtained from simulations.  

Since aluminum (Al) is the base material used in aerospace industries, the thermo-physical 

properties of aluminum were extensively used in our simulations. Comparing laser-patterned 

aluminum substrates with a ceramic base composite material that has a low thermal diffusivity 

(such as titanium-dioxide), we showed that the onset of icing was significantly delayed on the 

ceramic-based substrate, as the droplet detached before freezing to the surface. Finally, a freezing 

model for the supercooled water droplet based on classical nucleation theory was developed. The 

model is an approximation for a supercooled droplet of the recalescence step, which was assumed 

to be initiated by heterogeneous nucleation from the substrate. This research extended our 

knowledge about the hydrodynamic and freezing mechanisms of a micro-droplet on 

superhydrophobic surfaces. The developed solvers can serve as a design tool to engineer the 

roughness and thermo-physical properties of superhydrophobic coatings to prevent the freezing of 

cloud-sized droplets in practical flight conditions. 
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Chapter 1 
 

1 Introduction 
 

1.1 Motivation  

Aircraft icing is known as one of the critical aviation safety issues. Although the equilibrium 

freezing temperature of water is at 0° C, water does not always freeze at that temperature and 

sometimes exists as a "supercooled" liquid. If the surface temperature of an aircraft structure flying 

through the clouds is below zero, then supercooled droplets may turn to ice as an immediate or 

secondary consequence of impact. Flying in icing condition causes the formation of ice layers 

which can result in the increased aerodynamic drag, reduced lift, and reduced aircraft control. 

Accumulation of ice disturbs the airflow pattern and consequently deviates the plane from optimal 

flight condition. There have been around 2000 icing-related reports from 1978 to 2002, and  228 

incidents from 2006 to 2010 in the US, from which 723 incidents are considered aerodynamically 

significant [1].  

   

 Figure 1-1: Examples of unfavorable and catastrophe of ice accretion, a) Ice accumulation on 
the spinner of a jet engine [2], b) ice growth on the surface of the airfoil [3], and c) Avionic 

catastrophe as the result of airframe icing [4]. 

a b

 

c 
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Only in the year 2002, the icing was the primary cause of $96 million regarding personal injuries 

and damages in the USA [5].  Weight gain from ice accumulation on the airframe can become a 

tremendous safety challenge for smaller aircraft. In addition to the impacts on the airframe, high 

ice density can extinguish engines (flame-outs), and ice accumulation can cause the failure of Pitot 

data sensor, thereby eliminating information required for safe flight. Figure 1-1 shows few 

examples of unfavorable ice accretion during flight.  

Utilization of powered heat source to meltdown the ice is known as one of the practical solutions 

to mitigate ice accretion on airplane components such as the blades, airframe and airfoils. 

However, this requires additional installment which makes the airplane heavier and consequently, 

increases fuel consumption. An alternative potential solution is to treat the surfaces in such a way 

that they are immune to icing, i.e., ice does not form on them. Surfaces with extreme water 

repelling behavior have proven to exhibit excellent anti-icing property under specific condition.[6]. 

These surfaces are called superhydrophobic (SH) surfaces. Studies have also shown [7], [8] that 

in case of ice formation on a surface, superhydrophobic surfaces are beneficial since ice 

detachment from these surfaces requires less heating compared to conventional surfaces. 

According to a study [9], ice formation on superhydrophobic surfaces under specific 

configurations can be alleviated since supercooled water droplets do not easily stick to these 

surfaces and mainly bounce off and detach from the surface before they start to freeze. However, 

these studies are limited to large size droplets (i.e. millimeter size droplet) interacting with a 

superhydrophobic surface whereas the incident of aircraft icing is due to the impact of cloud-sized 

droplets (20-50 µm). Since the size of droplets in cloud is too small, i.e. comparable to the scale 

of surface asperities, hydrodynamic of the droplet during the impact and freezing may change from 

the case of milimiter size droplet impact.  
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It is important to mention that experimental study of a micro-droplet impact on the rough 

superhydrophobic surface is complicated and very limited due to the time scale associated with 

the droplet impact phenomena (on the order of microseconds) and limited imaging capabilities in 

this scale. Therefore, the computational tool can overcome difficulties above and provide more 

detailed information under varied conditions. By improving our understanding of micro-droplet 

interactions with superhydrophobic surfaces, and eventually finding the relationship between 

superhydrophobic and icephobic properties we can aim for a long-standing industrial solution to 

manufacture functional ice-free surfaces. To this objective, key developments in the field of 

droplet impact will be concisely discussed in the next section.   

1.1 Surface wettability 

The shape of a droplet sitting on a surface depends on the interaction between the liquid and the 

solid surface. If there is a high adhesion force between the liquid and the solid, liquid spreads over 

the surface. On the contrary, for low-adhesive surfaces, the liquid droplet hates the surface and 

tends to keep its spherical shape. Such behavior is described quantitatively by the concept of 

contact angle measured between droplet and solid surface at the three-phase contact line in a 

thermal equilibrium state (Figure 1-2). The more the contact angle, the more hydrophobic the 

surface, consequently the more spherical the droplet. Young’s equation (eqn.1-1) [10] describes 

the balance of surface tension forces for a sessile droplet under equilibrium condition.  

 
Figure 1-2: Equilibrium (static) contact angle of a sessile droplet 
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 cos 𝜃𝑠 =
𝜎𝑆𝐺 − 𝜎𝐿𝑆
𝜎𝐿𝐺

 (1-1) 

 

where 𝜃𝑠, 𝜎𝑆𝐺, 𝜎𝐿𝑆, 𝜎𝐿𝐺, corresponds to the static contact angle, solid-gas, liquid-solid, liquid-gas 

interfacial energies, respectively. The static contact angle divides the entire range of surface 

wettability into two regimes (Figure 1-3), hydrophilic and hydrophobic. For a static contact angle 

of 𝜃𝑠 < 90° droplet spreads, wetting occurs, and the surface is called hydrophilic. For a contact 

angle 𝜃𝑠 > 90° the surface is called hydrophobic and droplet tends to keep its spherical shape. 

Furthermore, if the contact angle increases beyond 150° the surface is so-called superhydrophobic 

or water repellent surface [11], [12].  

 

Figure 1-3: Different wetting behavior: a) Hydrophilic, b) Hydrophobic.  

 

Superhydrophobicity of a surface is associated with both surface roughness and the surface 

chemistry. The surface chemistry refers to the presence of a preponderance of nonpolar bonds in 

molecular lattice structure of the substrate. Because water molecules are polar, that seemingly has 

little tendency to be surrounded by polar bonds so called hydrophobes, and they get repelled. 

Figure 1-4.a) shows the molecular structure of hydrocarbons, which contain many C-H bonds 

which are hydrophobic and do not interact with H2O molecules. Figure 1-4.b) is an example of 
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physically modified superhydrophobic by including the effect of surface roughness and decreasing 

the area of surface adhering with a liquid droplet.  

 

 
 

(a) (b) 
Figure 1-4: A comparison between a) surface chemistry of superhydrophobic surfaces, b) Confocal 

microscopy of a superhydrophobic surface topology.  

 

Researchers have been trying to determine which kind of sub-micron or nanostructures can make 

a surface superhydrophobic or superhydrophilic. To obtain these special properties, they have been 

looking at the examples in nature such as how Namib desert beetle collects water to drink or the 

self-cleaning property of lotus leaf (Figure 1-5).  

  

Figure 1-5: Examples of superhydrophobic surface in nature, Namib beetle (left) [13] and lotus leaf 

(right) [14]. 



6 
 

The lotus leaf has excellent water repellency and mobility [15]. The water droplet impinging on 

lotus leaf can bounce or roll off the surface and more likely remove dust and dirt particles. Figure 

1-5 shows a water droplet sitting on the surface of the lotus leaf. As it can be seen, the surface of 

a lotus leaf is not perfectly smooth; rather it consists roughness on the micrometer scale. The 

entrapped air between asperities prevents water from contacting the entire solid surface and 

causing low adhesion (or surface energy).  The low surface energy of the lotus leaf causes the 

water droplet to assume a nearly spherical shape, and the surface becomes repellent.  

 There are two different states when a water droplet comes in contact with a rough surface. The 

first state is the Wenzel state [16] (Figure 1-6.a), in which there are no air pockets underneath the 

water droplet, and the droplet is in complete contact with the surface. The droplet sticks very well 

to the surface, and it is called pinned droplet. In the Wenzel model, the surface roughness is 

quantified by “r” which is the real surface area divided by the projected surface area. Since every 

surface has some roughness, and no surface is completely smooth in the molecular level we can 

assume that r is always greater than one. The Wenzel model describes the contact angle of a droplet 

sitting on a rough surface in the following way, 

 cos 𝜃𝑝 = 𝑟 cos 𝜃𝑠 (1-2) 
 

where 𝜃𝑝 is the apparent contact angle or the contact angle droplet creates while sitting on a rough 

surface. Since r is greater than one, cos 𝜃𝑝 >  cos 𝜃𝑠 .This is an important statement, since if a 

surface is hydrophilic (𝜃𝑠 < 90), the increase in roughness makes the surface more hydrophilic. 
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Figure 1-6: Different state of a droplet sitting on a rough surface; a) Wenzel state, b) Wenzel to Cassie-
Baxter state (Mushroom), and c) Cassie-Baxter state. 

 

The second state is the Cassie-Baxter state [17] in which the water droplet is in contact with both 

solid surface and air pockets trapped in the surface asperities. This property is useful for water 

repellent and self-cleaning surfaces. Technically, Cassie-Baxter state can occur for very rough 

surfaces. The Cassie-Baxter model describes the apparent contact angle in terms of the percentage 

of solid surface that is in contact with the liquid droplet as follow,  

 cos 𝜃𝑝 = −1 + Φ𝑠(cos 𝜃𝑠 + 1) (1-3) 
 

where, Φ𝑠, is the percentage (%) of solid surface which is in contact with the liquid droplet. 

According to eqn (1-3) if the water droplet is mostly sitting on the air pocket, then Φ𝑠⟶ 0, hence 

𝜃𝑝⟶ 180° which corresponds to the situation when droplet is fully spherical.  

  

 

Figure 1-7: Tilting plate method for measurement of the advancing (𝜃𝐴) and receding (𝜃𝑅) contact 

angles. 
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Furthermore, surface mobility or the tendency of a droplet to shed from the surface is categorized 

using the contact angle hysteresis. Contact angle hysteresis is the difference between the 

advancing, 𝜃𝐴, and receding, 𝜃𝑅 , contact angles. The smaller the contact angle hysteresis, the 

higher surface’s mobility. The superhydrophobic surfaces are characterized by having a low 

contact angle hysteresis; smaller than 10° [18], [19]. There are various experimental methods to 

measure the contact angle hysteresis of a surface. One common technique is the tilting plate shown 

schematically in Figure 1-7. The tilting plate requires inclination of the surface carrying the 

droplet, and measuring the top and bottom angles right before the droplet starts to slide. However, 

for small size droplets this method does not produce effective results since the effect of 

gravitational force is negligible on the motion of the droplet. This behavior has been quantified 

using the Bond number (𝐵𝑜 = 𝜌𝑔𝐷2/𝜎), which is the ratio of gravitational force to surface force. 

Therefore, for droplets with very small Bond number (D < 100 µm), the volume changing method 

(filling method) is used for measurement of droplet contact angle hysteresis (Figure 1-8). In this 

method, a droplet is injected and removed through a needle over the surface where the advancing 

and receding contact angles are measured during the ejection and removal of the liquid volume. 

 
 
Figure 1-8: Measurement of the contact angle hysteresis using filling method during a) water injection for 

advancing contact angle (𝜃𝐴), b) water depletion for receding contact angle (𝜃𝑅).  
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Figure 1-9: a) Worthington droplet dispensing unit, (b) Worthington’s sketches from the impact of 

Mercury drop on a flat substrate. (c) Replication of Worthington impact condition captured by modern 

imaging technology [20]. 

1.2 Droplet Impact 

Systematic study of droplet impact goes back to Worthington [21] in the 19th century by 

investigating the water droplet impact and splashing using a creative imaging process of his era ( 

Figure 1-9). Impact of a droplet on a solid substrate is a key element of wide variety of phenomena 

which can lead to serious issues on many natural and engineering systems, such as inhibited data 

transfer for telecommunication systems [22], corrosion of structures exposed to the elements [23], 

absorption of water into porous building material [24], inkjet printing [25], rapid prototyping [26],  

microfabrication [27], paint spraying [28]. In addition, the effect of heat transfer associated with 

the impact is helpful on designing efficient spray cooling systems [29], fabrication of ice-free 

surfaces to eliminate undesired ice accretion and maintaining the aerodynamic performance of 

airplanes [30]. Dispersal of seed and microorganisms [31] and pesticide spraying in agriculture 

[32], internal combustion engines with direct fuel injection [33] where the fuel is sprayed into 
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engine cylinders in the form of small droplets, are some practical applications of this area. Despite 

the necessity of knowledge in this field, the underlying rapid dynamic of droplet impact process 

eluded explanation until the past 25 years, when high-speed video technology began to allow time-

resolved imaging of the phenomenon [34]. As a result, plenty of discoveries on droplet behavior, 

several unresolved issues are yet to be addressed. 

In the scenario of droplet impact on the smooth surface, various driving and dissipating 

mechanisms are involved that depends on several parameters. Research studies have been directed 

toward comprehending the relation between these parameters and its outcome including the 

accumulation and repellency of the liquid [35]–[37]. These outcomes primarily depend on the 

impact velocity, size of the droplet, liquid viscosity and surface tension [38]–[46]. The outcomes 

of the impact process are best studied using relevant dimensionless numbers, such as Reynolds 

and Weber numbers,  

 𝑊𝑒 = 
𝜌𝐷𝑉2

𝜎
, (1-4) 

 

 𝑅𝑒 =  
𝜌𝐷𝑉

𝜇
 (1-5) 

  

 Rioboo et al.[36], studied the impact of a millimeter size droplet on superhydrophobic and 

hydrophilic surfaces for a broad range of impact velocities, and categorized different outcomes 

based on the Weber number. Examples of the various impact outcomes are illustrated in Figure 

1-10. These included deposition, splashing, and rebounding. The deposition occurs when a droplet 

is placed on a surface with very small Weber numbers (𝑊𝑒 ≪ 1), and after slight deformation it 

reaches to an equilibrium state. When a droplet with small and moderate Weber numbers (1 <

𝑊𝑒 < 100) impacts on a superhydrophobic surface, it completely rebounds off the surface. As the 
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Weber number increases to values above 100, splashing may encounter where small droplets 

detach from the peripheral edge of the spreading rim.  

 
 

Figure 1-10: The various outcomes of droplet impact on solid surface [36]  

 

 Unlike a sessile droplet that its wetting states can be determined by measuring the contact 

angles, and compare them to that obtained from equilibrium Cassie and Wenzel states, for the 

scenario of a droplet impact, the situation is slightly different, since the outcome may depend on 

the balance of pressures in the system.  Deng et al. [47],  proposed a simple pressure balance model 

that explains the transition from Cassie to equilibrium Wenzel wetting during the impact on a 

superhydrophobic surface composed of micro-arrayed pillars with squared cross-sectional pillars. 

According to their model, wetting state depends on two wetting pressures; 1) water hammer 

pressure (𝑃𝑊𝐻) and dynamic pressures (𝑃𝐷), 2) an antiwetting pressure, capillary pressure (𝑃𝐶), 

which defined as follow; 

 𝑃𝑊𝐻 = 0.2 𝜌𝐶𝑉  (1-6) 
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 𝑃𝐷 = 0.5 𝜌𝑉
2 1-7) 

 

 
𝑃𝐶 =  (

−4𝑐𝑜𝑠 𝜃𝑝

(1 +
𝑠
2𝑤) − 1

)
𝜎𝐿𝐺
2𝑤

 

 

(1-8) 

where C is the speed of sound, w and s are the surface features dimensions corresponding to the 

width and spacing of the pillar pattern.  

According to their model, the outcome of impact was categorized as follows, 

            {
𝑃𝐶 < 𝑃𝐷 <  𝑃𝑊𝐻
𝑃𝐷 < 𝑃𝐶 <  𝑃𝑊𝐻
𝑃𝐷 < 𝑃𝑊𝐻 <  𝑃𝐶

          ⇒       
𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒 𝑖𝑛𝑓𝑖𝑙𝑡𝑟𝑎𝑡𝑖𝑜𝑛
𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝑝𝑖𝑛𝑛𝑖𝑛𝑔
𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒 𝑟𝑒𝑐𝑜𝑖𝑙

 

 Above measurement was performed based on the impact of a millimeter size droplet on a 

microstructured surface.  

 Depending on the topography of the surface, different amount of energy dissipates during the 

impact. There were some models proposed to determine the amount of energy dissipates from 

droplet during the impact on a solid surface. Chandra and Avedisian [44] proposed a model in 

which the dissipated energy was assumed to equate the work done. This model suggested a pancake 

thickness to represent droplet boundary layer, where a linear velocity distribution across the entire 

thickness of the droplet was assumed. In addition, the time was simply the ratio between droplet 

size and its velocity. Pasandideh-Fard et al., [48] proposed a model based on the balance of energy. 

They used the maximum contact angle, which is the droplet’s contact angle at maximum spreading, 

just as the contact line becomes stationary. In their analysis, it was emphasized that most of the 

viscous dissipation occurs in the thin boundary layer that is found on the substrate upon which the 

impact occurs.  
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 Numerical modelling of droplet dynamic belongs to the class of two-phase interfacial problems.  

With the growing computational capabilities and the development of new numerical techniques, 

the simulation of droplet impact has become possible. One of the fundamental problems is the 

numerical description of the two-phase flow. There are different methods for simulation of 

interfacial flow problems, such as; Volume of Fluid method (VOF), Level-Set method (LS), Phase 

Field method (PF), etc. In this thesis, we focused on the VOF method because of several reasons; 

1) capablity of handling high interface distortion, 2) possibility to extend the model to 3D, 3) 

capability of handling unstructured mesh and adaptive mesh refinement, and 4) capability of 

conserving mass at sharp curvatures. In VOF, the motion of the interface is not tracked, but rather 

the volume of each material (liquid or gas) in each cell is evolved in time that is why sometimes it 

has been called volume tracking method [49]. A historical review of VOF method can be found in 

[50], [51].  

 Harlow and Shannon [52] were the first to simulate droplet impact on a solid surface, shallow 

pool and deep pool using Marker-and-Cell technique. Their 2D model was a simple study of a 

droplet impact without considering the effect of the surface tension force. Some of the physics 

associated with the hydrodynamics of the impact such as recoiling, thin film formation, etc. was 

neglected in their study. Nevertheless, they are known as the pioneer of this subject. Tsurutani et 

al. [53] added the effect of surface tension into the model and were able to capture the 

hydrodynamic during the recoiling stage. Consequently, the transformation of kinetic energy to 

surface energy and vice versa was captured. Mehdi-Nejad et al. [54] simulated the impact of 

various size liquid droplets on the dry solid surface using a modified Volume of Fluid method. 

They were able to capture the entrapped air bubbles at the solid surface upon impact. A detailed 

review of this progression can be found in [55]. 
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  There are cases where stochastic analysis of train drops and their impingement on a solid 

surface or liquid film become a fascinating field of research. For instant, accumulation of water 

layers as the result of raindrops occurs naturally. This accumulation starts by the impact of a single 

droplet on a dry surface and is followed by the coalescence of several other droplets in a row on 

liquid film or solid surface. In some applications, accumulation of water is not favorable. These 

negative consequences are elevated when freezing conditions exist, and the threat of icing is 

involved. For instant, the buildup of ice on power lines [56]–[58], or accretion of the ice layers on 

the structure of an aircraft causes change in the lift, drag, weight of the aircraft, and threaten the 

safety of the airplane and passengers [59], [60]. To avoid these hazards, researchers potentially 

have been seeking ways to prevent undesired accumulation of water layers as the result of cloud-

sized droplets (typically in size range of 20 µm) impact, nevertheless, understanding the 

mechanism of droplet solidification (freezing) is of the utmost importance.  

 

Droplet Solidification 

Solidification or freezing, is a phase change process in which liquid turns to solid when its 

temperature is lowered below freezing point. Regarding freezing phenomena, abundant theoretical 

[61], experimental [62] and numerical [63], [64] studies were carried out. In fact, a combination 

of heat transfer knowledge along with phase change mechanism (i.e., solidification) is necessary 

for prediction of droplet solidification. 

 The pioneering work in the modelling of phase change was the classical Stefan problem [65], 

the model which accounted for isothermal solidification in a multi-domain. Eventually Stefan 

model has become a bench mark solution for modelling of material phase change. His model is a 

particular kind of the boundary value problem for a partial differential equation (heat conduction), 
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adapted to the case in which a phase boundary can move with time (i.e., freezing line). Phase 

change process occurs over a region called mushy region which is bounded by solidus temperature 

(Ts) and liquid temperature (Tl) as shown in Figure 1-11. The mushy zone thickness may vary 

depending on thermal properties of the material undergoing phase transition. This behavior has 

been quantified using the ratio of latent heat to sensible heat (Stefan number). For instant in water, 

this ratio is about an order of magnitude greater than metals. This means that the discontinuity at 

the phase front for water is much more server. Therefore, using one-way (or weak solution) for 

modelling of water freezing results in poor calculation of the latent heat that releases during the 

phase change. Because of these difficulties, most of the research in the literature was dedicated to 

modelling of molten metal droplets solidification [66], [67]. Even with that, the integration 

between the free surface deformation and solidification has often been over-simplified.  

 

Figure 1-11: Schematic of a droplet solidification; in the left, metal droplet, and in the right, water 

droplet.  

 

Several groups have employed VOF algorithm to model the impact and solidification of the liquid 

droplet [68]. Passandideh-Fard et al. [63] simulated the impact and solidification of the tin droplets 
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on a cold stainless steel substrate based on a modified SOLA-VOF method developed by 

Bussmann et al. [69]. He used the enthalpy transforming model of Cao et al. [70] to convert energy 

equation to have only one dependent variable (i.e., enthalpy), instead of two variables (enthalpy, 

and temperature). Although wall contact resistance varies with respect to time and position, they 

used a constant contact resistance in their model.  Liu et al. [71], [72] studied the splat formation 

and solidification process using a VOF-based package, RIPPLE [68]. They also neglected the 

influence of the wall contact resistance in their model. Tong and Holt [7] used the enthalpy-

porosity approach in studying a single copper droplet deposition on a substrate by numerically 

solving the complete energy equation inclusive of convection terms. The isothermal solidification 

front was approximated as an infinitesimally small artificial mushy region. Chung and Rangel [73] 

developed a numerical model to simulate the droplet deposition and solidification. They included 

the wall contact resistance based on a one-dimensional approximation. Zhang et al.[74] integrated 

a VOF-based solver with solidification process to study the substrate melting and solidification. 

However, the influence of melt convective in his model was neglected.  

 There are some studies which quantitatively determined the maximum spreading diameter of 

the solidified droplet (splat). Madejeski is known as the pioneer of this work [67] by assuming that 

thickness of the spreading lamella just varies with time and not space and droplet gets a cylindrical 

shape at the maximum spreading diameter. By proposing some approximations, the maximum 

spreading factor of the splat is demonstrated by, 

 
𝜉𝑚𝑎𝑥 = 1.53𝐾

−0.395 (1-9) 

In addition, Passandideh-Fard et al. [66] presented another predictive model on spreading diameter 

with consideration of phase change,  
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𝜉𝑚𝑎𝑥 =

𝐷𝑚𝑎𝑥
𝐷

=
√

𝑊𝑒 + 12

3
8𝑊𝑒 + 3

(1 − cos 𝜃𝑎𝑑𝑣) + 4
𝑊𝑒

√𝑅𝑒

 (1-10) 

This model which is based on the balance of energies incorporates another term of viscous 

dissipation along with conventional term in hydrodynamics model. It was assumed all kinetic 

energy is lost in the solidified ice layer thickness. However, they assumed that heat conduction is 

one-dimensional, the substrate is isothermal, the thermal contact resistance is negligible, and the 

Stefan number is small, as well. Similar study was performed by Azizi et al. [75] assuming heat 

conduction is one dimensional with no thermal contact resistance at the solid-liquid interface, 

 

𝜉𝑚𝑎𝑥 =
𝐷𝑚𝑎𝑥
𝐷

=
√

𝑊𝑒 + 12
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3𝜀𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒
2  

2𝜋𝑃𝑒𝜀𝑑𝑟𝑜𝑝
2 + 3(1 − cos 𝜃𝑎𝑑𝑣) + 4

𝑊𝑒

√𝑅𝑒

 
(1-11) 

where 𝑆𝑡𝑒 is the dimensionless Stefan number, which is the ratio of sensible heat to the latent heat 

(𝑆𝑡𝑒 = 𝐶𝑝𝑙(𝑇𝑚−𝑇𝑠)

𝐻𝑓
), and is directly related to the degree of subcooling (i.e., difference between 

substrate temperature and melting point temperature of liquid droplet (𝑇𝑚 − 𝑇𝑠)), 𝑃𝑒 is the Peclet 

number (𝑃𝑒 = 𝑉𝐷/𝛼𝑤), and 𝜀2, is the effusivity function (𝜀 = 𝑘𝜌𝐶𝑝) . It was shown that if square 

root of Stefan number to Prandtl number (𝑃𝑟 = 𝜈/𝛼) becomes much smaller than one, the effect 

of solidified ice layer on the maximum spreading diameter is negligible.  However, all these 

predictive models of the maximum spreading diameter slightly over-estimate the maximum 

spreading diameter because of the fact that thermal contact resistance were not taken into account.   

 Supercooling effect is referred to the situation when the liquid temperature is below 0°C but 

still in liquid phase. This is because of many complicated reasons allowing water to remain in 

liquid form below freezing temperature. In general, supercooled water exists because it lacks the 
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ability to complete the nucleation process. Nucleation process is the first step in the formation of 

a new thermodynamic phase. It is defined to be the process that determines how long it takes for a 

new phase structure appears. Nucleation often found to be very sensitive to the impurities in the 

system. These impurities sometimes can be too small that can be seen with naked eye. Sometimes 

it is important to distinguish the nucleation by their types; Heterogenous nucleation which occurs 

on the surface (i.e., surface vibration, surface asperities, etc.), and Homogenous nucleation that 

happens away from the substrate (i.e., condensation of gas-vapor, bubble formation, etc.), and is 

less common comparing with the heterogenous nucleation. Nevertheless, classical nucleation 

theory is the most common theoretical model used to understand why nucleation may take hours 

or years or sometimes it does not even happen, and it will be discussed later in this chapter.   

 When supercooled water freezes, latent heat is released suddenly. This means that if a whole 

droplet were to freeze instantaneously, the latent heat liberated would, unless the initial 

temperature below −80°C, raise the temperature of the droplet above 0°C which would be 

contradictory since ice cannot exist above 0°C. In fact, only a small portion of the droplet freezes 

instantaneously, not more than enough to raise the temperature above 0°C. Further progressive 

freezing takes place as the droplet loses heat by evaporation and conduction to the substrate [76].  

 The freezing mechanism of the supercooled droplet is still not fully understood. However, it is 

known that the entire process of freezing occurs in two stages [77]–[79]; 1) During the first phase, 

the supercooled liquid departs from the thermodynamically metastable state along with rapid 

growth of ice dendrites, resulting in a mixture of the liquid-solid at the melting temperature, which 

is referred to as the “recalescence phase”, (Figure 1-12, A to B),  2) During the second stage, the 

remaining liquid in the solid-liquid mixture solidifies in a thermodynamically stable state at the 
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melting temperature, and the temperature gradually drops to the surface temperature (Figure 1-12, 

B-F).  

 

Figure 1-12: Freezing mechanism of the supercooled water droplet; the first abrupt freezing stage is 

observed between points A and B. Second stage of freezing continues after point B through F. Point B is 

expected to be close to 0°C [80]. 
 

In the case of cloud particles, the phase change process (heterogeneous nucleation) is initiated by 

the impact of the liquid droplet on a cold substrate (i.e., aircraft components). Some studies 

theoretically found temperature distribution of the formed ice based on the solution of transient 

conduction equation [81], [82]. However, there is no predictive model of maximum spreading 

diameter for supercooled water droplet except the model of Bahadur et al.[83] which was recently 

developed. Bahadur’s model is through a combination of classical nucleation theory and droplet 

wetting dynamics. Bahadur’s model is derived based on the three assumptions. First, droplet 

pinning occurs at the recoiling stage and the effect of phase change during spreading stage. Second, 

it was assumed the droplet spreads on the superhydrophobic substrate as a mass-spring model 

which was first shown by Okumura et al. [84]. Third, it has been demonstrated that hydrophobicity 
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of the surface breaks down by the growth of hemispherical ice cap underneath the impacting 

droplet.  

 The phenomena of supercooled droplet icing can be further elaborated through classical ice 

nucleation theory combined with thermal transport analysis based on the Gibbs free surface energy 

presented by Mishchenko et al. [62], and further discussed by Mohammadi et al. [85]. The 

nucleation rate [86], [87] can be related to the multiplication of kinetic rate (i.e., the activation 

energy of diffusion) with the exponential function of Gibbs free surface energy and interface 

temperature of an impacting water droplet on the substrate along with solid-liquid interfacial area 

and Boltzmann constant. According to the classical nucleation theory, the rate of nucleation under 

supercooled condition can be expressed through the critical Gibbs free energy as follows,  

 
 (1-12) 

where J is the nucleation rate,  𝑘𝐵 is the Boltzmann constant, prefactor Nc corresponds to kinetic 

coefficient for nucleation, kB is the Boltzmann constant, and G* the critical Gibbs free energy 

under heterogenous supercooling freezing condition is given by,  

 (1-13) 

where 𝑆(𝜃𝐸), is the geometrical factor and is defined as, 

𝑆(𝜃𝐸) = [
(2 + cos 𝜃𝐸)(1 − cos 𝜃𝐸)

2

4
] (1-14) 

Tm is the water melting temperature and 𝛾𝐿𝑆 is the ice water interfacial energy. The greater the 

supercooling ΔT=Tm-T, the smaller the critical radius and the energy required to initiate the 

nucleation. 
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 Jung et al. [64] formulated a modification to the classical heterogeneous nucleation theory, 

which predicts the observed freezing delay trends based on entropy reduction of water near a solid 

surface. It was obtained that surfaces with nanometer-scale roughness and higher wettability show 

unexpectedly long freezing delays comparing to the typical superhydrophobic surfaces with larger 

hierarchical roughness and low wettability. 

 On a dry surface, the spreading of the droplet is barely affected by the temperature of the 

substrate before nucleation occurs. The slight changes are because of the change of viscosity at 

lower temperature [88]. Hence, the vast body of literature addressing the dynamics of a liquid 

droplet impact onto dry surfaces [20], [89]–[91], and yet not discussed the impact on wet surfaces.  

 Yang et al. [92] performed an experimental investigation of the process of the supercooled 

water droplet impinging on dry cylindrical metal surfaces in different atmosphere temperature. 

They identified two main morphological characteristics of instantaneous and noninstantaneous 

freezing. The temperatures of the ambient air, the surface of the metal substrate, and the impinging 

supercooled droplet are the most critical parameters affecting the freezing patterns. They observed 

that the higher is the droplet impact velocity, the easier the freezing occurs. However, the influence 

of the impact velocity on freezing may be reduced by lowering the heat conduction of metal 

substrate. 

 Li et al. [93] performed an experimental study to identify the influence of solidification upon 

the impact process of a single water droplet on the aluminum surface with temperature ranges 20 

°C to -13 °C. It was found that solidification does not influence the impact process during the first 

spreading phase while it suppressed receding significantly for lower impact velocities.  

 Mishchenko [63] performed an experimental study of the droplet impact and freezing on 

structured surfaces. They showed that an excellent superhydrophobic surface could remain entirely 
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ice-free down upto −30 °C. This is because of the ability of the surface to repel impacting water 

droplets before ice nucleation starts. In addition, they addressed factors contributing to droplet 

retraction, pinning and freezing by combining classical nucleation theory with heat transfer and 

wetting dynamics. They showed that the water droplets impinging on superhydrophobic surfaces 

exhibited a non-icing behavior if the time scale for droplet spreading and retracting from the 

surface was smaller than the ice nucleation time, and consequently the droplet would bounce or 

roll off the surface before nucleation occurs.  

 Maitra et al. [67] identified a complex role of viscosity for supercooled drop impact down to 

−17 °C on superhydrophobic micro-structured surfaces. They found that the increased viscous 

effect influences all stages of impact dynamics, in particular, the impact and meniscus impalement 

behavior, water retention by the textures (sticky versus rebounding drop) and possible icing. The 

results highlighted that at low temperatures, drop dynamics are affected by increasing of liquid 

viscosity caused by supercooling which led to a different mechanism of superhydrophobicity 

breakdown for supercooled drops. 

 In spite of all these studies, details of a droplet impact in the small-scale, under varied conditions 

are hardly known. The majority of studies of concurrent droplet impact and freezing have been 

performed using millimeter or sub-millimeter droplets [44]–[46], [94], [95], due to the ease of 

repeatability of large size droplets as well as obtaining different impact velocities due to the role 

of gravitational force on controlling the terminal velocity of impact. In this thesis, the impact of 

the micro-droplet on micro-structured superhydrophobic surfaces when the size of a droplet is 

comparable with the surface roughness under various conditions have been investigated.  

 

 

  



23 
 

Objectives 

The main goal of the current study is to understand and identify the most influential parameters on 

hydrodynamic, heat transfer, and phase change of cloud-sized particles (micro-droplets) impinging 

on superhydrophobic surfaces having surface roughnesses comparable to the size of the droplets. 

Consequently, modifying these parameters, one can engineer a functional super/icephobic surface 

that repels water droplets before they freeze on the surface. To the best of author’s knowledge, no 

study was carried out on the impact of cloud-sized droplets on superhydrophobic micro-structured 

surface when the size of the surface asperities is comparable with the size of the micro-droplet. All 

research in the literature neglect the importance of surface roughness on hydrodynamic of the 

micro-droplet. Specific objectives of this thesis are as follows, 

• To understand the wetting behavior of micro-structured superhydrophobic surfaces by 

direct modelling of air pockets underneath the droplet and the surface morphology 

including micron/sub-micron features (roughness).  

• To examine the influence of surface topography features (such as pillars width, height, and 

pitch) in determining the repellency and mobility of the surface, and consequently finding 

the optimum configuration for the least contact time. 

• To examine the ice-phobic performance of the superhydrophobic surfaces through 

conjugate heat transfer modelling of the micro-droplet and the substrate during the impact. 

• To derive a model to simulate the freezing of supercooled micro-droplet impacting on 

superhydrophobic surface.  
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1.3 Thesis Structure 

 

This thesis is divided into seven chapters. The first chapter provides a brief introduction to the 

study of droplet-surface interaction, surface wettability, some relevant parameters that affect the 

wettability of a surface, droplet impact and different outcomes of the liquid droplet impact on a 

solid surface. A brief description of multiphase flow simulation and recent developments in the 

modelling of interfacial flow problems are pointed out. Finally, the motivation, research objectives 

and thesis structure are presented.  

Chapter 2 presents a numerical and analytical study of cloud-sized droplets impacting on 

superhydrophobic surfaces. The droplet size and the impact velocity of the cloud particles in an 

in-flight condition was found to be 20 µm with 1.6 m/s (Appedix) on the surface, which has been 

used extensively in this study. The aim was to develop a numerical model that can capture the 

dynamics of the droplet on rough superhydrophobic surfaces. Consequently, using the 

computational tool we found the dependence of surface morphology to non-wetting property of 

the superhydrophobic surface with respect to change of the roughness features.  

Chapter 3 presents a numerical study of coalescence induced-jumping of two identical micro-

droplets on various micro-structured surfaces using the model developed in the previous chapter. 

The model was validated with the experimental data provided in the literature, and compared with 

other numerical models in the literature. Consequently, the threshold of relative roughness for 

which below that the smooth surface modelling of superhydrophobic surface is no more applicable 

was obtained. 

Chapter 4 takes a further step toward modifying the model and adding the effect of conjugate 

heat transfer (between droplet and substrate) into the model. As a practical application, the model 

was used to evaluate the performance of superhydrophobic surfaces under practical spray cooling 
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process. Despite higher contact area between a droplet and a smooth hydrophilic surface, the heat 

transfer happened to be less comparing to that on a superhydrophobic surface. This was due to the 

better mixing of the liquid bulk in the peripheral rim of the droplet on the superhydrophobic 

surface.  

Chapter 5 presents a detailed numerical analysis of the icephobic performance of 

superhydrophobic coatings. The solver has been further developed to include the phenomena of 

phase change into the model. A comparative study was performed to evaluate the icephobic 

property of superhydrophobic surfaces. the net effect of substrate thermal properties on transient 

heat conduction through the substrate was investigated by studying the impact of a droplet on two 

substrates with different thermal diffusivities. It was observed under similar conditions (i.e., 

wettability and surface morphology), the droplet was able to rebound on the surface with smaller 

thermal diffusivity. 

Chapter 6 presents the numerical modelling of supercooled water droplet icing. The model is 

an approximation for a supercooled droplet of the recalescence step, assuming to be initiated by 

heterogeneous nucleation from the substrate. This is a modification of the model developed in 

Chapter 5 to calculate the latent heat release during the rapid freezing front based on the Gibbs 

free energy of the metastable droplet.   
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Figure 1-13: Schematic diagram of thesis structure. 
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Note that… 
At realistic in-flight icing condition which mostly occurs during takeoff and landing at altitudes 

between 9000 to 20000 ft, aircraft faces the impact of droplets located on upper troposphere and 

cirrus clouds [87]. The standard speed of aircraft is measured to be around 60-150 m/s at the time 

of impact. These particles are very small, and their diameter is typically in the range of 1 µm to 

500 µm, and are 10 to 1000 times smaller than rain drops. Smaller droplets have smaller inertia, 

and are more influenced by the airflow around the aircraft. However, smaller droplets tend to 

freeze faster and hence, the aircraft safety is more likely altered by the impact of small-sized cloud 

droplets. To determine the size and the terminal velocity of impact, a set of Discrete Phase Model 

(DPM) simulation was performed to model the cloud-sized particles (1-50 µm) toward a substrate 

with an average velocity of 90 m/s. It was found that the 20 µm droplet was the smallest cloud-

sized particle which had the inertia to reach the surface of the airfoil. More interestingly, despite 

the high velocity of the aircraft, it was observed that all 20 µm cloud particles were impacting on 

the airfoil with the normal velocity of 1.4-1.6 m/s. Therefore, in order to replicate the most striking 

condition, the impact of a 20 µm micro-droplet with the impact velocity of 1.6 m/s were selected 

as the main focus of  study. Furthermore, scales and dimensions of the superhydrophobic surface 

morphology presented in this thesis, are intended to be small enough to repel a 20 µm droplet and 

large enough to be able to fabricate with the current fabrication techniques. 

 

Figure 1-14: Size distribution of cloud particles (left), and superhydrophobic surface (right). 
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Chapter 2 
 

2 Numerical Analysis of Micro-Droplet 
Dynamics on Superhydrophobic Surface 

 

2.1 Abstract 

Artificial ultra-hydrophobic and super-hydrophobic surfaces are typically fabricated by 

modifying the surface roughness of hydrophobic surfaces. These surfaces exhibit apparent contact 

angles greater than 150∘ degrees and very small hysteresis contact angle. In this paper, numerical 

modelling of roughness topography is performed through a series of microarrays to explore the 

direct effect of arrays and their post-spacing lengths on the micro-droplet penetration depth, 

restitution coefficient, as well as the maximum wetting diameter. The volume of fluid (VOF) 

method coupled with a dynamic contact angle model is used to model the impact of the micro-

droplet. Two sets of simulations were performed in this study; first, a comparative study on a set 

of patterned surfaces with constant arrays width (W) but different pitch length (L), and second, 

pitch length was kept constant, while the arrays width were changed. To replicate a non-repellent 

hydrophobic surface, the intrinsic contact angle of 111∘ is applied to all surfaces. A droplet size of 

20 μm is opted to simulate the impact of the cloud-sized particles with the impact velocity of 1.6 

m/s. By direct modelling of the roughness topography along with an appropriate dynamic contact 

angle model, the simulation successfully captured the presence of air pockets underneath the 

micro-droplet inside micro-grooves. In addition to that, an analytical model was derived based on 

the concept of energy balance assuming disk-shape of the bulk in the maximum spreading phase. 
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As per results, maximum spreading length, penetration depth and detachment of droplet was 

captured using the numerical model, and they were found to be in good agreement with the data 

obtained from the analytical model.  

2.2 Introduction  

Surfaces with designed microscopic roughness possess remarkable non-wetting properties, and 

extensive attention is drawn recently by the micro and nanotechnology research communities [12], 

[96], [97]  into the development of the materials, aiming at finding new ways of controlling solid 

surface-fluid interface properties. Although according to Young's equation, a flat surface with a 

contact angle approaching 180∘ could theoretically be possible, no physical evidence has been 

reported that demonstrates this situation. Theoretical models describing the influence of surface 

roughening concerning the wetting properties of the surface have been introduced earlier either 

following the (i) Wenzel [16], or (ii) Cassie-Baxter [17] models. In Wenzel model it is assumed 

that  the liquid impales the roughness elements, and follows the surface topography, resulting in 

higher surface wettability due to the increase in contact area [16]: 

 

 cos 𝜃𝑤 = 𝑟 cos 𝜃𝑆 (2-1) 
 

where r is the surface roughness or the ratio of the actual area of the solid/liquid interface to the 

normally projected area, while cos 𝜃𝐸 is the equilibrium or static contact angle.  

In the Cassie-Baxter model [17], air entrapped beneath the droplet inside the groove features form 

a composite hydrophobic surface, holding the droplet on the tip of the pillars and resulting in a 

larger contact angle, 
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 cos 𝜃𝑐 = −1 + 𝑓(cos 𝜃𝑆 + 1) (2-2) 
 

where f is the solid-liquid fraction which is the ratio of the actual surface area over the projected 

surface area. 

A large number of experiments and theoretical investigations on droplets-surface interaction 

have been reported. However, they are based on a smooth substrate with intrinsic contact angle 

[98], [99]. For very small size droplets (typically in the order of few microns), the outcome of the 

impact on a textured surface is different from that on a smooth surface, due to the impact force, 

the liquid penetrates the micro-cavities, and exhibits a different wetting scenario on a textured 

surface. 

Deng et al. [47] discussed different types of pressures and wetting states experienced by the 

impacting droplets on the textured surface. However, as his experiment was conducted for droplet 

size of 1mm, there is no evidence indicating that the dynamic of droplet would be the same for 

micron size drops when the size of the droplet is almost comparable to the scale of the pillars. 

Unfortunately, due to some uncertain factors, such as penetration depth, the geometrical 

configuration of the recoiling droplet and the complicated viscous dissipation rate, a direct 

theoretical and experimental investigation of the bounding behavior of the droplet on a textured 

surface is difficult. Therefore, it is expected that the numerical simulation can overcome these 

difficulties and provide more detailed information regarding the effect of roughness topography 

on the dynamic of micro-droplet and the dissipated kinetic energy of a droplet during recoiling 

stage. 
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2.3 Methodology 

2.3.1 Numerical Approach 

The Navier Stokes equation expressing flow distribution of the liquid and the gas, coupled with 

the Volume of Fluid (VOF) method for tracking the interface between the liquid and the gas are 

solved numerically using finite volume methodology. In VOF model [100] tracking of the interface 

is modeled by solving continuity equation for one of the two phases in each computational cell at 

every time step. The governing equations for the mass and momentum balance in each fluid phase 

and on the interface can be expressed as, 

 𝛻�⃗� = 0 (2-3) 

   

 𝜕𝜌�⃗⃗� 

𝜕𝑡
+ 𝛻. (𝜌�⃗� �⃗� ) = − 𝛻𝑝 + 𝛻. (𝜇. 𝛻�⃗� ) + (𝛻�⃗� ). 𝛻𝜇 − 𝑔. 𝑥∇𝜌 + 𝐹𝑏 , (2-4) 

 

where, t, is time, �⃗� , is the velocity vector,  𝐹𝑏  is the body force, and α is the volume fraction which 

is used to calculate the viscosity μ, and density ρ, as weighted averages based on the distribution 

of the liquid fraction, 

 

Figure 2-1: Schematic of VOF tracer in every computational cell 
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       𝜌 = 𝛼𝜌𝑙 + (1 − 𝛼)𝜌𝑔, (2-5) 

 
 

      𝜇 = 𝛼𝜇𝑙 + (1 − 𝛼)𝜇𝑔 (2-6) 

 

where the subscripts l and g denote the liquid and gas phases, respectively. In VOF method the 

phase fraction scalers function α, admit values between 0 and 1, where α = 1 corresponds liquid 

phase, and α = 0 for gases, and 0 <  𝛼 < 1 is where the interface is located. As the interface 

evolves with the motion of fluid, it is essential that α satisfies the conservation equation, 

 
𝜕𝛼

𝜕𝑡
+ (�⃗� 𝛻)𝛼 + 𝛻. (�⃗� 𝑟𝛼(1 − 𝛼)) = 0, (2-7) 

 

where �⃗� 𝑟 is the vector of relative velocity, designated as the compression velocity introduced by 

Rusche [101] to facilitate a sharp interface between phases, 

 �⃗� 𝑟 = �⃗� max [𝐶𝑜
|∅|

|𝑆𝑓|
, max (

|∅|

|𝑆𝑓|
)] (2-8) 

 

where 𝐶𝑜, 𝑛, ∅ and 𝑆𝑓, are the compression coefficient, unit normal flux, face volume flux and cell 

face area vector respectively. The interface unit normal �⃗�  is computed by taking the gradient of 

smoothed volume fraction α at the cell faces. 

 �⃗� =
∇𝛼

|∇𝛼| + 𝛿
 , (2-9) 

 

where 𝛿  is a small number in order to stabilize the calculation outside the transition region where 

∇𝛼 → 0. In this study, 𝛿 = 10−8 is used for the entire simulations. The main benefit of such 

formulation is in the possibility of capturing the sharp interface region. The continuum surface 

force method [69] is used to model surface tension as a body force 𝐹𝑏 that acts only on interfacial 

cells, 
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 𝐹 𝑏 = 𝜎𝑑𝑘∇𝛼, (2-10) 

 

where 𝜎𝑑 is the surface tension, and 𝑘 is the mean curvature of the free surface, calculated by, 

 𝑘 = −∇. (
∇𝛼

|∇𝛼|
). (2-11) 

 

The pressure-Implicit with splitting operators (PISO) scheme in transient flow is used for the 

pressure-velocity coupling. The wettability effects at the substrate are taken into account by using 

the dynamic contact angle which is assumed to be a function of the contact line velocity. The 

Kistler's correlation [102] is used to calculate the dynamic contact angle in each time step, 

 𝜃𝑑 = 𝑓𝐻[𝐶𝑎 + 𝑓𝐻
−1(𝜃𝐴 , 𝜃𝑆, 𝜃𝑅)] , (2-12) 

 

where, 𝑓𝐻 is the Hoffman's function and is defined as, 

 𝑓𝐻 = cos
−1 {1 − 2 tanh [5.16 [

𝑥

1 + 1.31𝑥0.99
]
0.706

]} . (2-13) 

 

in the above equation, the equilibrium contact angle 𝜃𝑆 is replaced by either the advancing contact 

angle, 𝜃𝐴, or the receding contact angle, 𝜃𝑅, depending on the direction of the velocity vector at 

the contact line or the static contact angle, 𝜃𝑆, if the contact line velocity is zero. It is worth 

mentioning that the no-slip models such as  Kistler’s correlation [102] have been extensively used 

to investigate droplet dynamics [103], [104]. In addition, it was shown that this model is capable 

to capture the relevant physics of droplet-substrate interaction and provides good agreement with 

experiment. 
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2.3.2 Geometrical Configurations and Meshing 

The computational domain size of 0.034 × 0.034 × 0.040 mm is used for the 3D simulation of the 

textured surface (Fig 2.1) with W, L, H, and G correspond to pillars width, the pitch between two 

adjacent pillars, the height of the pillars, and the spacing between pillars respectively. 

A mesh independence test is performed for all textured models. The domain is discretized by about 

3.3 million, 7.8 million, and 15.6 million hexahedral mesh with local refinement beneath the 

droplet and the interfacial cells. As the change of interface evolution in 7.8 million and 15.6 million 

mesh was minimal, the domain composed of 7.8 million mesh is applied for this study. The cells 

are refined so to have 120 cells per diameter of the droplet before impingement. Two sets of studies 

were conducted. i) the effect of pillars width on hydrodynamic of the micro-droplet ii) the effect 

of surface pattern pitch on hydrodynamic of the micro-droplet.  

 

 

 

Figure 2-2: 3D computational domain, droplet, and textured surface 
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2.4 Mathematical Model 

The mathematical model is based on the mass-energy balance before impact and at the instant of 

maximum spreading diameter,  

   (2-14) 
   

where 𝐸𝐾,1, 𝐸𝑆,1 are the kinetic and surface energies of droplet before impact, 𝐸𝐾,2, 𝐸𝑆,2, are the 

kinetic and surface energies of droplet at the instant of maximum spreading diameter, and  𝛷1 +

𝛷2, are the total viscous dissipation composed of the dissipation due to the contact of the liquid 

droplet with the pillars head, and the pillars side walls;  

 𝐸𝑘,1 =
𝜋

12
𝜌𝐷0

3𝑉2 (2-15) 

   
 𝐸𝑠,1 = 𝜋𝐷0

2𝛾 (2-16) 
   

 𝐸𝐾,2 = 0 (2-17) 
 

The total surface energy in the maximum spreading stage (𝐸𝑆,2) is constructed from the liquid-gas, 

solid-liquid and solid-gas surface energies. Using disc shape assumption of micro-droplet in the 

maximum spreading phase, the liquid gas energy can be approximated as the summation of the top 

area of the disk, disk side walls, and the area penetrated between the pillars forming a spherical 

cap shown in Figure 2-3, 

 Top surface energy ≈ 
𝜋

4
𝐷𝑚
2 𝜎𝐿𝐺 (2-18) 

   
 Sidewall energy ≈ 𝜋𝐷𝑚𝜎𝐿𝐺𝐻1 (2-19) 
   
 Bottom/penetrated spherical cap energy ≈ 2𝜋𝑅𝐿𝐻2(1 − 𝑓𝑠)𝜎𝐿𝐺 (2-20) 

   

Where 𝜎𝐿𝐺 is the surface tension, 𝐷𝑚 is the maximum spreading diameter,  𝑅𝐿 , is the radius of 

curvature which can be approximated as 0.5𝐷𝑐/ cos 𝛼, and 𝑓𝑠 is the solid fraction (𝐴𝑠𝑜𝑙𝑖𝑑/𝐴𝑐𝑒𝑙𝑙).  

𝐸𝐾,1 + 𝐸𝑆,1 = 𝐸𝐾,2 + 𝐸𝑆,2 + 𝛷1 + 𝛷2 
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Figure 2-3: Schematic presentation of penetrated droplet interface during the spreading stage.  

 

 Π =
𝑊𝐿(𝐻𝑥 − 𝐻2)

𝐿2
 (2-21) 

   

 Λ =
𝑊𝐿𝐻2
𝐿2

 (2-22) 

   

 𝑘 =
2𝜋𝑅𝐿𝐻2

𝜋𝐷𝑐𝐻2 +
𝜋
4 𝐷𝑐

2
 (2-23) 

   
where Π, Λ, 𝑘 are the coefficients to find the solid-liquid contact area, and 𝐻𝑥 is the penetration 

depth. The liquid-gas surface energy penetrated inside the pillars can be determined as follows, 

 
𝐸𝑆𝐿 =

𝜋

4
𝐷𝑐
2(𝑓𝑠 + Π + 𝑘. Λ)(𝜎𝑆𝐿 + 𝜎𝑆𝐺) 

 
(2-24) 

 In addition, penetration depth can be approximated using Hagen-Poiseuille’s law [105], [106] as 

follows, 

 𝐻𝑥 = √(𝑃𝑤𝑒𝑡𝑡𝑖𝑛𝑔 − 𝑃𝑎𝑛𝑡𝑖𝑤𝑒𝑡𝑡𝑖𝑛𝑔).
𝑑𝑥̅̅̅̅ 2

32𝜇

𝐷0
𝑉

 (2-25) 

where the dynamic pressure (𝑃𝐷) and water hammer pressure (𝑃𝑊𝐻) are the wetting pressures, 

whereas capillary pressure (𝑃𝐶)[107], the anti-wetting pressure,  

 𝑃𝑤𝑎𝑡𝑒𝑟 𝐻𝑎𝑚𝑚𝑒𝑟 = 0.2𝜌𝐶𝑉 (2-26) 



37 
 

 

 𝑃𝑑𝑦𝑛𝑎𝑚𝑖𝑐 =
1

2
𝑚𝜗2 

 
(2-27) 

 
 

𝑃𝑐𝑎𝑝𝑖𝑙𝑎𝑟𝑦 =  (
−4𝑐𝑜𝑠 𝜃𝑎

(1 +
𝐿
𝑊) − 1

)
𝜎𝐿𝐺
𝑊

 

 

(2-28) 

The viscous dissipation due to contact of the liquid drop with the pillars head is approximated 

using the model of Passandideh-Fard [48] as follow, 

 𝛷1 =
𝜋

8
𝜇𝑉𝐷𝑚

2 √𝑅𝑒 × 𝑓𝑠  (2-29) 

   
In addition to that, the viscous dissipation as the result of penetrated liquid in contact with side 

walls can be approximated by Ishino’s model, 

 𝛷2 =
𝜋2𝜇𝑉𝐷𝐶

4

6[𝑙𝑛 (𝑃/𝐿)]𝐷0

𝐻

𝐿2
 (2-30) 

2.5 Results and Discussion 

All simulations are resembling the impact scenario of the micro-droplet (20 µm) initialized slightly 

above the surface with an initial velocity of 1.6 m/s. Since the Bond number (i.e., the ratio of 

gravitational force to surface force) is much smaller than the critical Bond number, gravity has 

been neglected in this study. The dominant forces controlling hydrodynamic of the micro-droplet 

penetration into the micro-cavities are the viscous and interfacial forces, which are included in the 

capillary number and continuum surface force models [69]. 

2.5.1 Comparison with Mathematical Model 

A three-dimensional numerical and analytical model validation of the micro-droplet 

hydrodynamics on textured superhydrophobic surface was carried out. Impact of the micro-droplet 
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onto a textured surface composed of squared-textures and square patterns with 1 µm pillars width 

and varying spacing length was examined. The dependence of the maximum spreading factor (i.e., 

the ratio of the maximum spreading length to the maximum contact length) to the change of 

spacing factor (width to spacing ratio) in a partially penetrated state obtained from the two models 

were compared. From Figure 2-4, it is apparent that the data obtained from the two models are 

reasonably in close agreement in finding the optimum spreading factor. The single most striking 

observation to emerge from comparing these two graphs was that both models reported the least 

spreading factor occurs at a width to spacing legth of 1.5. In other words, for the current 

configuration, width to spacing length of 1.5 signifies the optimum non-wetting behaviour of the 

surface. From this point, a similar ascending trend for smaller and larger spacing lengths were 

observed. When the ratio of spacing factor increases or decreases, the micro-droplet forms a 

spherical cap as opposed to a spherical shape at the width to spacing of 1.5. comparing two graphs 

at width to spreading 1.5 and beyond, it has been observed that both graphs diverge at with to 

spreading length of 2 and then they start converging for the second time. This can be due to the 

number of assumptions used in the analytical model including the use of Hagen Peuossille equation 

which is was defined for the flow inside a pipe and the simple disc shape assumption of the droplet 

in the maximum spreading stage which is no more valid as the width to spacing ratio increases. 

However, the present results provide evidence that the simulation could adequately predict the 

hydrodynamic (spreading factor) of the impinging droplet on the micro-structured 

superhydrophobic surface, hence it can be used as a tool to simulate the micro-droplet impact under 

varied conditions on a textured surface.   
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Figure 2-4: Spreading factor vs. width to spacing ratio of the surfaces of constant arrays width. 

2.5.2 Effect of pillars width on droplet hydrodynamics 

The effect of pillars width was examined by considering the impact the micro-droplet onto a series 

of pillars with varying width size within constant pattern pitch (the distance between two adjacent 

pillars) in the atmospheric condition. Figure 2-5 illustrates the time-lapse sequence of the droplet 

impingement on a (a) smooth substrate, (b) textured surface with pillars width of 0.5 µm, and (c) 

textured surface with pillars width of 1 μm, respectively. As shown in Figure 2-5.a  the droplet 

does not rebound on the substrate (with no physical roughness) likely because of the large area in 

contact with the droplet results in higher dissipation of the kinetic energy. However, depending on 

the topographical configuration of the textures (physical roughness) shown in Figure 2-5.b and 

Figure 2-5.c, detachment was captured on these surfaces. It was revealed that the solid fraction 

(roughness) in contact with the micro-droplet has a considerable influence on the penetration depth 

of the micro-droplet and this behavior was captured using the current model.  In these simulations, 

since the pitch length (L) was kept constant, the pitch effect on hydrodynamic of the droplet, as an 

important parameter is not individually evaluated. Figure 2-5.b shows the larger spacing between 
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the arrays, allow the droplet to penetrate easier into the valleys, and due to the effect of surface 

tension, the penetrated volume tends to form a spherical cap.  

       

(a) 

 

(b) 
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(c) 

Figure 2-5: Micro-droplet impact on a) smooth surface, b) textured surface with L = 2µm, W = 0.5µm and 

c) textured surface with L = 2µm, W = 1µm, all having the intrinsic contact angle of 111°.  

 

Figure 2-6 provides a quantitative comparison between the microdroplets spreading factor, as a 

function of time. It shows that droplet impingmement on the surface with the least pillar width (W) 

significantly affect droplet dynamics regarding both the spreading diameter and the contact time.  

Increasing the projected solid fraction by two times results in reducing contact time about 20%, 

and the maximum spreading diameter approximately increases by 15%.  Due to the smaller 

projected solid fraction in Figure 2-5.b, the droplet bounces off before it penetrates the surface 

roughness. It can be concluded that smaller solid fraction, induces higher penetration depth of the 

droplet, as well as the higher wetting area of the surface. 

 

 
Figure 2-6: Numerical results of the 20 μm microdroplet spreading factor evolution at 1.6 m/s on both 

smooth and textured surfaces 𝜃𝑒=111°. 
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2.5.3 Effect of pitch length on droplet hydrodynamics 

The simulation time and the spreading diameter are normalized and non-dimensionalized with 

inertia and the diameter of the micro-droplet. Figure 2-8 shows the numerical results for 

microdroplet spreading factor (𝐷/𝐷0) with respect to dimensionless time (𝑡𝑉0/𝐷0) onto different 

textured surfaces. Based on preliminary examination of the impact on the smooth surface (without 

physical roughness), the droplet did not rebound on the smooth hydrophobic surface. The same 

outcome is observed for the textured surface with pillars width (W) of 1 μm and post spacing length 

(G) of 0.5 μm, which resulted in higher spreading diameter. However, the droplet bounced off the 

surface by increasing the spacing between two pillars to 1 μm due to decreasing the solid area in 

contact with liquid droplet. The spreading diameter started decaying as the spacing length 

increases. However, this trend changes for surfaces with a spacing length of 2 μm and larger. For 

larger spacing length, the droplet penetrates between the micro-grooves, and a higher solid area 

comes in contact with the droplet. In addition, this can be justified with the smaller effect of 

capillary pressure which is known to have anti-wetting property in the system. Since capillary 

pressure is inversely proportional to the ratio of width to spacing length [107], therefore the droplet 

penetrates as the result of smaller capillary force to avoid penetration of the droplet along the 

pillars.  
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(a) 

 

(b) 

Figure 2-7: Micro-droplet impact on flat and textured surface with intrinsic contact angle 111°. 

 

Figure 2-8: Spreading factor evolution of micro-droplet at 1.6 m/s  impact velocity (𝜃𝐸 = 111°) for 

different spacing sizes.  

 

2.5.4 Effect of Post-Spacing on droplet hydrodynamics 

Restitution coefficient is calculated as the ratio of droplet jumping velocity to impact velocity 

(𝑉𝑗𝑢𝑚𝑖𝑛𝑔/𝑉0) which normally ranges from 0 to 1. This coefficient is always less than one due to 

the initial kinetic energy being lost by the viscous effect during spreading and recoiling phases. A 
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smaller restitution coefficient is the result of higher viscous effect and vice versa. Figure 2-9 shows 

the change of restitution coefficient based on different spacing length. The minimum dissipation 

of the Kinetic energy occurred on the surface with spacing length of 1.5 µm. This finding 

highlights that the ratio of capillary pressure (antiwetting pressure) to dynamic pressure and water 

hammer pressure (wetting pressures) at this point is maximum. 

 

 
Figure 2-9: Numerical results of 20 µm droplet COR (Coefficient of Restitution) for different 

microstructured surfaces subjected to different spacing lengths 

 

The contact time is defined as the time it takes for a droplet to touch the surface until it first bounces 

off from the surface. Different parameters affect the contact time of a droplet, such as viscous 

dissipation rate, surface topography, relative viscosity and relative density of liquid-gas, etc. 

Figure 2-10 shows the effect of the width to the spacing ratio (W/G) of the textured surface on the 

contact time of a 20 μm droplet impact. The smallest contact time was obtained from the impact 

of the micro-drop onto a micro-arrayed surface with 1.5 μm spacing length. Smaller and greater 

(G) 
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spacing lengths lead to higher contact time. However, the trend for larger spacing length is not as 

steep as the smaller lengths, and this is because of the penetration of droplet for larger spacing. 

 

Figure 2-10: Numerical results of the 20 μm droplet contact time onto different textured surfaces for 

various width to spacing ratios (W/G) on surface with constant pillars width  

2.5.5 Effect of Impact location on Contact Time 

Experimentally it is no possible to determine the exact location of impingement, especially for 

droplets within 20-100 μm size range. Therefore a quantitative study was carried out to examine 

contact time for different possible impact locations on the textured surfaces (Figure 2-11). Black 

dots in this figure represents the location of the impact that is set in the simulation. Based on the 

results, the maximum contact time ∆𝑡𝑚𝑎𝑥 is observed when the droplet impacts at the gap centers 

between the pillars, and the least contact time, ∆𝑡𝑚𝑖𝑛, when the droplet hits the center of a pillar 

top. Nevertheless, contact time was changed only by 3% in total. Although the effect of the impact 

point on the contact time may not be significant for a single droplet, such effect may become very 

important when dealing with the impact of a spray on textured surfaces, as required by many 

industrial applications. 

(W/G) 
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Figure 2-11: Contact time at different impact locations. 

2.6 Conclusions 

The numerical simulation of the impact of a 20 µm droplet onto a series of roughened surfaces is 

performed using a volume of fluid method. Despite non-repelling property of the surface, the 

droplet starts rebounding from the substrate at some point by including surface roughness and 

changing the surface topography configurations. By controlling the physical property of 

roughness, we were able to obtain the optimum surface configuration where the non-wetting 

behavior is significant. As per results, the maximum jumping velocity, as well as the minimum 

contact time, was obtained on the surface with squared arrays of nearly 1.5 µm spacing length 

when the pitch was kept constant, and the spacing of 0.7 when the pillars width was kept constant. 

The simulation successfully captured the effect of the air beneath the droplet inside microgrooves, 

which increased the apparent contact angle, and reduced surface energy level. The arrays post-

spacing length and pillars width are found to control both the contact time and the maximum 

spreading diameter of the micro-droplet, making it an attractive design parameter for super-

hydrophobic textured surfaces. In addition to the simulations, an analytical model was derived to 
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predict the spreading length of the droplet on the micro-structured superhydrophobic surface. Data 

obtained from the analytical model was in good agreement with the simulation results. Both 

models agreed on the parabolic behavior of contact time with respect to the gradual change of 

surface roughness dependent variables.   
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Chapter 3 
 

3 Coalescence-Induced Jumping of Micro-
Droplets on Heterogeneous Superhydrophobic 
Surfaces 

 

3.1 Abstract 

 

The phenomenon of droplets coalescence-induced self-propelled jumping on homogeneous and 

heterogeneous superhydrophobic surfaces was numerically modeled using the volume of fluid 

(VOF) method coupled with a dynamic contact angle model. The heterogeneity of the surface was 

directly modeled as a series of micro-patterned pillars. To resolve the influence of air around 

droplet and between the pillars, extensive simulations were performed for different droplets sizes 

on a textured surface.  Parallel computations with the OpenMP algorithm were used to accelerate 

computation speed to meet the convergence criteria. The composition of the air-solid surface 

underneath droplet facilitated capturing the transition from a no-slip/no-penetration to a partial-

slip with penetration as the contact line at triple point started moving to the air pockets. The 

wettability effect from the nanoscopic roughness and the coating was included in the model by 

using the intrinsic contact angle obtained from a previously published study. As the coalescence 

started, the radial velocity of the coalescing liquid bridge was partially reverted to the upward 

direction due to the counter-action of the surface. However, we found that the velocity varied with 

the size of the droplets. Part of the droplet kinetic energy was dissipated as the merged droplet 
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started penetrating into the cavities. This was due to a different area in contact between the liquid 

and solid and, consequently, a higher viscous dissipation rate in the system. We showed that the 

effect of surface roughness is strongly significant when the size of the micro-droplet is comparable 

with the size of the roughness features. In addition, the relevance of droplet size to surface 

roughness (critical relative roughness) was numerically quantified. We also found that regardless 

of the viscous cut-off radius, as the relative roughness approached the value of 44, the direct 

inclusion of surface topography was crucial in the modelling of the droplet-surface interaction.  

Finally, we validated our model against existing experimental data in the literature, verifying the 

effect of relative roughness on the jumping velocity of a merged droplet.  

 

Keywords: Volume of Fluid, Superhydrophobic, micro-droplet, self-repellent surface, dynamic contact angle model. 

3.2 Introduction 

 

The self-propelled jumping of droplets is a phenomenon with a number of potential 

applications, such as self-cleaning [108], anti-icing [109], anti-dew [110], and condensation heat 

transfers enhancement [111]. The instantaneous rebounding of merged droplets on the 

superhydrophobic surface after coalescence is due to an excess of kinetic energy obtained from 

the difference in total surface energy levels [110]. This behavior has been quantitatively studied 

based on the capillary length [112]. For droplets smaller than capillary length (𝜆𝑐 = √
𝜎

𝜌𝑔
), 

influence of the gravitational force can be neglected. Meanwhile, for droplets larger than capillary 

length, self-jumping has not been observed, due to viscous effects and the domination of the 

gravitational force [112], [113].  
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When two micro-droplets coalesce, the merged droplet self-propels and jumps off the surface 

[114], [115]. This process can be described by the Ohnesorge number (Oh) which indicates the 

ratio of viscous to surface forces for two identical droplets (Oh = 𝜇𝑑

√𝜌𝑑𝜎𝑟0
), and can determine the 

viscous cut-off threshold. Boreyko et al.,[116] determined the viscous cut-off size at Oh = 0.3 from 

their experiment. For Oh smaller than the viscous cut-off radius, droplet coalescence results in 

jumping of the merged droplet. As the Ohnesorge number increases toward unity, the viscous 

effects dominate during the coalescence which slows down the dynamics, and consequently, there 

is insufficient energy available for the self-propelled behavior [114], [115]. Boreyko and Chen 

[116] were the first to report their experimental observation of self-repellent water droplets on a 

superhydrophobic surface. They measured the jumping velocity for droplets of sizes ranging from 

16 to 300 𝜇𝑚 and reported that the jumping velocity (Vj) follows an inertia–capillary scaling law 

[116], 

 𝑉𝑗~ 𝑉𝑖𝑐 = √
6𝜎𝑑
𝜌𝑑

𝑟1
2 + 𝑟2

2 − (𝑟1
3 + 𝑟2

3)2/3

𝑟1
3 + 𝑟2

3  . (3-1)  

where 𝑉𝑖𝑐 is the inertial-capillary velocity, 𝜎𝑑 is the surface tension, 𝜌𝑑  is the density of the droplet, 

and 𝑟0 is the initial droplet size (i.e., before coalescence). Their results showed that the jumping 

velocity increases with size, reaches a maximum, and then decreases with further increase in size.  

Much work has been dedicated to studying the mechanism of coalescence-induced jumping of 

microdroplets on superhydrophobic surfaces using energy balance approach to predict the jumping 

velocity of coalesced droplet [117], [118]. When two droplets of radius 𝑟0 coalesce (Figure 3-1), 

the equilibrium radius of the merged droplet is 21/3𝑟0 with a mass of 𝑚 = 8

3
𝜌𝜋𝑟0

3. Due to 

reduction in the overall surface area, there is a release of surface energy ∆𝛿 = 4𝜎𝜋𝑟02(2 − √2
3
) or 
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0.37𝑟0
2 for water. This release of surface energy provides just enough energy for the droplet to 

jump off the surface.  

 

For micro-droplets of equal radius, i.e.,  𝑟1 = 𝑟2 = 𝑟0 , the inertial capillary velocity (3-1) reduces 

to, 

 𝑉𝑖𝑐 = √
𝜎𝑑
𝜌𝑑𝑟0

 , (3-2)  

and the merging time scale becomes, 

 𝑡𝑖𝑐 ≈ √
𝜌𝑑𝑟0

3

𝜎𝑑
 . (3-3)  

If no energy dissipates during the coalescence, while the entire surface energy transforms into 

translational kinetic energy, the droplet will have a jumping velocity of   √2∆𝐸𝑠/𝑚 = 1.11𝑉𝑖𝑐. 

This approach becomes challenging when the effect of droplet adhesion with the surface comes 

into account, and even more so if the coalescence occurs on a roughened surface (e.g., 

superhydrophobic) (Figure 3-1). In this figure, a twin droplet with a radius of r0 coalescing to form 

a larger droplet with a radius of R onto a smooth and a rough surface. As a result of coalescence, 

the merged droplet self-clean the surface without the interference of any external forces. A direct 

theoretical investigation of the jumping behavior of the coalesced droplet on a rough surface is 

difficult because of some uncertain factors, such as the unknown penetrating depth of the 

coalescing droplets, the complicated viscous dissipation during coalescence and retraction stage, 

and the complicated geometric configuration of the liquid interface.  
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(a) 

 

 

(b) 

Figure 3-1:  Schematic of two droplets (r0) is coalescing and the jumping droplet (R) on two surfaces: a) 

Homogeneous surface, b) Micro-structured or heterogeneous surface.  

 

The initial location of the coalescing droplets with respect to each other have been an 

interesting and extensive topic in the literature. Baroudi et al. [119] compared the simulated results 

for two droplets separated by a small finite distance, and two droplets connected by a small finite 

contact. For initially connected drops, they observed the slower initial growth of the bridge radius. 

Narhe et al. [120] compared the experimental data obtained from droplet deposition technique and 

condensation technique to induce the onset of coalescence. The dynamics of coalescence induced 

with syringe deposition found to be faster by an order of magnitude. However, the oscillation 

induced by the syringe during deposition pulls the contact line at the time of coalescence. This 

means that the contact line motion studies carried with the traditional technique were not accurate 

because of uncontrollable oscillation of the droplet interface.  

There has been much research dedicated to numerical modelling of large droplets coalescing 

in sessile and dynamic conditions. Farhangi et al. [121] examined the impact and coalescence 

induced jumping of two droplets on a superhydrophobic surface. They showed that the falling 

liquid droplet with a small amount of kinetic energy could clean the surface. Moghtadernejad et 

 

 

𝒓𝟎 
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al.[122] numerically simulated shear driven droplets and coalescence on a superhydrophobic 

surface. In their model, the low-pressure zone behind the droplet caused the second droplet to be 

dragged toward the first droplet which initiated the onset of coalescence and eventually self-

jumping on the surface.  

Study of micro-droplets with solid surface interaction is relatively new, and not many 

numerical studies have been carried to understand the effects of surface roughness on the dynamics 

of micro-droplets. This is likely due to the complexity of the roughness topography and the high 

computational cost of these simulations.  Most of the studies in the literature were performed on 

smooth surfaces in which a liquid-solid contact angle is imposed as a boundary condition 

depending on the wetting property of the surface. This assumption neglects the effect of entrapped 

air underneath droplet, partial penetration of the droplet, and the changes in the geometrical 

configuration of the droplet due to the contact with surface irregularities when the size is 

comparable to the size of roughness. 

In the study of micron-size droplets coalescence, Liu et al. [117] recently simulated the 

coalescence of two identical droplets on a smooth surface with a 180° equilibrium contact angle 

using the 3D phase field method limited to density ratios smaller than 100. One of the main 

drawbacks of equilibrium contact angle (180°) modelling is the assumed zero adhesion force 

between droplet and surface. This causes the estimated jumping velocities to be somewhat higher 

than that in the experiments.  

Peng et al. [123] used the 3D Lattice Boltzmann method (LBM) to analyze the dynamics of 

coalescence and simulated the jumping height of the micro-droplets with different surface 

wettabilities. They revealed that if the size of the droplet is small, only 25% of the energy released 

by the droplet coalescence is converted to the effective kinetic energy in the vertical direction. In 
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addition, they showed that the air has little effect on jumping height of the coalesced droplet due 

to the droplet’s velocity and radius.  

Recently, Liu et al. [124] used a 2D LBM model based on the pseudo-potential approach 

proposed by Shan and Chen [125], with a modification of the real gas equation of state to simulate 

the jumping of a micro-droplet on a microstructured surface. However, in their two-dimensional 

model, the lower portion of the droplet was not allowed to fall freely into the micro-grooves, as 

the air was trapped in the gaps with no way to escape.  

Liu et al. [117] used an LBM model based on Navier-Stokes diffuse interface model (NS-DIM) 

to capture the evolution of two droplets during the coalescence for droplets ranging from 3 𝑛𝑚–

150 𝜇𝑚. Although their prediction indicated good agreement with the experimental, they ignored 

the effect of surface adhesion in their models.   

Farokhirad et al. [126] performed a 3D LBM study and applied the method proposed by Lee et 

al. [127] to explore the evolution of two identical micro-droplets during the coalescence and 

jumping processes, where inertia is dominant over viscosity. They compared their results with a 

previously published experimental data which was performed on a superhydrophobic surface 

composed of micro/nano roughnesses. However, they ignored the effect of modified adhesion (i.e., 

hierarchical roughness) and the penetration of micro-droplet between cavities in their model. Their 

results were in good agreement with the experimental data for small size droplets, but it was limited 

only to the jumping velocity of the merged droplet.  

 

Although numerous investigations have been conducted to understand the effect of surface 

roughness and wettability on the droplet dynamics, there has been limited attempts to investigate 
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the effect of hierarchical roughness (composed of micro/nano-scale roughness typical of those in 

superhydrophobic surfaces) on the dynamics of micron-sized droplets. In this study, to analyze 

this effect, the micro-topography is directly modeled, and the effect of lateral roughness levels 

(nano-topology) is included in the form of an appropriate contact angle.   

 

3.3 Methodology 

3.3.1 Numerical model 

All numerical simulations were performed using Open Source Field Operation And Manipulation 

(OpenFOAM) C++ libraries, a free-source CFD-toolbox developed by OpenCFD [128]. The code 

is based on the finite-volume numerical method with the co-located variable arrangement for 

solving systems of transient transport equations on arbitrary unstructured meshes in three-

dimensional space. The overall solution strategy is based on the Pressure Implicit with Splitting of 

Operators (PISO) algorithm. Time derivative terms are discretized using an implicit Euler scheme. 

The source and transient terms are discretized using the midpoint rule, and for the evaluation of 

gradients, a linear face interpolation is used. The discretization of the of convective terms is based 

on high-resolution differencing scheme. 

The volume of fluid (VOF) [100] interface capturing method is used to investigate the self-

propelled jumping behavior of micro-droplets after coalescence on homogeneous or heterogeneous 

superhydrophobic surfaces. In the VOF method, tracking of the liquid-air interface is modeled by 

solving the continuity equation for one of the two phases in each computational cell at every time 

step. The governing equations for continuity and momentum are, 
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𝛻�⃗� =0,  (3-4)  

 𝜕𝜌�⃗⃗� 

𝜕𝑡
+ 𝛻. (𝜌�⃗� �⃗� ) = − 𝛻𝑝 + 𝛻. (𝜇. 𝛻�⃗� ) + (𝛻�⃗� ). 𝛻𝜇 − 𝑔. 𝑥∇𝜌 + 𝐹𝑏 (3-5)  

where 𝑡 is time, �⃗�  is the velocity vector, 𝑥 is the coordinate vector and 𝐹𝑏 is the body force. The 

volume fraction is presented by 𝛼, which is used to calculate the viscosity, 𝜇, and density, 𝜌, as 

weighted averages based on the distribution of the liquid fraction,  

 𝜌 = 𝛼𝜌𝑑 + (1 − 𝛼)𝜌𝑔,     &       𝜇 = 𝛼𝜇𝑑 + (1 − 𝛼)𝜇𝑔, (3-6)  

where the subscripts 𝑑 and 𝑔 denote the liquid droplet and the gas phases, respectively. In the VOF 

method, the phase fraction scalers function (𝛼) takes a value between 0 and 1, where 𝛼 = 1 

corresponds to the liquid phase, 𝛼 = 0 to the gas phase, and 0 <  𝛼 < 1 corresponds to where the 

interface is located. In numerical simulations of free surface flows using VOF model, it is crucial 

to assure boundedness and conservativeness of the phase fraction. In flows with high density ratios, 

small errors in volume fraction may lead to significant errors in calculations of physical properties. 

Therefore, accurate calculation of the phase fraction distribution is vital for a proper evaluation of 

surface curvature, which is required for the determination of surface tension force and the 

corresponding pressure gradient across the free surface. It should be mentioned that the accuracy 

of interface reconstruction depends on mesh resolution. As the interface evolves with the motion 

of fluid, it is essential that the volume tracer satisfies the advection equation, 

𝜕𝛼

𝜕𝑡
+ (�⃗� 𝛻)𝛼 + 𝛻. (�⃗� 𝑟𝛼(1 − 𝛼)) = 0, (3-7) 

where �⃗� 𝑟 is the vector of relative velocity, designated as the compression velocity term 

introduced by Rusche [101] to facilitate a sharp interface between phases, 
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�⃗� 𝑟 = �⃗� min [𝐶𝛼
𝜑

|𝑆𝑓|
, 𝑚𝑎𝑥

𝜑

|𝑆𝑓|
], (3-8) 

where φ, Sf, Cα and  are the face volume flux, cell face area vector, compression coefficient, and 

face unit normal flux, respectively. The face unit normal also is defined by the below equation 

where Cα is an adjustable factor used to adjust the amount of compression. We used Cα = 1.5 which 

was also shown by Rusche [101] to provide a sharp interface between phases. The interface unit 

normal �⃗�  is computed by taking the gradient of the smoothed volume fraction 𝛼 at the cell faces, 

�⃗� =
∇𝛼

|∇𝛼| + 𝛿
 , (3-9) 

where 𝛿, is a small number in order to stabilize the calculation in regions outside the transition 

region (where |𝛻𝛼| 0). In this study, 𝛿 =  10−8 was used for all simulations.  

The main benefit of such formulation is the possibility of capturing the interface region much more 

sharply in comparison to the classical VOF approach. Numerical diffusion can be controlled and 

minimized through the discretization of the compression term, thus allowing sharp interface 

resolution. 

The continuum surface force model [129] is used to model surface tension as the main body force 

𝐹 𝑏 that acts only on interfacial cells, 

𝐹 𝑏 = 𝜎𝑑𝑘∇𝛼, (3-10) 

where 𝑘 is the mean curvature of the free surface, calculated by, 

�⃗� = −∇. (
∇𝛼

|∇𝛼|
). (3-11) 

n
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3.3.2 Non-dimensional analysis and physical properties 

All physical quantities were non-dimensionalized as shown in Table 3-1,  

Table 3-1: Dimensionless parameters used in this study 

normalized 
penetration depth 

non-dimensional 
jumping velocity 

non-dimensional 
timescale 

non-dimensional 
pressure 

 

𝐻∗ = (
𝛿𝑝

𝐻
) 

𝑣∗ =
𝑣(𝑡)

√
𝛿𝑑
𝜌𝑑𝑟0

 

 

𝑡∗ =
𝑡

√
𝜌𝑑𝑟0

3

𝜎𝑑

  

𝑃∗ =
𝑃𝑟0
𝜎𝑑

 

 

In the table above, 𝛿𝑝 is the physical penetration depth of a droplet, 𝐻 is height of the pillars, 𝑟0 is 

radius of the liquid droplets before they coalesce, 𝜌𝑑 and 𝜎𝑑 are the density and the surface tension 

of the liquid droplet, respectively. Since the jumping droplets are smaller than the capillary length 

(𝜆𝑐 = √
𝜎𝑑

𝜌𝑑𝑔
= 0.0027), the gravitational force is neglected in the model [130]. 

The physical properties of droplet and gas were assumed to be the literature values at 20 °C 

(TABLE I), to simulate fluid properties during the superhydrophobic condensation experiments 

[131]. 

Table 3-2: The fluid properties of both air and water at 20℃ [14] 

T σ𝑑 𝜇𝑑 𝜇𝑔 𝜇𝑑/𝜇𝑔 𝜌𝑑 𝜌𝑔 𝜌𝑑/𝜌𝑔 
(°𝐶) (𝑁/𝑚) (𝑃𝑎. 𝑠) (𝑃𝑎. 𝑠)  (𝑘𝑔/𝑚3) (𝑘𝑔/𝑚3)  

 
20 

 
0.072 

 
1.071×103 

 
0.018×103 

 
58.8 

 
998 

 
1.190 

 
841 

 

The vertical velocity of the merged droplet resulting from the coalescence of two individual 

droplets was measured numerically as the vertical component velocity at the center-of-mass of 

the droplet, 
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 𝑣𝑦(𝑡) =
∫ 𝛼𝑣𝑦 𝑑∅ ∅

∫ 𝛼 𝑑∅
∅

 (3-12)  

where ∅ represents whole computational domain, 𝑣𝑦 is the vertical direction perpendicular to the 

substrate, and 𝛼 is the VOF scalar tracer that localizes the calculation of the droplet or iso-surface.   

Additionally, the average surface roughness can be determine using the following equation, 

 𝑅𝑎 =
1

𝐿
∫ |𝑓(𝑥)|𝑑𝑥
𝐿

0

 (3-13)  

Where 𝐿 is the evaluation length and 𝑓(𝑥) is the surface topography height function.  

3.3.3 Computational domain 

The computational domain size of 350 (𝜇𝑚) × 250 (𝜇𝑚) × 350 (𝜇𝑚) was used for the 3D 

simulation of two merging droplets on a heterogeneous superhydrophobic surface as shown in 

Figure 3-2. As the coalescence of the micro-droplets occur in an open system, the top and side 

surfaces of the computational domain were considered to carry no gradient effect of pressure and 

velocity. The side walls extended far enough (𝐷𝑜𝑚𝑎𝑖𝑛𝑤𝑖𝑑𝑡ℎ ≥ 8𝑟0) from the location of 

coalescence to ensure that the imposed pressure boundary conditions would have a minimal effect 

on the dynamics of the coalescence. Further inhomogeneity, surface irregularities, and bubble 

entrapment inside the droplets before coalescence were neglected in this study. The surface bottom 

(homogeneous model) and the surface of the micro-pillars (heterogeneous) were considered as no-

slip walls.  
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Figure 3-2:  3D computational domain for droplets with their interface touching before the onset of 

coalescence. 

 

For the homogeneous superhydrophobic surface, the surface was assumed to be a smooth 

object with no surface irregularities. All features of the superhydrophobic surface including 

physical and chemical properties of the surface were included in the form of an intrinsic contact 

angle (Table 3). According to Young, it is theoretically possible for a surface to have a contact 

angle of 180°, but no physical evidence has been reported to demonstrate this situation. Therefore, 

a high static contact angle near 180° was selected for the simulations for the homogeneous surface. 

However, a large static contact angle does not necessarily mean an easy removal from the surface, 

since the hysteresis of the surface can be large. Therefore, the static, advancing and receding 

contact angles of, 177°, 176°, and 178° respectively were used in order to model a highly repellent 

surface.  

On the other hand, the experimental surface was composed of two-tier surface roughness, a 

Hexadecatheniol coating on carbon nanotubes which were deposited on silicon micro-pillars. The 

Side View 
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effects of roughness (Figure 3-3) on the droplets is analyzed by using the relative roughness (𝜺), 

which relates the initial droplet’s diameter to the average roughness of the surface.  

 

   

 

Figure 3-3: Representation of micro-droplets at different radius sitting onto the textured surface, and 

relative roughness 

 (𝜀 = 𝐷𝑟𝑜𝑝𝑙𝑒𝑡 𝐷𝑖𝑎𝑚𝑒𝑡𝑒𝑟

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑆𝑢𝑟𝑓𝑎𝑐𝑒 𝑅𝑜𝑢𝑔ℎ𝑛𝑒𝑠𝑠
). 

In order to model the heterogeneous surface, the roughness associated with the micro-silicon 

pillars (10 < 𝜀 < 100) was directly modeled as a series of micro-pillars (Table 3). The combined 

effect of the Hexadecatheniol coating as well as the roughness associated with the carbon 

nanotubes (𝜀 ≫ 100) was included by the choice of the Kistler’s dynamic contact angle model 

[102] imposed over the outer surface of the micro-pillars (Figure 3-4).  

𝜺 ≈ 𝟒𝟎 

𝜺 ≈ 𝟖𝟎 

𝜺 ≥ 𝟏𝟎𝟎 

𝜺 ≤ 𝟏𝟎 
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Figure 3-4: Two-tier roughness with coated carbon nanotubes deposited on silicon micro-pillars 

fabricated surface used in the experiment [131] and the 3D CAD model that is employed in simulations. 

 

The surface is a square pattern of square pillars with height (H), width (W), and pitch (L) of 

8 𝜇𝑚, 3.7  𝜇𝑚 and, 12 𝜇𝑚, respectively.  

 

Table 3-3: Parameters of micro- and nano-textures on a two-tier roughened surface. The physical 

dimensions of the pillars (𝑊) assuming a squared cross section, pitch (𝐿), height (𝐻), solid fraction (𝑓), 

surface roughness (𝑅𝑎), and critical contact angle. 

Structure 𝑊 (𝜇𝑚) 𝐿 (𝜇𝑚) 𝐻 (𝜇𝑚) 𝑓 𝑅𝑎 
Micro level 3.7 12 8 0.095 1.8 
Nano level  0.06 0.12 0.4 0.25 7.7 

 

The contact angle measured in the experiment [131] corresponds to the apparent contact angle of 

a droplet sitting on a deposited carbon nano-tubes which are coated with Hexadecatheniol. The 

fraction of solid surface in contact with liquid (𝑓) in Cassie state is calculated from, 𝑓 = 𝑊2/𝐿2, 
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and the roughness ratio of total surface area in contact with liquid over the projected area in Wenzel 

state, 𝑅𝑎 = (𝐿 + 4𝑊𝐻)/𝐿2. 

Table 3-4: Contact angles of the surface used in the simulation 

 𝜃𝑆 𝜃𝐴 𝜃𝑅 
Homogeneous  177˚ 178˚ 176˚ 
Heterogeneous 105˚ - 110˚ 116˚ 100˚ 

 𝜃𝑆 is the static or apparent contact angle. 

 𝜃𝐴 is the advancing contact angle. 

 𝜃𝑅 is the receding contact angle. 

 

3.3.4 Dynamic contact angle model 

For a perfectly wetting surface, equilibrium or static contact angle is nearly zero (𝜃𝑆 ≈ 0). 

However, for a partially wetting surface, the choice of an appropriate contact angle model is not 

simple. Despite all the efforts in numerical modelling of wetting process, the existing models often 

fail to correctly predict the result of the experiments. This is due to the difficulties associated with 

the motion of contact line. Modelling of contact angle which is in the form of a boundary condition, 

determines the shape of the free surface and the dynamic of contact line. There is an extensive 

theoretical and empirical study of contact line motion in the literature. In both models, it is common 

to relate the dynamic contact angle (𝜃𝐷) to the capillary number 𝐶𝑎 and the static contact angle 

(𝜃𝑆), i.e. 𝜃𝑑 = ℱ(𝐶𝑎, 𝜃0)  where 𝐶𝑎 = 𝜇𝑑|𝑉𝑐𝑙|

𝜎𝑑
 , and 𝐶𝑎 is the capillary number, |𝑉𝑐𝑙| is the contact 

line velocity between the solid and liquid. Apart from the parameters in the equation, there are 

other parameters such as surface roughness, the surface inhomogeneity, existence of surfactant, 

polymers, coatings, and so on [132] that influence the dynamic contact angle [102], [133]. 

Therefore, selection of a universal relation for the dynamic contact angle is almost impossible.  
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In the previous studies of coalescence-induced jumping of micro-droplets on a solid surface, 

the static or equilibrium contact angle was used as for dynamic contact angle  (𝜃𝐷 = 𝜃𝑆), which is 

the simplest of all models from an implementation point of view. The drawback of this model is 

that the dynamic contact angle is fixed to the equilibrium value during the computations, which 

corresponds to a zero-adhesion force between the droplet and surface. On the other side, real 

surfaces are never atomically smooth. The presence of roughness hinders the motion of droplet by 

pinning the contact line. If a force is applied to the liquid droplet, the droplet will not immediately 

move, but rather deform showing advancing and receding contact angles. Therefore, the 

equilibrium contact angle is not a good representation of the droplet–surface interaction during the 

dynamic, especially for micron size droplets.  

In this study, the wettability of the surface was accounted for by using the dynamic contact 

angle model of Kistler [102]. Therefore, the surface adhesion was replicated by the contact angle 

hysteresis based on the values of surface energies through the Kistler’s dynamic contact angle 

model. The Kistler’s model is a modification of Hoffman’s function to calculate the contact angle 

in each time step, 

 
𝜃𝑑 = 𝑓𝐻[𝐶𝑎 + 𝑓𝐻

−1(𝜃𝐴 , 𝜃𝑆 , 𝜃𝑅)] , (3-14)  

where 𝑓𝐻  is the Hoffman’s function and is defined as, 

 
𝑓𝐻 = cos

−1 {1 − 2 tanh [5.16 [
𝑥

1 + 1.31𝑥0.99
]
0.706

]} . (3-15)  

In the above equation, the equilibrium contact angle 𝜃𝑆 can be replaced by either the advancing 

contact angle 𝜃𝐴, or the receding contact angle  𝜃𝑅 depending on the direction of the velocity vector 

at the contact line. It is noteworthy that a no-slip model such as Kistler’s model [102] has been 
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extensively used to investigate droplet dynamics. The dynamic contact angle models of Kistler 

tries to deal with the difference observed in experiments between the dynamic contact angle (at 

microscopic length scale) and the apparent contact angle (at macroscopic length scale) within the 

inner region near the triple line point. In addition, it has been shown that this model is capable of 

capturing the relevant physics of droplet–substrate interaction in a good agreement with 

experiments [95], [104], [134]. 

3.3.5 Grid dependency 

To ensure that results are independent of domain resolution, the computational domain was 

discretized into three different sizes: 6 million, 15 million, and 30 million hexahedral 

computational elements, each with local refinement around the droplet and the interfacial cells. 

 

Figure 3-5: Grid dependency test for various droplet size is based on the convergence of jumping 

velocity. Data points in the red box indicating the grid sizes that are subject to study for each droplet size.   
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The mesh resolution test was performed based on the jumping velocities of the merged droplet 

onto the textured surface. This led to a minimum of 60 cells per droplet diameter. For droplets 

larger than 30 𝜇𝑚, as the difference in the jumping velocities with the cases of 15 million and 30 

million cells was minimal, the domain composed of 15 million was used in this study. However, 

for droplets smaller than 30 𝜇𝑚, in order to maintain a minimum of 60 cells per diameter, the total 

mesh size was increased to 30 million to reduce the convergence time.  Because of some numerical 

limitations, in order to minimize the degree of cells non-orthogonality, the rounded corners of the 

pillars are sharpened to form a square array.  

3.4 Numerical Results and Discussion 

 

In the coalescence process, two droplets merge, oscillate and eventually reach an equilibrium 

condition after a few oscillations. If there were no viscous effects on the liquid interface, the 

droplets would continue oscillating; however, due to the effects of liquid and gas viscosity and 

friction with the solid surface, the kinetic energy of the droplet will eventually dissipate.  

According to Liu et al. [117] the jumping process of the micro-droplet due to coalescence can 

be divided into four stages: 1) Formation and gradual expansion of the liquid bridge before the two 

droplets reach their first pseudo-equilibrium state, 2) Acceleration of merged droplet as a result of 

non-wetting surface counteraction, 3) Merged droplet leaving the surface, 4) Deceleration of the 

jumping droplet in the air due to air friction. These stages are shown in Figure 3-6. In this study, 

the first three steps will be of great interest, which focuses on the interactions between the micro-

droplet and the solid surface.  
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Figure 3-6: Time evolution of the droplet vertical velocity during the coalescence process. 

 

3.4.1 Homogeneous superhydrophobic surface 

To numerically model a superhydrophobic surface, simplification of the surface’s physical 

features is the most common approach. In this method, the effects of both physical and chemical 

properties are merged as one physical contact angle to represent the wettability of the surface.  

Hence, the wettability of the surface is numerically implemented as a boundary condition in the 

neighboring cells to the walls, where the adhesive force between the liquid and solid is defined. 

This technique has been proven to provide accurate results in describing the temporal evolution of 

the large droplets. In this study, we started by simulating the coalescence of two micro-droplets on 

a homogeneous (smooth) superhydrophobic surface surrounded by air.  

Figure 3-7 shows the time-lapse evolution of two merging micro-droplets (𝑅 = 80 𝜇𝑚) on a 

homogeneous superhydrophobic surface. At 𝑡∗ = 0 the micro-droplets were placed next to each 
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other with their edges overlapping, triggering the onset of coalescence. At the beginning of 

coalescence, a tiny liquid bridge between two droplets started to form. The expansion of the liquid 

bridge was driven by the surface tension and follows the scaling law [135], [136]. Because of the 

high inertia of the liquid bridge, an instantaneous Pseudo-levitation of the droplet was captured at 

𝑡∗ = 0.6 until the liquid bridge fully expands and reach the surface. While the liquid bridge was 

forming, the downward motion of the liquid was converted to upward motion due to counter action 

with the surface, causing the jump. In the meantime, the small adhesion force between the two-

media facilitated the jumping process for the micro-droplet. Finally, the merged micro-droplet 

jumped off the surface at 𝑡∗ = 3.1 . Using this approach, the coalescence of two micro-droplets 

was successfully modeled. However, the main drawback of this approach was the exclusion of 

surface roughness from the computational domain. In addition, this assumption ignored the 

penetration of the liquid droplet into the cavities, and eventually the change of interface evolution 

when the size of the droplet is similar to the size of roughness.  

 
Figure 3-7: Time-lapse evolution of two identical 𝑅 = 80 𝜇𝑚 micro-droplets on homogeneous 

superhydrophobic surface (𝜃𝑠 = 177°, 𝜃𝐴 = 178,  𝜃𝑅 = 176). 

 

The jumping velocity of the merged droplet on the homogeneous superhydrophobic surface is 

validated using the experimental data of Boreyko and Chen [116] and compared with the numerical 

simulations performed by Farrokhirad et al. [126], and Liu et al. [117]. Figure 3-8 shows the 
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simulation results for the jumping velocity of the merged droplet conducted by LBM [126], NS-

DIM [117], and the present model (VOF), alongside the experimental data [116]. According to the 

experiment, the jumping velocity should follow the capillary inertia scaling 𝑟0−1/2 a prediction 

that was confirmed in this study. For droplets larger than 𝑅 = 40 𝜇𝑚, the three models have 

reported a nearly constant non-dimensional jumping velocity 𝑉∗ = 𝑣(𝑡)

𝑉𝑗
. 

 
Figure 3-8: Comparison of jumping velocities for a merged micro-droplet(s) of different sizes from the 

numerical simulations of the present model on a homogeneous superhydrophobic surface with LBM 

[126], NS-DIM [117], and the experiment9.  
 

However, the results of the current model on a homogeneous surface were closer to the 

experimental data, than the other models since a constant non-dimensional jumping velocity of 0.2 

was obtained. The numerical results of the homogeneous model for droplets smaller than 𝑟0 =

40 𝜇𝑚 did not match with the experiment (Figure 3-8). This deviation was even more for smaller 

droplets. For droplets smaller than 40 𝜇𝑚, the LBM  [126] model provided a better match with the 

experiment in terms of jumping velocity of the merged droplet. However, the surface in all these 

studies was assumed to be smooth with no irregularity, hence, penetration of the liquid droplet into 
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the cavities was neglected. Consequently, this results in inappropriate calculation of the adhesion 

force between the surface and the liquid droplet.  

3.4.2 Heterogeneous superhydrophobic surface 

Besides an inaccurate measurement of adhesion force [135], [137], the topography of a surface can 

change the dynamics of a micro-droplet on said surfaces, especially when the size of the droplet is 

comparable with the size of roughness features. Therefore, heterogeneous modelling of the surface 

becomes necessary, to determine the force acting on the interfacial region. For heterogeneous 

surface, the homogeneous model was modified in the following way: 1) The combined effect of 

chemical coating and the carbon nanotubes were added in the form of a contact angle acting as a 

boundary condition, 2) All physical properties associated with the silicon micro-pillars were 

directly modelled, and 3) The high contact angle was replaced with the intrinsic contact angle of 

the surface material in contact with the micro-droplet measured in the experiment, and it was 

imposed on the outer surface of the micropillars.  In this model, the coalescence between the two 

micro-droplets took place on a surface composed of solid and air layers.  

Figure 3-9 and Figure 3-10 show the comparison between the time-lapse evolution of two 

identical micro-droplets coalescing (𝑟0 = 20 𝜇𝑚) on a homogeneous or heterogeneous 

superhydrophobic surfaces. A similar mechanism was observed on both surfaces: formation of the 

liquid bridge, radial expansion of the bridge, and eventually the two droplets merge and formed a 

larger droplet. The differences were most noticeable when the downward motion of the liquid 

bridge started pushing the surface. In this case, as the air is free to move through the passages, it 

led the micro-droplet penetrate into the valleys.  
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Figure 3-9: Time-lapse evolution of the coalescence of two micro-droplets (𝑟0 = 20 𝜇𝑚) on a 

homogeneous superhydrophobic surface.  

 

Figure 3-10: Time-lapse evolution of the coalescence of two micro-droplets (𝑟0 = 20 𝜇𝑚) on 

heterogeneous superhydrophobic surface. 
 

When the merging micro-droplet was encroaching on the cavities in the textured surface, the 

capillary effect resists against penetration of the micro-droplet into the valleys. As shown in figures 

above, there was a change in the geometric evolution of the liquid interface as the droplet passed 

the first pseudo-equilibrium (zero absolute velocity) while it was preparing to jump on the 

homogeneous surface at 𝑡∗ = 1.9, versus 𝑡∗ = 2.5 onto heterogeneous surface. Although the 

spreading length was same in two cases, but penetration of the micro-droplet into cavities caused 

a significant delay in the initiation of the jumping process. Examining the data at 𝑡∗ = 3.3 for the 

two models (Figure 3-9 and Figure 3-10), the micro-droplet was about to jump in the 
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heterogeneous model, but had already jumped from the homogeneous superhydrophobic surface. 

Because it took longer for the droplet to detach from the heterogeneous surface, more energy was 

dissipated, and a smaller jumping inertia was preserved to cause the jumping.  

In order to trace the evolution of the interface during penetration, we clipped out a fraction of 

the liquid interface in the isometric view of the liquid interface underneath droplet, inside the 

cavities (Figure 3-11). 

 
Figure 3-11: Time evolution of the liquid interface inside the cavities during the coalescence of two 

identical micro-droplets (𝑟0  =  20 𝜇𝑚). 

 
To better visualize the penetration, the strip of pillars is colored red in Figure 3-11. Two pseudo-

equilibrium stages along the 𝑋 and 𝑍 axes at 𝑡∗ = 2.9 and 𝑡∗ = 4.5 , respectively, occurred before 

the micro-droplet completely jumped off the surface. The maximum penetration of the droplet 

occurred at the earliest stage of the first pseudo-equilibrium (𝑡∗ = 2.9) when the liquid bridge was 

fully formed. Due to the effect of surface tension, the liquid interface maintained its uniformity in 

curvature along the interface at the maximum penetration stage. The second pseudo-equilibrium 
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stage was at the time just before the micro-droplet jumped off the surface. Comparing the energy 

balance before and after the coalescence revealed that the jumping process was initiated when the 

released surface energy would be sufficient to overcome the total viscous effects. In addition to 

the dominant effect of viscosity to the surface tension for droplets above viscous cut-off threshold, 

we found that penetration of droplets into the cavities can further dissipate energy of the micro-

droplet jumping.  

In order to understand the dynamic of the air underneath the micro-droplet, a 3D rectangular 

section of the air domain was extracted (air pocket) for examination in the model. This pocket 

covered a periodic volume of space in which air passed through. Figure 3-12 shows the flow of air 

inside the pocket while it deformed as the result of coalescence at different time steps. The 

geometrical change of the air pocket is shown on top of each time step. The upper surface of the 

pocket was subjected to the curvature of the micro-droplet and mapped the pressure as droplet 

penetrated into the cavities and pressurized the air. In the earliest stages of the coalescence (𝑡∗ =

0.5 − 𝑡∗ = 1.8), when the liquid bridge was forming, the outward motion of the air through four 

passages was observed. 
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Figure 3-12: The evolution of the air pocket indicating the micro-droplet (𝑅 = 20 𝜇𝑚) interface pressure 

on upper surface of the pocket shown in small boxes. Air velocity vectors inside the pockets at each time 

step are shown during the coalescence.  
 

As the micro-droplet began penetrating the space between the pillars, the outward movement 

of air in the 𝑋 direction changed to inward flow (𝑡∗ = 2.5). Due to the effects of surface tension, 

there is an axis switching from the 𝑋 to the 𝑍 direction. This caused the motion of the air to remain 

inward in one direction and outward in the opposite direction during this time. At 𝑡∗ = 2.9 , the 

droplet reached its maximum spreading length in the 𝑋 direction and formed a disk-shaped cusp 
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between the pillars. At this moment, the air attained its highest velocity in the 𝑋 direction. At 𝑡∗ =

4 , the droplet was off the pocket, and the air pocket formed a square box. 

Figure 3-13 shows the liquid interface and the interface normal velocity vectors (𝑟0 = 20 𝜇𝑚) 

at different time steps. At 𝑡∗ = 0.2 , we observed both upward and downward motion of the liquid 

bridge as it started expanding. The radial velocity of the bridge was the same below and above the 

droplet in the earlier stages of the bridge expansion.  At 𝑡∗ = 1.8 , the downward velocity started 

decaying and changed its direction. Smaller sized droplets resulted in higher penetration of the 

micro-droplets into the cavities, which delayed the process. At 𝑡∗ = 2.2 , the formation of the 

liquid bridge was completed, and all of the surface energy was converted into translational kinetic 

energy which was partially dissipated due to viscous effects. At this time, the interface of two 

droplets moved inward with the maximum velocity of 2 𝑚. 𝑠−1. 

Additionally, when the droplet reaches the maximum spreading length, it formed a disk shape 

(𝑡∗ = 2.8), and the interface velocity vectors pointed upward, which was an indication of the 

micro-droplet’s impending jump.  
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Figure 3-13: Interface velocity vectors of two merging microdroplets at different time steps (𝑅 = 20𝜇𝑚). 
 

 To validate the results, the non-dimensional jumping velocities of the merged micro-

droplet on the heterogeneous superhydrophobic surface in the viscous and inertia dominated 

regimes were compared to the numerical results obtained on a homogeneous surface and also to 

experiment evidence9.  
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Figure 3-14: Comparison of jumping velocities of merged droplets in the present numerical simulation of 

coalescence-induced jumping on heterogeneous and homogeneous superhydrophobic surfaces with LBM 

[126], NS-DIM [117], and experiment [116]. 

 
As shown in Figure 3-14, the over-estimated jumping inertia of the merged drop on a 

homogeneous surface was not observed on the heterogeneous surface due to the presence of pillars. 

At 𝜀 = 44, both models converged to the same non-dimensional jumping velocity (𝑉∗ ≈ 0.2).  As 

the relative roughness fell below 𝜀 = 44, the two surfaces resulted in different degrees of deviation 

from the experiment. Due to the dominant effects of viscosity above the viscous cut-off, the 

jumping velocity of the coalescing droplets starts decaying. However, the jumping velocity was 

found to be relatively smaller on heterogeneous surfaces compared to that on homogeneous 

surfaces because of the interaction the droplet had with the surface cavities. This interaction can 

be strongly dissipative [27], [138] when the size of the droplet was similar to the size of roughness.  

As shown in Figure 3-14, the numerical data from the heterogeneous model and the 

experimental results were similar at 𝜀 = 22. For lower radii, the jumping velocity decreased and 

fell below the velocities from the experimental data. The smallest jumping velocity obtained from 

the heterogeneous model was for the case of  𝜀 = 11 with a dimensionless jumping velocity of 
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0.008, which was less than half of that of the experimental results [116]. For smaller relative 

roughnesses (e.g., 𝜀 = 8), no droplet jumping was observed. This under-prediction of jumping 

velocity could be attributed to the presence of rather large roughness on the side walls of the pillars 

compared to the top surface, as shown in Figure 3-4. This can result in different wettabilities for 

the top and side surfaces, which was not considered in this study. Moreover, in order to preserve 

the structured mesh, the rounded corners of the micro-pillars were sharpened in the simulations, 

which could be a source of the deviation in the results for smaller size droplets.  

To further understand and better quantify the effect of surface roughness on the dynamics of 

coalescence, we calculated the droplet volume fraction (%) that remained above the surface of the 

pillars during the coalescence (Figure 3-15.a). According to the data, the maximum penetration 

was encountered for 𝜀 = 11 with almost 8% of the initial volume penetrating into the cavities. 

Figure 3-15.b shows the maximum penetration depth of the micro-droplet versus the relative 

roughness. Three distinct regions were observed for this range of data: 1) The sticky region, where 

the coalesced micro-droplet remained on the surface due to the dominant effect of viscosity, 2) 

region with small inertia, where there was longer non-dimensional contact time and a smaller non-

dimensional jumping velocity, and 3) region with a constant non-dimensional jumping velocity 

that can be approximated by the inertia scaling law.  

The two possible mechanisms in penetration are the sag and de-pinning mechanisms [137], 

[139]. In the sag mechanism, the triple point is pinned at the pillar edges with a particular contact 

angle and a sagging interface above the air pockets. The depinning mechanism is when the contact 

angle exceeds the advancing contact angle, and the contact line slides downwards causing 

penetration. For cases below 𝜀 = 44, the dissipation of energy is associated with both the sag and 

de-pinning mechanisms. As shown in the Figure 3-15.b, the maximum volume penetration was 
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encountered for 𝜀 = 11 with approximately 8% of the liquid droplet volume inside the cavities. 

The penetration increased as the relative roughness decreased. However, for the relative roughness 

of 𝜀 = 11, no further penetration was observed. Lower still, the maximum penetration volume 

decreased to 7.5% for 𝜀 = 8.8 .  

 

Figure 3-15 :  (a) Time dependence of the droplet volume fraction (%) remaining on the surface during 

the coalescence, (b) Maximum penetration volume with respect to the relative roughness. 

 

 
Another quantitative measure of the droplet–surface interaction is the maximum penetration 

depth of the micro-droplet into the cavities (𝐻∗), measured from the pillar tip to the bottom of the 

penetrated liquid interface, as shown in Figure 3-16. Experimental measurement of the penetration 

depth via experimental study is not possible, but obtaining data from the simulations can give 

insight into this phenomenon. We observed that a gradual increase of penetration depth occurred 

with a reduction in the size of the micro-droplets up to 𝜀 = 22. However, the maximum penetration 

depth started decreasing again likely due to the ratio of pillar top area to the droplet size. 

Comparing the data for 𝜀 = 11 in Figure 3-15.b and Figure 3-16 shows that although the droplet 

had the maximum penetrated volume into the cavities, this does not necessarily represent the 

maximum penetration depth.  As shown in Figure 3-16, the maximum penetration depth was 

obtained for 𝜀 = 22, which resulted in a relatively larger area in contact with the solid parts of the 
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surface (pillar walls and tops) and more than 90% penetration depth along the direction of the 

pillars. As the size of the droplet increased, the penetration dramatically decreased to the point that 

penetration was negligible for 𝜀 = 66.  

 
Figure 3-16: Time dependence of droplet normalized penetration depth for different relative roughness.  

 

Figure 3-17 is a modification of Figure 3-4 after including the effect of surface roughness on 

the vertical velocity of the micro-droplet in the simulation. The cross signs at the end of each graph 

indicate the point in time when the droplet detached from the surface. The magnitude of the 

downward velocity of the merging micro-droplet increased as the size of the droplets become 

smaller. For droplets in the inertia-dominated regime (𝜀 = 55 and 𝜀 = 66), the graphs were 

overlapping, showing similar non-dimensional jumping times and velocities. For 𝜀 = 44,  a minor 

difference at the end of the graph was observed. As the droplet penetrated more during the 

coalescence, there was a lower center-of-mass velocity and consequently a smaller jumping 

velocity. This difference became more significant for cases with smaller relative roughnesses. In 

addition, there was an increasing temporal delay (∆𝑡) for case with a relative roughness smaller 

than 55, causing the overall time duration of the coalescence followed by self-propelled jumping 
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to be higher. As the relative roughness decreased, it allowed the droplet to penetrate more into the 

valleys. A higher solid fraction in contact with the liquid dropled dissipated more of the energy 

and consequently took longer for the droplet to change its downward motion to the upward 

direction.  

 
Figure 3-17: Time dependence of droplet vertical velocity for different relative roughnesses, with the 

cross signs indicating the jumping instant of the merged droplet. 

  

For 𝜀 =44,55 and 66, the droplet left the surface at the same non-dimensional time and with 

the same non-dimensional jumping velocity (𝑉∗ ≈ 0.2). As the size of micro-droplet decreased, 

the detachment from the surface took longer due to the larger viscous effects and deeper 

penetration into the surface cavities. For a relative roughness greater than 44, similar temporal 

behaviour was observed. For smaller relative roughness, the differences arose in the retraction 

stage after 𝑡∗ ≈ 2.5, when the micro-droplet started preparing to jump. For the case of 𝜀 = 22, the 

onset of jumping was significantly delayed comparing to the larger relative roughnesses (𝜀 = 44) 

and previously revealed studies on smooth surface [117], [126].  This behaviour was mainly 

associated with the size of the droplet with respect to the size of the micro-pillars. 
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In this study, the two droplets were initially situated to be tangential to each other and 

tangential to the supporting surface composed of solid–air layers. Therefore, a quantitative 

diagram was constructed (Figures 3-18 and 3-19) as the result of examining the effect of initial 

location of the micro-droplets in a plane parallel to the surface on the jumping velocity of the 

merged micro-droplet. For each droplet size, multiple simulations were performed, which varied 

by the initial location of the merging micro-droplets (shown with red circles). The initialization of 

two micro-droplets was controlled in such a way that the tangent point of the interface of the two 

droplets lay at different locations with respect to the pillars.  This way, the maximum and minimum 

jumping velocities were obtained at various relative roughnesses. Figure 3-18, shows the 

coalescence of two droplets on the heterogeneous surface when the initial location of the droplets 

was shifted by a quarter of the distance from the spacing between two adjacent pillars.  

 

Figure 3-18: The coalescence of a twin micro-droplets (𝑟0 = 30 𝜇𝑚) for non-symmetrical initialization. 
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Figure 3-19: Variation of jumping velocity with the initial location of the two droplets on the textured 

surface, and the red dots are the location of the tangent point. 
 

The blue shaded area in Figure 3-19 shows the non-dimensional jumping velocity for different 

locations over one period. The bold red line is the computationally obtained jumping velocity of 

the merged droplet, assuming the tangent point was located on the top center of a pillar. It is of 

note that the occurrence of coalescence in a symmetric condition (center of a pillar or spacing) 

does not necessarily provide the largest jumping velocity. As the size of the droplet increased, the 

difference between the maximum and minimum jumping velocities decreases. Similar behavior 

can be seen as the size of the droplet reduced below 20 𝜇𝑚 (𝜀 = 22). For droplets larger 

than 20 𝜇𝑚 (𝜀 = 22), the blue area decreased in size, and the variation in velocity approached 

unity, indicating that the change of the vertical velocity was independent of coalescence location. 

On the other hand, for droplets smaller than 𝜀 = 22, the change of jumping velocity was 

significantly higher, which showed the dramatic change of the jumping velocity as a function of 

coalescence location.  This highlights the importance of coalescence location in this size range. In 

addition, for cases smaller than 𝜀 = 16 both jumping and sticky scenarios depending on the initial 

location of droplets were observed. It was found that for small relative roughness approximately 
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𝜀 < 16, the outcome of the coalescence could be highly dependent on the initial location of the 

merging micro-droplets.  

3.5 Summary and Conclusions 

The process of droplet coalescence-induced jumping on homogeneous and heterogeneous 

superhydrophobic surfaces were modeled and analyzed using the 3D volume of fluid technique. 

In order to model the process of coalescence, a twin droplet were placed next to each other with 

their interfaces overlapping, which triggered the onset of their coalescence. It was shown that the 

model is capable of capturing the physics associated with the dynamics of the two micro-droplet 

coalescence showing self-jumping on superhydrophobic surfaces. This was done through accurate 

modelling of the micro-droplet interface curvature, the interface force calculations, and resolving 

the effect of air beneath the droplet on the heterogeneous superhydrophobic surface. 

For modelling of the homogeneous superhydrophobic surface, a large static contact angle 

(176ᵒ) for small wettability, and small hysteresis contact angle (2ᵒ) for maximum mobility (i.e., 

adhesion) was used. A non-dimensional jumping velocity of 0.2 was obtained in the capillary-

inertia dominated regime, which was in good agreement with the existing experimental data. 

However, the results were contradicted by the experiment [116] for droplet sizes in the viscous 

dominated regime. The source of this discrepancy was found to be from when the size of the 

droplet was comparable to the size of the surface roughness, which may result in penetration of 

the micro-droplet into the cavities, and it was not considered in the homogeneous surface model. 

It is clear that hierarchical micro/nano-heterogeneity is essential to demonstrate 

superhydrophobicity. Hence, the micro-topology was directly modeled as a series of micro-pillars 

resembling the substrate used in an experiment [116], and the effect of nano-topology was added 
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in the simulation using a dynamic contact angle model. Instead of a high static contact angle, the 

intrinsic contact angle of the material in contact with the micro-droplet was imposed on the outer 

surface of the micropillars. It was found that the over-predicted jumping velocity obtained from 

the homogeneous surface model was significantly damped and matched with the experiment on 

the heterogeneous superhydrophobic surface. Meanwhile, direct modelling of surface 

heterogeneity (i.e., solid–air composition) aimed at capturing the transition from a no-slip/ no-

penetration condition to partial-slip with penetration at the walls when the triple points move over 

the air pockets.   

In addition, the relevance of droplet size to the average surface roughness (relative roughness) 

was numerically quantified. The critical relative roughness of 44 found to be a threshold above 

which the smooth (i.e., homogeneous) surface assumption of the superhydrophobic surface may 

lead to a good agreement with the experimental data. However, for the cases below the critical 

relative roughness, the micro-droplets start penetrating into the spacing between the pillars. The 

penetration resulted in higher interaction with the surface cavities, longer contact time, and further 

dissipation of the jumping energy of the coalescing micro-droplet. A quantitative diagram was 

constructed to examine the change in initial location of the micro-droplets on the variation of the 

jumping velocity. It was found that as the relative roughness falls below the critical relative 

roughness, the initial location of the coalescing droplets can significantly change the outcome of 

coalescence. For droplets in size range of 10-15 𝜇𝑚, depending on their initial location in a plane 

parallel to the surface, both sticky and jumping mechanisms were observed after coalescence. It 

was apparent from the results that the direct modelling of surface roughness becomes crucial for 

the cases smaller than the critical relative roughness.  
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Chapter 4 
 

4  Numerical Study of The Effect of Surface 
Wettability on Performance of the Spray 
Cooling Process  

 

 

4.1  Abstract 

The process of cooling caused by a water droplet contacting a surface has been extensively 

reported in the literature; however, the effect of surface wettability on the outcome of the cooling 

rate has yet to be analyzed. Due to optical limitations inside a liquid droplet, a three-dimensional 

(3D) computational fluid dynamics (CFD) model, including coupling between multiphase flow 

and the conjugated heat transfer module was developed to simulate the impact, spreading and 

transient heat transfer between a cold-water droplet and a heated surface. The total heat transfer 

results were calculated for both superhydrophobic and hydrophilic surfaces. The Navier-Stokes 

equation expressing the flow distribution of the liquid and the gas, coupled with the volume of 

fluid (VOF) method for tracking the liquid interface, was solved numerically using the finite 

volume methodology. The grid dependency test was examined for the 3D model, even though the 

convergence of the results was not exact. The 2 mm diameter water droplet with the Weber 

numbers 7, 25 and 62, which correspond to non-splashing regimes, were impinged onto two 

different surfaces. We showed that spray cooling on a superhydrophobic substrate was capable of 

improving the efficiency of the cooling process up to 40% compared to that of a hydrophilic 
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surface. Additionally, the critical Weber regime was obtained for the optimal heat transfer between 

the droplet and the two substrates. 

Keywords: Cooling process, Superhydrophobic, Hydrophilic, Droplet impact 

  

4.2 Introduction 

The impingement of spraying cold drops onto heated dry walls and the associated heat transfer 

mechanism occurs in many engineering applications such as spray drying [140], internal 

combustion engines [141], spray coating [142], and spray cooling processes [143]. Spray cooling 

is a technique of increasing interest for cooling of electronic and mechanical elements and is 

characterized by a high rate of heat transfer, uniformity of heat removal, and small droplet impact 

velocity. In spray cooling process, a spray of small droplets on a heated surface is performed to 

remove significant amounts of energy by taking advantage of substantial convective heat transport 

through impinging droplets [140]. The ability of the liquid coolant to change phase in constant 

temperature, and at the same time, to dissipate heat in the form of latent heat makes the cooling 

process very interesting. 

The fluid dynamics of impinging drops and the liquid film formation is complicated and requires 

fundamental study. In addition, the mechanism by which heat is removed during spraying is poorly 

understood, and because of its dependence on many parameters that are not easily varied 

dependently, predictive capabilities are quite limited. 

In order to overcome complications mentioned above (droplet coalescence, liquid thin film 

formation, or phase change due to evaporation), a fundamental study of the spraying process, 

which is the impact of a single droplet onto a heated surface under non-fragmentation Weber 

threshold is carried out. Experimentally, it is shown that hydrophobic surfaces would have a higher 
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potential for removing thermal energy when are subjected to cooling spray, but not many detailed 

studies were carried for better understanding the mechanics associated with this phenomena. 

 

 

Figure 4-1: Schematic of sprayed drops in spray cooling process. 
 

The primary objective of this study is to simulate the impact of a cold-water droplet on two 

preheated Aluminum substrates with infinitely thin hydrophilic and superhydrophobic coating 

through conjugated temperature gradient platform. We simulated 2.0 mm cold-water droplet as it 

impinges on the heated substrate, and measured the amount of thermal energy absorbed by the 

droplet after impact. The initial substrate temperature was set at 360°K; slightly below the boiling 

temperature to avoid complications associated with the evaporation or phase change. Impact 

velocities ranged from 0.5 to 1.5 m.s-1 to prevent fragmentation as the result of the impact. Fluid 
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flow and heat transfer during droplet impact were modeled using the Volume of Fluid (VOF) 

method. 

4.3 Methodology 

In this paper, a three-dimensional (3D), multi-region conjugate heat transfer module is developed 

to analyze the mechanism in which heat is transferred between solid and fluid. Separate governing 

equations for each region are solved depending on their phase and the boundary interface. 

4.3.1 Governing Equations 

In the fluid region, the Navier-Stokes equation expressing the flow distribution of the liquid and 

the gas, coupled with the Volume of Fluid (VOF) method for tracking the interface between the 

liquid and the gas is solved numerically using finite volume methodology. In VOF method [100], 

tracking of the interface is modeled by solving continuity equation for one of the two phases in 

each computational cell at every time step. The governing equations for the mass, momentum and 

energy balance in each fluid phase and on the interface, can be expressed as, 

 

 𝛻�⃗� = 0 (4-1) 

 

 𝜕𝜌�⃗⃗� 

𝜕𝑡
+ 𝛻. (𝜌�⃗� �⃗� ) = − 𝛻𝑝 + 𝛻. (𝜇. 𝛻�⃗� ) + (𝛻�⃗� ). 𝛻𝜇 − 𝑔. 𝑥∇𝜌 + 𝐹𝑏 , (4-2) 

 

 
𝜕𝜌𝐶𝑝𝑇

𝜕𝑇
+ �⃗� 𝛻. (𝜌𝐶𝑝𝑇) = 𝛻. (𝑘𝛻𝑇) (4-3) 

 

where T is temperature, t is time, �⃗�  is the velocity vector, p is the pressure, 𝐹𝑏 is the body force, 

and a is the volume fraction which is used to calculate the viscosity (μ), density (ρ), heat capacity 

(Cp) and thermal conductivity (k) as weighted averages based on the distribution of α, 
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Figure 4-2: 3D computational domain, cold droplet, and the H0=3 mm the thickness of the heated 

aluminum substrate. λ1 & λ2 are the coupling interfaces. 

 

       𝜌 = 𝛼𝜌𝑑 + (1 − 𝛼)𝜌𝑔, (4-4) 
 

 
 

      𝜇 = 𝛼𝜇𝑙 + (1 − 𝛼)𝜇𝑔 (4-5) 

 
       𝑘 = 𝛼𝑘𝑙 + (1 − 𝛼)𝑘𝑔 (4-6) 

 
       𝜌𝐶𝑝 = 𝛼𝜌𝑙𝐶𝑝𝑑 + (1 − 𝛼)𝜌𝑔𝐶𝑝𝑔 (4-7) 

 
 

where the subscripts l and g denote the liquid and gas phases, respectively. In VOF method, the 

phase fraction scalers tracer α takes values between 0 and 1. When a cell is empty with no traced 

fluid inside, the value of a is zero; when the cell is full, a is equal to 1; and when there is a fluid 

interface in the cell, 0 < α < 1. As the interface deforms with time, the evolution of fluid is 

governed by the transport equation, 
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𝜕𝛼

𝜕𝑡
+ (�⃗� 𝛻)𝛼 + 𝛻. (�⃗� 𝑟𝛼(1 − 𝛼)) = 0, (4-8) 

 

where �⃗� 𝑟 is the vector of relative velocity, designated as the compression velocity introduced by 

Rusche [101] to facilitate a sharp interface between phases, 

 �⃗� 𝑟 = �⃗� max [𝐶𝑎
|∅|

|𝑆𝑓|
, max (

|∅|

|𝑆𝑓|
)] (4-9) 

 

where 𝐶𝑎, 𝑛, ∅ and 𝑆𝑓, are the compression coefficient, unit normal flux, face volume flux and cell 

face area vector respectively. The interface unit normal �⃗�  is computed by taking the gradient of 

smoothed volume fraction α at the cell faces. 

 �⃗� =
∇𝛼

|∇𝛼| + 𝛿
 , (4-10) 

 

where 𝛿  is a small number in order to stabilize the calculation in regions outside the transition 

region where ∇𝛼 → 0. In this study, 𝛿 = 10−8 is used for the entire simulations. The main benefit 

of such formulation is in the possibility of capturing the sharp interface region. The continuum 

surface force method [69] is used to model surface tension as a body force 𝐹𝑏 that acts only on 

interfacial cells, 

 𝐹 𝑏 = 𝜎𝑑𝑘∇𝛼, (4-11) 

 

where 𝜎𝑑 is the surface tension, and 𝑘 is the mean curvature of the free surface, calculated by, 

 𝑘 = −∇. (
∇𝛼

|∇𝛼|
). (4-12) 

 

The pressure-Implicit with splitting operators (PISO) scheme in transient flow is used for the 

pressure-velocity coupling. The wettability effects at the substrate are taken into account by using 



92 
 

the dynamic contact angle which is assumed to be a function of the contact line velocity. The 

Kistler's correlation [102] is used to calculate the dynamic contact angle in each time step, 

 𝜃𝑑 = 𝑓𝐻[𝐶𝑎 + 𝑓𝐻
−1(𝜃𝐴 , 𝜃𝑠, 𝜃𝑅)] , (4-131) 

 

where, 𝑓𝐻 is the Hoffman function and is defined as, 

 𝑓𝐻 = cos
−1 {1 − 2 tanh [5.16 [

𝑥

1 + 1.31𝑥0.99
]
0.706

]} . (4-14) 

 

in the above equation, the equilibrium contact angle 𝑠 is replaced by either the advancing contact 

angle, 𝜃𝐴, or the receding contact angle, 𝜃𝑅, depending on the direction of the velocity vector at 

the contact line or the static contact angle, 𝜃𝑠, if the contact line velocity is zero. It is worth 

mentioning that the no-slip models such as  Kistler’s correlation [102] have been extensively used 

to investigate droplet dynamics [103], [104]. In addition, it was shown that this model is capable 

to capture the relevant physics of droplet-substrate interaction and provides good agreement with 

experiment [144]. 

The heat transfer in the solid substrate can be modeled by solving the Laplace equation for the 

pure conductive heat transfer in a solid substrate: 

 𝜌𝑠𝐶𝑝𝑠
𝜕𝑇𝑠
𝜕𝑡
= �⃗� . (𝑘𝑤 ∇⃗⃗ 𝑇𝑠) (4-15) 

 

 

Figure 4-3: Iterative solution procedure of domains coupling. 
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Table 4-1: Material properties 

 

 

The lower surface of the substrate is subjected to fixed temperature boundary condition (360°K). 

The substrate density, thermal conductivity, and heat capacity are given in Table 1. 

 

4.3.2 Regions Coupling 

There are two approaches for solving multi-region problems; monolithic and partitioned. The 

monolithic approach seeks to define a series of partial differential equations (PDEs) that govern 

the entire fluid and solid domain and then discretize the entire domain. While theoretically simple, 

this approach is difficult to implement due to the difference in the mathematical and numerical 

properties of the two domains. On the other hand, the partitioned approach seeks to utilize existing 

fluid and solid solutions and couple these solvers at the interface of the two domains. The fluid 

solver uses a separate set of equations, variables, and mesh than the solid solver. The coupling 

happens at the boundary (𝜆1 & 𝜆2) where the temperature of the fluid updates the boundary of the 

solid which is then solved for to determine the gradient temperature at the interface boundary. This 

updated boundary is then used to solve the fluid domain. As this method solves different sets of 

matrices, parallelism of the computation is more efficient. In this paper, the portioned coupling 

method was used to couple solid and fluid domains. Considering the governing equations for each 

domain, the temperature and heat fluxes should be equal at the interface, 
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𝑇𝑓 = 𝑇𝑠 

𝑘𝑓∇𝑇𝑓 = 𝑘𝑠∇𝑇𝑠 
(4-16) 

 

where, Tf and Ts are the temperatures of fluid and solid domains, respectively. Boundary conditions 

are applied on boundary patches. Each domain solving module is placed inside a separate loop to 

meet the coupled convergence through a global iterative process. 

Validation of the solver is performed using one-dimensional, steady state situation where heat is 

transferred between gas and wall to ensure the calculation of the coupled interface is correct [145]. 

It is a wall, with hot and warm air flowing next to it, which results in a temperature gradient in the 

wall. In a 1D problem, heat transfer occurs only in one direction. The results obtained from the 

model and the analytical study were in close agreement with less than 1% divergent. 

4.3.3 Geometrical Configurations and Meshing 

 
The computational domain size of 16 mm × 20 mm × 14 mm is used for the 3D simulation of the 

impinging droplet onto a heated substrate. The domain is discretized by about 1 million, 2 million, 

and 3.5 million Hexahedral mesh with adaptive refinement at the interfacial cells. The mesh 

dependency test is performed based on the jumping velocity of a droplet on a superhydrophobic 

surface. As the change of droplet jumping velocity in 3.5 million and 2 million mesh was minimal, 

the domain composed of 2 million mesh is applied in this study. The cells are refined so to have 

60 cells per diameter of the droplet before impingement. The substrate thickness of 3 mm is 

extracted from the domain. The exterior surface of the solid region that is in common with fluid is 

coated with hydrophilic (𝜃𝑠 =15°) and superhydrophobic (𝜃𝑠 =180°) materials. The material 

properties of the substrate are given in Table 1. 
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4.4 Results and Discussion  

 
In order to study the effect of surface wettability on the transient heat transfer and total heat transfer 

between the droplet and the surface, the impingement of water droplets onto two surfaces with 

different surface wettability was carried out. 

Figure 4-4 shows the time lapse of the droplet dynamics during the impingement on infinitely thin 

superhydrophobic and hydrophilic coatings on aluminum substrates. As it was reported before and 

confirmed in this study, the hydrodynamics of the liquid drop changed according to the wettability 

of the surface. Because of the extremely low-surface energy of the superhydrophobic coating, the 

droplet detached in a certain amount of time after impingement, which is called droplet “contact 

time” [146]. According to Richard et al. [146], contact time is not a function of impact velocity. 

Instead, it is a strong function of the surface energy, the liquid density, the droplet size, and the 

liquid surface energy. For the sake of simplicity in the analysis, the physical times of all 

simulations were bounded according to the droplet contact time on the superhydrophobic surface. 

Previous research showed that the contact time does not depend on the Weber number [11]. For 

droplets as large as 2 mm in diameter, the contact time scaled with the inertia-capillary timescale 

(𝜏 = √
𝜌𝑅3

𝜎
) and for high deformation impact (non-splashing regime) on a superhydrophobic 

surface, the contact time was approximated as 𝑡𝑐 = 2.3𝑅. 

As shown in Figure 4-4.a, the droplet spread on the hydrophilic substrate and covered a higher 

surface area compared to the same size droplet impinging on the superhydrophobic surface. 

According to the law of conductive heat transfer, higher surface area contact should result in a 

higher heat transfer rate between the two media. 
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On the superhydrophobic surface, the droplet spread up to its maximum spreading diameter. At 

the same time, the kinetic energy of the impact transformed into surface energy in the form of 

potential energy. At some point, the droplet releases the excess of potential energy and starts 

recoiling. Once the recoiling stage is over, the droplet completely rebound and detach from the 

substrate. The temperature of the droplet and surface changes according to the heat transfer rate 

between the two media during the contact event. 

In order to measure and compare the total heat transfer between the hydrophobic and hydrophilic 

aluminum surfaces, the total energy of the droplet before and after impact was calculated for both 

surfaces (Figure 4-5). Interestingly, the total energy transferred to the superhydrophobic surface 

was higher than that transferred to the hydrophilic surface, despite the smaller contact area during 

the impingement event. 
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Figure 4-4: Impact of 2 mm water droplet on (a) hydrophilic and (b) superhydrophobic heated aluminum 

substrate, 𝑽𝒅 = 1 m.s-1. 
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Figure 4-5: Energy transfer between the droplet and the substrates, 𝑽𝒅 = 1 m.s-1. 

 

We observed intense mixing on the periphery of the droplet lamella on the superhydrophobic 

surface during its maximum spreading stage (Figure 4-6), which resulted in a higher heat transfer 

rate between the droplet and the heated aluminum substrate. The surface heated the lower volume 

of droplet lamella that was initially in contact with the heated aluminum, and, due to a high mixing 

intensity, the upper and bottom volumes recirculate until a thermal equilibrium condition was 

nearly met when the droplet detached from the substrate. 

The dynamics of the droplet on the hydrophilic surface was different. The mixing associated 

with the recoiling stage was not observed in the droplet lamella. The droplet spread and the upper 

volume of the droplet temperature was raised gradually due to convective heat transfer with air 

and conduction inside the droplet. Figure 4-7 shows the total energy enhanced by the droplet at 

the time of detachment for various Weber numbers by changing the terminal velocity of the impact.  
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Figure 4-6: High-intensity mixing of liquid lamella and higher heat transfer rate of superhydrophobic 

comparing hydrophilic surface, 𝑽𝒅 = 1 m.s-1. 

 

 

 

Figure 4-7: The thermal energy of 2 mm droplet at the time of detachment for different Weber numbers. 

 

Although the Weber number was reported not to change the contact time of the droplet on the 

superhydrophobic substrate, We found that it can have a significant effect on the mixing intensity, 
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and consequently, the amount of heat transferred to the solid substrate and the liquid droplet. As 

the dimensionless Weber number was increased, the droplet obtained more thermal energy from 

the surface. The total amount of absorbed energy was greater on the superhydrophobic surface 

than on the hydrophilic surface. The best cooling performance in the non-fragmentation regime 

was observed on the superhydrophobic surface for the Weber number near the fragmentation 

threshold. 

4.5 Conclusions 

The conjugate temperature gradient multi-phase model was developed to simulate the impact of a 

cold-water droplet on a heated aluminum substrate with infinitely thin coatings. We showed that 

the spray cooling effect on the superhydrophobic substrate improved the efficiency of the process 

up to 40% compared with spray cooling on a hydrophilic surface. This efficiency increase was 

associated with a high mixing intensity of the liquid inside the droplet lamella, which increased 

the heat transfer rate with the substrate. Additionally, we found that the Weber number has a 

significant impact on the cooling rate of the surface. 
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Chapter 5 
 

5 Icephobic Performance of Superhydrophobic 
Coatings: A Numerical Analysis 

 

5.1 Abstract 

Understanding the mechanism of cloud-sized particles impact and freezing is crucial to find viable 

solutions to prevent ice accumulation on critical aerodynamic surfaces such as aircraft wing or 

nacelle. It has been reported that superhydrophobic surfaces (SHS) have promising anti-icing 

properties due to their excellent water-repellent characteristics. However, the anti-icing 

performance of such surfaces has not been fully understood. A multi-region multiphase flow solver 

including phase change has been employed to model the icing of a micro-droplet as it impinges on 

a superhydrophobic substrate with a given thickness, texture, and solid material thermal properties. 

The Navier-Stokes equation expressing the flow distribution of the liquid and the gas, coupled 

with the volume of fluid (VOF) method for tracking the liquid-gas interface, was solved 

numerically using the finite volume methodology. The superhydrophobic morphology is modeled 

through series of micro-structured arrays with squared cross-sectional pillars. As such, the thermal 

contact resistance is directly modeled by the inclusion of air pockets underneath the micro-droplet. 

Consequently, the direct effect of surface topology and thermal properties on droplet maximum 

spreading diameter, penetration to the surface asperities, contact time, and the freezing onset have 

been investigated. 
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5.2 Introduction  

 

Water droplet freezing has received increased attention in numerous fields more specifically in the 

aviation industry to analyze the ice accretion mechanism due to the impact and solidification of 

cloud droplets. The resulting in-flight icing can take place on an aircraft wing, tail, engine or 

instruments leading to decrease the aerodynamic performance which could result in a lack of 

control or loss of thrust and constitute a major safety and security issue. Hence, Understanding the 

physics governing the process of water droplet freezing on various surfaces would be necessary to 

develop more efficient anti and de-icing solution. Assuming a similar surface energy 

characteristics of ice and water, it has been a standard approach to correlate the surface 

hydrophobicity to the ice adhesion. Consequently, Superhydrophobic surfaces (SHSs) have been 

considered as suitable icephobic candidates for their extraordinary capability of reducing adhesion 

with water [7], [147], [147]–[149] by minimizing droplet contact time and consequently reduce or 

eliminate ice formation [150], [151]. Even though many experimental [36], [152], [153], numerical 

[63], [154] and analythical [89] studies have focused on the impact and freezing of milliliter size 

droplets on superhydrophobic surfaces, less is known to investigate the behavior of micro-drops 

on such surfaces and to consider the direct effect of surface asperities in their models. Because of 

the smaller mass of micro-droplets, freezing occurs in much shorter time which can deteriorate 

ice-phobicity of the surface faster. It has been found that there are several parameters directly or 

indirectly control the ice-phobicity of a surface. For instance, in rapid cooling process Qing Xu et 

al. [155] found that the material properties of the substrate may change the retraction time and the 

spreading diameter of the retracting droplet. Huang et al. [156] studied freezing of water droplets 

on the copper surface for a broad range of surface temperatures. They showed that freezing time 
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significantly changed by the wettability and the temperature of the surface. Since the freezing of 

water droplets is a heat transfer driven process, several numerical simulations have been carried 

out [63], [157]. Blake et al. [158] studied the conduction of the heat inside a millimeter-size droplet 

when the surface was subjected to a constant surface temperature. However, the constant 

temperature boundary condition in their model cause the droplet to solidify faster than actual 

droplets. Schremb et al. [159] recently presented a computational model based on a volume of 

fluid method for a non-isothermal two-phase flow applying for the simulation of water droplet 

impingement on a dry cold surface. It was shown that the amount of heat transferred between the 

fluid and the wall is affected by the contact time and the area available for heat transfer, which is 

determined by the impact conditions. In addition, reducing roughness can increase the free energy 

barrier for heterogeneous nucleation which results in significant freezing delay. Hao et al. [160] 

focused on the freezing delay and the freezing time of sessile droplet on smooth, micro-structured 

and micro/nanostructured surfaces. Their experimental data and theoretical analysis showed that 

the surface roughness plays a crucial role in nucleation time. In addition, they found that smooth 

surfaces with roughness smaller than the size of the critical ice nuclei have a larger freezing delay 

than superhydrophobic surfaces with hierarchical structures. Visser et al. [161] studied water 

microdroplet impact at velocities ranging from 1 to 100 m/s on the smooth solid surface for droplet 

diameters ranging from 12 to 100 µm which can cover the transition between surface tension and 

viscosity-dominated spreading of the droplet. They illustrated the importance of thin boundary 

layer over the surface in which majority of viscous dissipation occurs. The timescale for micro-

droplet impact spreading on the superhydrophobic surface is very short, on the order of 

microseconds which makes it difficult to visualize experimentally. Moreover, because of the 

optical limitation inside the droplet, experimental analysis of small micro-droplets (i.e., diameter 
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range between 40-100 µm) impact on rough surfaces is complicated to control. In addition, 

understanding the effect of surface topology and thermal properties of the substrate are of utmost 

importance for fabrication of functional ice-phobic surfaces. Therefore, in this study, we employed 

a 3D computational analysis to evaluate the effect of two different substrate materials accompanied 

with surface roughness on the freezing process of 30µm droplets impingement. 

5.2.1 Framework  

The objective of this study is to develop a three-dimensional conjugate heat transfer (CHT) module 

based on OpenFOAM platform, to simulate the complicated thermal process of a cloud-sized 

droplet icing phenomena on superhydrophobic surfaces. This procedure is based on a continuous 

exchange of boundary conditions at fluid/solid including water-solid and air-solid interfaces. It 

couples together the Navier-Stokes flow solver, the Eulerian droplet impingement module, a liquid 

to solid phase change module and the solid conduction module simultaneously. 

 

Figure 5-1: Hierarchical overview of the implemented solver 
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The conjugate heat transfer method iteratively solves the thermal interactions between fluid and 

solid domains. The coupled method can directly calculate the heat transfer loads at fluid-solid 

interfaces instead of using empirical correlations, and its results are more accurate than empirical 

methods if the flow field is refined enough. 

 

5.2.2 Governing equations 

The model is formulated to simulate the impact of a micro-droplet on a superhydrophobic substrate 

at the instant the droplet comes into contact with the surface and proceeding until the onset of 

freezing is captured. Formulation of transport equations for incompressible, laminar flow of 

Newtonian fluids, phase change, and conjugate heat transfer with the solid surface are as described 

in the following section. 

Continuity equation 

 In the freezing of a micro-droplet, mass transfer from one phase to another is a local phenomenon 

and does not change the global continuity equation, 

 
𝜕𝜌

𝜕𝑡
+ ∇⃗⃗ . (𝜌�⃗� ) = 0 (5-1) 

 

Energy Equation  

The heat transfer between water, ice, gas and the substrate is addressed using an energy 

conservation equation based on the enthalpy formulation as follow, 

 
𝜕𝜌𝐻

𝜕𝑡
+ ∇⃗⃗ . (𝜌�⃗� 𝐻) = ∇⃗⃗ . [∇⃗⃗ (𝑘𝑇)] (5-2) 
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where ρ is the density, k the thermal conductivity, V0 and ∆T are the characteristic velocity and 

temperature, respectively. Since the Eckert number (𝐸𝑐 = 𝑉02/𝐶𝑝∆𝑇 << 1), representing the ratio 

between the kinetic energy to the enthalpy is too small, the viscous dissipation is neglected. The 

enthalpy of the material is computed as the sum of the sensible heat (h) and the latent heat (∆H), 

 

 

(5-3) 

 

where, ℎ𝑟𝑒𝑓 is the reference enthalpy which is zero for pure water, 𝑇𝑟𝑒𝑓 , the reference temperature 

when the phase change starts. In order to account for phase change during the freezing, the specific 

sensible enthalpy is extended by the latent heat of fusion 𝐿𝑓 . This latent heat should be multiplied 

by the liquid-solid fraction, γ, within the computational cells and this fraction satisfies: 

 𝛾 = {
0
1
  
𝑖𝑐𝑒
𝑤𝑎𝑡𝑒𝑟

 (5-42) 

 

Therefore, the energy equation can be formulated in terms of the temperature by inserting in Eq.2, 

 

 

(5-5) 

where, 𝑆𝐻 is a source term accounting for the phase change. There is a special treatment to be 

performed when solving the enthalpy formation (Eq.2) which requires a scheme for the enthalpy 

to be carried out at each outer iteration of the energy equation.4 This scheme is used to ensure 

boundness and convergence. In the present study, to avoid the classical numerical ad hoc treatment 

for solving the energy enthalpybased equation and due to the severe transition for water freezing, 

an approximate analytical function of the water-ice fraction is proposed and expressed as follows: 

 𝛾 =
1

2
[1 + tanh(𝑘𝑙(𝑇 − 𝑇𝑟𝑒𝑓))] (5-6) 
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Where 𝑘𝑙 is an adjusting parameter indicating the severity of phase transition. The liquid fraction 

in the freezing liquid dependenting on temperature indicates that phase change can occur in a very 

narrow temperature range as for water or any pure substance. Heat transfer within solid domain 

can be described by Fourier’s law defining the conductive heat flux, q, proportional to the 

temperature gradient (𝑞 =  −𝑘. 𝛻𝑇). For a time-dependent problem, the temperature field in an 

immobile solid is governed by the following heat equation, 

 𝜌𝑠𝐶𝑝𝑠
𝜕𝑇𝑠
𝜕𝑡
= ∇⃗⃗ . (𝑘𝑤 ∇⃗⃗ 𝑇𝑠) (5-73) 

 

Liquid Fraction Equation 

The liquid-gas interface is implicitly determined by the field volume fraction for every 

computational cell. The advection of interface is based on an existing multiphase solver 

(interFoam) which utilizes Volume of Fluid (VOF) [100], an Eulerian interface capturing method. 

The transport equation accounting for the advection and compression of the interface is as follow, 

 
 

𝜕𝛼

𝜕𝑡
+ (�⃗� 𝛻)𝛼 + 𝛻. (�⃗� 𝑟𝛼(1 − 𝛼)) = 0, (5-8) 

 

where �⃗� 𝑟 is the vector of relative velocity, designated as the compression velocity introduced by 

Rusche [101] to facilitate a sharp interface between phases, 

 �⃗� 𝑟 = �⃗� max [𝐶𝑎
|∅|

|𝑆𝑓|
, max (

|∅|

|𝑆𝑓|
)] (5-9) 

 

where 𝐶𝑎, 𝑛, ∅ and 𝑆𝑓, are the compression coefficient, unit normal flux, face volume flux and cell 

face area vector respectively. The interface unit normal �⃗�  is computed by taking the gradient of 

smoothed volume fraction α at the cell faces. 
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 �⃗� =
∇𝛼

|∇𝛼| + 𝛿
 , (5-104) 

 

where 𝛿 is a small number in order to stabilize the calculation in regions outside the transition 

region where ∇𝛼 → 0. In this study, 𝛿 = 10−8 is used for the entire simulations. The main benefit 

of such formulation is in the possibility of capturing the sharp interface region. The continuum 

surface force method [69] is used to model surface tension as a body force 𝐹𝑏 that acts only on 

interfacial cells, 

 𝐹 𝑏 = 𝜎𝑑𝑘∇𝛼, (5-11) 

 

where 𝜎𝑑 is the surface tension, and 𝑘 is the mean curvature of the free surface, calculated by, 

 𝑘 = −∇. (
∇𝛼

|∇𝛼|
). (5-12) 

 

The physical properties of the liquid, gas, and ice such as viscosity, µ, thermal conductivity, k, 

heat capacity, Cp, and the density, ρ, of the mediums are calculated based on the weighted average 

of, α, in the computational domain, 

 ∅ =  𝛼(𝛾∅𝑙  +  (1 −  𝛾)∅𝑠) + (1 −  𝛼)∅𝑔    𝑤ℎ𝑒𝑟𝑒,     ∅ ∈ {𝑘, 𝐶𝑝} (5-13) 

 
 

∅ =   𝛼∅𝑙 + (1 −  𝛼)∅𝑔   𝑤ℎ𝑒𝑟𝑒,     ∅ ∈ {𝜌} (5-14) 

 

where, the subscripts l and g denote the liquid and gas phases, respectively. In VOF method the 

phase fraction scalers tracer, α, takes values between 0 and 1. When a cell is empty with no traced 

fluid inside, the value of α is zero; when the cell is full, α is equal to 1; and when there is the liquid 

interface in the cell, 0 < α < 1. 
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Momentum Equation 

The momentum equation expressing flow distribution of the liquid and the gas, coupled with the 

Volume of Fluid (VOF) method for tracking the interface between the liquid and the gas are solved 

numerically using the following equation, 

 
 

(5-15) 

 

where, V is the velocity vector, p is the pressure,  𝐹 𝑏is the body force, α is the volume fraction and 

𝑆𝑣 is the source term accounting for the viscosity change of the liquid droplet as it freezes. Carman-

Kozney formulation used to adjust the coefficient β from zero for liquid to a large value as the 

liquid freezes, 

 𝛽 =
𝜒(1 − 𝛾)2

𝛾3 + 𝜖
 (5-16) 

 

where, 𝜖 is a small value to avoid division by zero. 

5.2.3 Surface Wettability 

The wettability or hydrophobicity effect at the substrate is taken into account by implementation 

of Kistler’s dynamic contact angle model.13 

 𝜃𝑑 = 𝑓𝐻[𝐶𝑎 + 𝑓𝐻
−1(𝜃𝐴 , 𝜃𝐸 , 𝜃𝑅)] , (5-17) 

 

where, 𝑓𝐻 is the Hoffman's function and is defined as, 

 𝑓𝐻 = cos
−1 {1 − 2 tanh [5.16 [

𝑥

1 + 1.31𝑥0.99
]
0.706

]} . (5-18) 
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in the above equation the equilibrium contact angle 𝜃𝐸  is replaced by either the advancing contact 

angle, 𝜃𝐴, or the receding contact angle, 𝜃𝑅, depending on the direction of the velocity vector at 

the contact line or the static contact angle, 𝜃𝐸 , if the contact line velocity is zero. It is worth 

mentioning that the no-slip models such as  Kistler’s correlation [102] have been extensively used 

to investigate droplet dynamics [103], [104]. In addition, it was shown that this model is capable 

to capture the relevant physics of droplet-substrate interaction and provides good agreement with 

experiment [144]. 

 

5.2.4 Geometrical Configuration and Meshing 

The computational domain size of 100 µm × 100 µm × 400 µm is used for the 3D simulation of 

the impinging droplet onto a cold substrate with a given thickness. The mesh dependency test is 

performed based on the jumping velocity of a droplet on a superhydrophobic surface. The fluid 

domain is discretized by about 5 million, 8 million, and 12 million Hexahedral mesh with adaptive 

refinement at the interfacial cells. As the change of droplet jumping velocity in 8 million and 12 

million mesh was minimal, the domain composed of 8 million fluid region mesh is applied for this 

study. According to Attarzadeh and Dolatabadi [144], for droplets smaller than 70 µm, direct 

modelling of surface roughness is crucial to simulate the dynamic of micro-droplet on a 

superhydrophobic surface. Superhydrophobicity is modeled as a series of micro-structured pillars 

with a square cross-section and squared patterns. The static, advancing and receding contact angles 

of 111°, 120°, and 86°, respectively are imposed over the surface of the pillars. 
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Figure 5-2: 3D computational domain with surface configurations (left), three coating morphologies used 

in this study (right), a) 2w3p, b) 2w4p, c) 2w5p 

 
The substrate thickness of 30 µm is extracted from the domain. Series of hydrophobic pillars are 

implanted on top of the solid surface with 2 µm height, 2 µm width, and variying spacing between 

the pillars (1 µm, 2 µm, and 3 µm). The material properties of the substrate are given in Table 5-

1. 

5.3 Fluid-Solid Coupling 

 

In this study, the partition method has been used to couple the temperature gradient between solid 

and fluid regions. Unlike the monolithic approach which uses a single matrix to solve the 

governing equation for both regions simultaneously, partitioned approach seeks to utilize existing 

fluid and solid solutions and couple these solvers at the interface of the two domains. The fluid 

solver uses a separate set of equations, variables, and mesh than the solid solver. The coupling 

happens at the boundary (𝜆𝑓 , 𝜆𝑠) where the temperature from the fluid updates the heat flux at the 

boundary of the solid which is then solved to determine gradient temperature at the interface 
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boundary (Neumann boundary condition). This updated boundary is then used as a Dirichlet 

boundary condition to solve the fluid domain. At the coupling interface λ the following condition 

must be satisfied, 

 {

𝑇𝜆→𝑓 = 𝑇𝜆→𝑠 = 𝑇𝜆

𝑘𝑓 (
𝜕𝑇𝑓

𝜕𝑛𝑓
) = 𝑘𝑠 (

𝜕𝑇𝑠
𝜕𝑛𝑠
)

 (5-19) 

 
Figure 5-3: Geometrical configuration of the computational domain, a) fluid and solid b) fluid and solid 

separated, 3) fluid and solid coupling patches. 

 
where the subscript f and s corresponds to the fluid and solid neighboring cells near the interface (λ). 

Table 5-1: Material properties 

 
 

5.4 Results and Discussion 

 
The effect of surface roughness on the dynamic and transient heat transfer of the micro-droplet 

with the solid surface has been examined. Figure 5-4 shows the impact of a room temperature 

micro-droplet on a textured (2w3p) superhydrophobic surface (TiO2, Al). The droplet and surface 



113 
 

are assumed to be in thermal equilibrium and above freezing temperature (T = 17°C). The droplet 

(D = 30 µm) was initialized close to the substrate at the instant of impact with 1.6 m.s −1 terminal 

velocity. The exposed area of the substrate is coated with a sub-micron thin layer of Stearic acid 

which has the intrinsic contact angles of θS = 110°, θA = 120°, θR = 86° which by nature is not 

water repellent. According to Cassie-Baxter model [17], physical roughness reduces energy barrier 

between the substrate and the droplet. Consequently, it was observed that the surface roughness 

increased the apparent contact angle to a value beyond 150°, and made the surface water repellent. 

Because of the substrate reduced surface energy, the droplet spread less compared to that on a 

smooth surface and was able to detach after 22 µs. Comparing the hydrodynamic of the droplet on 

textured substrates, it was revealed that the thermo-physical properties of the material had 

negligible impact on the maximum spreading length and penetration depth. 

Figure 5-5 shows the impact of a room temperature micro-droplet on a −5 °C Aluminum, with the 

surface topography similar to that in Figure 5-4. Comparing two Figure 5-4 and Figure 5-5, it is 

evident that the dynamic of droplet changed after t = 13 µs. Because of the heat transfer between 

the droplet and the substrate, droplet showed no tendency to recoil and consequently remains on 

the surface. Figure 5-6 illustrates a similar impact scenario on Titanium dioxide (TiO2). Although 

the hydrodynamic of the droplet found to be same on Al and TiO2, a different outcome was 

observed. The difference arises when the droplet reaches its maximum spreading length, and due 

to an uneven exchange of heat between the surface and the droplet, it caused the droplet froze and 

stuck to the substrate. 
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Figure 5-4: Time-lapse impact of a room temperature micro-droplet (V = 1.6 m/s) on textured (2wp3) 

superhydrophobic surface. 

 

 
Figure 5-5: Time lapse impact of a micro-droplet impact (V = 1.6 m/s , T = 17 °C) onto a cold Al textured 

substrate (T = −5 °C). 

 
Figure 5-7 illustrates the freezing mechanism inside the micro-droplet as it impinges on Al 

substrate. It has been demonstrated that there is an exchange of heat between the droplet and the 

substrate from the beginning of the impact (t = 2 µs). The figure illustrates temperature variation 

inside the solid substrate bulk and the droplet interface individually. At t = 5 µs the temperature of 

the peripheral edges of the liquid in contact with the substrate and the substrate are dropped to 

freezing, and the liquid latent heat starts to release. At this time, the temperature of the liquid 
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remains unchanged where the substrate heats up as the result of latent heat release until the phase 

change is completed. At t = 8 µs the entire latent energy of the liquid is released from the peripheral 

region of the liquid, and the formation of the ice nuclei becomes evident which are shown with 

white caps. For water, the ratio of latent heat to sensible heat is about an order of magnitude greater 

than other materials. This means that the discontinuity at the freezing front for water is much more 

severe when phase change starts. With the current methodology, the severity of the freezing front 

from water to ice has been well captured. At t = 20 µs the triple point is pinned on the surface and 

prevents droplet to complete its retraction stage. From this moment beyond, the droplet is stuck on 

the surface, and the ice layer keeps growing. The heat transfer rate on TiO2-2w3p was found to be 

less compared to that of Al which causes the droplet to bounce off before the entire energy of latent 

is released.  

 
Figure 5-6: Time-lapse impact of a micro-droplet impact (V = 1.6 m/s, T = 17 °C) onto a cold TiO2 

textured substrate (T = −5 °C). 
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Figure 5-7: Time-lapse sequence of the freezing front dynamic inside the micro-droplet on a (V = 1.6 m/s, 

T = 17 °C) a cold Al substrate 

The maximum wetted diameter becomes larger as the post spacing length is increased between 

adjacent pillars. Relative quantitative information is given in Figure 5-8. The maximum spreading 

diameter for droplets in a collision with Al and TiO2 on w2p3 is same. However, due to the 

freezing phenomena on Al surface, the triple point of the droplet where surface-droplet-gas meet 

gets pinned to the surface and resist against completion of the droplet recoiling phase.  

 
Figure 5-8: Temporal evolution (T* = tV0/D0) of the spreading diameter (β= D/D0) along the lattice axis 

direction after water droplet impact on different surfaces topologies. 
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Figure 5-9: Temperature variation along the lattice axis at the surface of the TiO2 

 

Figure 5-9 and Figure 5-11, show the time evolved temperature variation inside the droplet along 

the surface lattice (red line) for two substrates, TiO2 and Alumina, respectively. The axial length 

of each plot represents the maximum spreading length of the droplet at respected time. According 

to the Figure 5-9, the spreading length of the micro-droplet on TiO2 gradually increases to 𝑋 =

13.5𝜇𝑚 with respect to the time at 𝑡 = 11𝜇𝑠, and then it starts decaying to initiate recoiling phase 

and consequently bounce off the surface. It was observed that the temperature of the liquid in 

contact with the solid pillars does not fall below 0 °C except for a fraction of microseconds in the 

maximum spreading length (𝑡 = 16𝜇𝑠), when droplet is in sessile state. For 𝑡 = 11 𝜇𝑠 to 𝑡 =

16 𝜇𝑠, there is the maximum heat transfer between the two mediums, which results in appearance 

of the ice nuclei around peripheral edges of the micro-droplet as shown in Figure 5-10. However, 

because of the effect of surface tension during this stage (recoiling) and the convection of the heat 

inside the micro-droplet, the temperature of this region rises just enough to reverse phase 

transition, and facilitates the recoiling of the micro-droplet. In addition, at 𝑡 = 18 𝜇𝑠 and 𝑡 =

5 𝜇𝑚, there is a graph plateau indicating the liquid volume undergoing phase transition by 
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releasing the latent heat of fusion. Nevertheless, droplet rebounds before the entire latent heat 

releases and solidifies on the surface.  

 

Figure 5-10: Interaction of the liquid flow with ice nuclei near the substrate at t=16 µs.  

 

Figure 5-11: Temperature variation along the lattice axis at the surface of the Aluminum 

According to Figure 5-11, the spreading length of the droplet on Alumina increases with time to 

13.5 𝜇𝑚. Temperature of the peripheral edge falls dramatically below 0°C at 𝑡 = 9 𝜇𝑠 despite 𝑡 =

16 𝜇𝑠, on TiO2. At the maximum spreading phase, not only the edges, also some middle portion 

of the liquid has turned to ice. It was observed the droplet internal convection is not sufficient to 
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overcome the rate of heat transfer between the liquid and substrate, consequently it pins to surface. 

It has been shown that the higher thermal lower thermal diffusivity of Alumina acted as a barrier 

to diffuse the heat, and results in higher heat transfer rate.   

5.5 Conclusions  

In this paper, a volume of fluid (VOF) based multi-region conjugate heat transfer model is 

developed to undertake micro-droplet impact on textured surfaces accompanied by continues the 

exchange of heat between solid and fluid including phase change phenomena. The model is based 

on the enthalpy formulation of the energy equation. Coupling the momentum equation and contact 

angle model enabled us to directly model the effect of wall contact resistance through the inclusion 

of surface asperities into the model. Further conclusions are drawn as follow, 

1. The method used in this paper could simulate the impact of cloud-sized droplet on 

superhydrophobic surfaces. 

2. The textured patterns have a considerable influence on the hydrodynamics of the micro-

droplet impact. Meanwhile, these patterns (roughness) can also change the contact 

resistance of the surface. 

3. For substrates with high thermal diffusivity, ice growth initiates from the periphery of the 

droplet in the maximum spreading stage, while for low thermal diffusivity, ice growth 

initiates from the center point of the impact.  

4. Combine effect of convective heat transfer inside the droplet, surface energy of the liquid 

droplet, and low diffusion of the heat inside solid bulk results in melting the ice nuclei from 

the peripheral edge of the micro-droplet.  
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Chapter 6 
 

6 On the Numerical Modelling of Supercooled 
Micro-Droplet Impact and Freezing on 
Hydrophilic and Superhydrophobic Surfaces 

 

6.1 Abstract 

Most of the ice accretion on airframe is due to supercooled droplets in clouds which are located at 

altitudes below 2400m which aircrafts frequently have to pass during takeoff and landing.  In the 

present work, the impact and freezing of a supercooled droplet is modeled based on (i) the volume 

of fluid (VOF) method coupled with a dynamics contact angle model to track the interface upon 

impacting, (ii) the modified momentum and the enthalpy formulation of the energy equations for 

the phase change during freezing, (iii) the nucleation theory, making use of Gibbs free energy as 

a barrier to be overcome before the supercooled liquid instantly freezes upon contact with the 

substrate. This analysis also avoids the use of any adjusting parameter regarding the supercooled 

liquid water (SLW) freezing. The simulation retrieves the characteristic concave ice-shape during 

droplet freezing, which is also found to promote the contact angle pinning. The solidification time 

which controls the type of ice is found to evolve exponentially with both the droplet maximum 

spreading diameter and the impact velocity. The model developed which accounts for the relevant 

proprieties for droplet freezing, can be used to better understand supercooled droplet freezing 

involved in ice accretion. 
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6.2 Introduction 

Only in the US, airframe icing is responsible for more than 50 incidents and the loss of more than 

800 lives between 1982 and 2000 [162]. Ice on aircrafts, roadways, and wind turbines are probably 

the most serious meteorological hazard facing the associated industries.  Most of the ice accretion 

on airframe is due to supercooled droplets in clouds which are located at altitudes below 2400m 

which aircrafts frequently have to pass during takeoff and landing.  The resulting in-flight icing of 

supercooled liquid water (SLW) droplet can take place on aircraft wing, tail, engine or instrument 

and lead to decrease the aerodynamic performance which could result in a lack of control or loss 

of thrust and constitute a major safety and security issue. In addition to the small SLW droplets 

(smaller than 50 μm), the supercooled large droplets (SLD) with sizes larger than 50 μm have been 

the focus of many researches. Better understanding of droplet impact dynamics including 

spreading, splashing, and recoiling on surfaces with various wettability from hydrophilic to 

superhydrophobic is necessary to predict the ice accretion on aircraft components.  

The pioneering work on droplet spreading and solidification has been carried out by Madejski in 

1976 [163], his analytical approach provides an estimation of the spreading diameter (or the degree 

of flattening) during solidification by combining the Stefan problem and a simple radial flow 

assumption. His model based on a 2D axisymmetric flow of the velocity field has been improved 

in [164] using a more suitable approximation for both the velocity field and the dissipation. Those 

works were only concerned with metal droplet solidification and do not address the water freezing. 

There are very few publications addressing water droplet solidification apart from the early work 

by Anderson et al. [165]–[167] based on geometrical analysis. More recently a geometrical model 

has been developed to analyze the singularity at the tip of a frozen water droplet [168], [169]. 
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These models neglect the impact as well as the spreading; in addition, they fail to predict the 

concave ice-front.  

It is worth noting that recent experimental, theoretical, and numerical works on 

supercooled droplet freezing are focused on the micro-physical processes involved such as the 

pattern and growth of dendrite following droplet impact. A very good agreement has been found 

on dendrite tip velocity between the numerical simulations based on both volume of fluid and level 

set methods, the experiments  and  the marginal stability theory of Langer and Muller-Krumbhaar 

in  [170]. In addition, by repeating numerous supercooled droplets impact, a statistical model has 

been derived in [88] to estimate  the  rate of heterogeneous nucleation. A nice review in the physics, 

hydrodynamics and thermodynamics   involved in the supercooled water droplet freezing can been 

found in [159]. Although the local micro-physical processes involved in the supercooled droplet 

freezing is important, there is still a challenge to derive a numerical model, retaining the relevant 

physics, capable of modelling supercooled water droplet freezing upon impact. The present work, 

at an intermediate scale between a micro-physical approach [171], [172] and the classical thin film 

or panel method used in icing code,  aims to provide an approach to simulate droplet impact and 

freezing. 

From a numerical point of view, for instance, the work by Pasandideh-Fard et al. [63] 

which rely on the enthalpy formulation in [70], [173] is the one reported treating the droplet impact 

and solidification, though their approach is based on the weak formulation solution method and is 

more suited for metal droplet as pointed out by these authors. Although their approach dealt with 

numerical modelling of droplet impact, their model still makes use of experimental data to describe 

the complex dynamics contact angle for the spreading and neglect the air presence considered as 
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void. It is important to emphasize that air may be entrapped at droplet impact and modify the heat 

transfer inside the droplet [174], [175].  

    We recently showed [85] both theoretically and experimentally the critical role played by the 

surrounding air on supercooled water droplet dynamics impacting on superhydrophobic surfaces.  

Although the Volume of Fluid (VOF) model can capture the physics governing metal solidification 

phenomenon relatively well (albeit neglecting the air phase), the water freezing problem which 

presents much more severe discontinuity at the phase front, seems out of reach by the conventional 

technique based on the enthalpy formulation as pointed out in [63]. Finding a formulation for water 

droplet capable of addressing these limitations of the enthalpy method will be one of the aims of 

the present paper. 

    Since all the icing certification conditions are tested in flight condition and/or tunnel 

experiments mostly due to the cost, development of reliable numerical tools is necessary. Most of 

the codes for aircraft icing are based either on thin film approach, panel method, or over-simplified 

scenarios for droplet impact and solidification using the average mass and heat transfer balance at 

the surface to predict ice accretion and neglect the dynamics of droplet impact and freezing. In this 

study a model of the impact and freezing of a supercooled droplet is developed by coupling the 

volume of fluid (VOF) method and a dynamics adaptive mesh refinement technique to track water 

interfaces with air and ice. The phase change is handled through both the modified momentum and 

the enthalpy formulation of the energy equations. Finally, the nucleation theory via Gibbs free 

energy is used to control the SLW upon impacting on the substrate.  

    The paper is organized as follows: in Section 2, the governing equations to handle supercooled 

water droplet impact and freezing are presented and in Section 3 the numerical schemes and the 
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model validation are provided. Numerical results and discussion are detailed in Section 4.  Finally, 

conclusions are drawn in Section 5. 

6.3 Methodology 

Supercooled droplet modelling is challenging due to the combining effect of a moving contact line, 

simultaneous heat transfer and phase change. We assume a stable freezing of the supercooled 

droplet and neglect the anisotropic effects. An isotropic surface tension seems sufficient to 

describe the mechanism of supercooled droplet freezing [78]. While the models focused on the 

dendritic growth [176] are local, the present paper provides a global framework where both the 

interaction with the substrate  through the contact angle and ice-liquid-gas is taken into 

consideration. 

6.3.1 Governing equations 

Supercooled droplet modeling is challenging due to the combining effect of a moving contact 

line, simultaneous heat transfer and phase change. We assume a stable freezing of the supercooled 

droplet and neglect the anisotropic effects. An isotropic surface tension seems sufficient to 

describe the mechanism of supercooled droplet freezing [78]. While the models focused on the 

dendritic growth [176] are local, the present paper provides a global framework where both the 

interaction with the substrate  through the contact angle and ice-liquid-gas is taken into 

consideration. 

    The numerical simulation concerns with the modeling of the evolving 3-phases in presence, 

namely liquid, solid (ice), and air during a droplet impact on a superhydrophobic substrate 

exhibiting a hysteric effect.  The 3-phase problem is addressed under the volume of fluid (VOF) 

framework, in which the liquid fraction is captured through the phase fraction parameter, α along, 
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with the liquid/solid(ice) fraction, . As a first attempt in modeling the critical recalescence 

phase in supercooled droplet freezing, the density variation effect is neglected as well as the 

thermal contact resistance at the droplet/substrate interface. The substrate is assumed to be at a 

constant temperature. The governing equations are based on the coupling between the liquid phase 

fraction equations, modified momentum and enthalpy conservation equations, and the classical 

nucleation theory to describe and derive in a physically-based manner the solid(ice) phase fraction. 

 

2.3 The Liquid Fraction Equation 

The two phases liquid (either in liquid and solid form) and the gas are defined by the volume phase 

fraction (α) which is advected by the flow, and the transport equation accounting  for the interface 

compression method proposed in [85].  

 (6-1) 

Where Uc represents the relative velocity at the free surface. The artificial compression technique 

in [101] results in adding an interface compression term on volume fraction transport equation. 

The phase fraction or indicator function α is defined as follow, 

 

(6-2) 

The phase fraction  enables to discriminate between the liquid/ice ( ) phase from the gas 

phase ( ). Similar to α, in order to distinguish ice from liquid, the solid-liquid fraction (fls) 

must satisfy the following conditions,       

lsf
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(6-3) 

The interaction with the substrate is handled through the dynamic contact angle. The accuracy in 

droplet dynamics is highly related to the way the dynamic contact angle is modeled. Here the 

contact angle is implemented using the correlation by Kistler [102], an extension of Tanner’s law 

based on the capillary number  and the equilibrium contact angle , 

 (6-4) 

where the Hoffman function allowing to calculate the inverse Hoffmann function is given by, 

 (6-5) 

where, Ucl is the contact line velocity which is approximated by using the velocity at the interface 

in the first computational cell above the wall. In order to account for the hysteresis effect in the 

numerical model, the equilibrium contact angle θE in (6-13) is replaced by either the advancing 

contact angle, θA, or the receding contact angle θR depending on the direction of the velocity at the 

contact line (Fig. 2). This implementation makes our model unlike the one reported in the literature 

to not rely systematically on experiments for imposing the contact angle. The modified contact 

angle  in (13) is given by, 
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Figure 6-1: Advancing and receding contact angle captured by titling base method. 

 

The schematic in Figure 6-2 shows the numerical cells assignment, based on α and , for a 

freezing droplet. This function combining with α is essential in the development of the freezing 

model which will be detailed below. 

 

Figure 6-2: Schematic of the numerical cells (values of α and fls) in the freezing droplet. 

 

 

lsf
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6.3.2 Modified Momentum Equation 

In addition to the energy equation, the fluid motion and droplet impact are modeled using Navier-

Stokes equations, assuming the liquid of density (ρ), viscosity (μ) and surface tension (σ) to be 

incompressible and Newtonian, and the flow to be laminar. The momentum equations to be 

numerically solved in the VOF formulation are: 

 (6-6) 

In equation (6-15), the continuum surface force (CSF) method of Brackbill et al. [177] is used to 

model the surface tension as a body force acting only on interfacial cells; and the mean curvature 

at the interface is given by,   

 (6-7) 

where the viscous tensor expresses as . 

The fifth right-hand source term originates from porous media analysis, this contribution enables 

to discriminate the solid (ice) from the liquid phase by ensuring a zero velocity for the solid phase 

while ensuring the momentum equation for the gas phase is unaffected owing to the introduction 

of the phase fraction (α). The coefficient, B, should increase from zero for liquid to a large value 

as the liquid is solidified. 

 (6-8) 
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6.3.3 Energy Conservation Equation 

The heat transfer modelling involved between the liquid, solid and air is addressed using an energy 

conservation equation based on the enthalpy, H. However, as a simplification, the thermal contact 

resistance at the droplet/substrate interface will be neglected thus the substrate will not be 

explicitly modeled. The energy equation based on the enthalpy formulation can be expressed as 

follows,  

( ) .( ) .[ ( )]H H KT
t





  


U  6-9) 

where ρ is the density, Cp, the heat capacity, K the thermal conductivity. V0 and ΔT are 

characteristic velocity and temperature, respectively. Since the Eckert number, representing the 

ratio between the kinetic energy to the enthalpy, 2 4
0 / 10 1pEc V C T     , the viscous 

dissipation is neglected. In order to account for phase change due to the solidification, the specific 

sensible enthalpy is extended by the latent heat of fusion L.  

p lsH C T f L   (6-10) 

This latent heat should be multiplied by the liquid/solid fraction lsf within the numerical cell. 

The energy equation in the framework of the VOF method can be formulated in terms of 

temperature. by inserting Eq. (6-2) in Eq. (6-1),   

( )
.( ) .[ ( )]p

p H

c T
C T KT S

t





    


U  (6-11) 

where a source term, SH, accounting for the phase change appears as expressed in Eq. (5).  

( ) .( )H ls lsS L f f
t
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There is a special treatment to be performed when solving the enthalpy formation Eqn.(6-101) 

which requires a scheme for the enthalpy to be carried out at each outer iteration of the energy 

equation [10]. This scheme is used to ensure boundness and convergence. In the present study, to 

avoid the classical numerical ad hoc treatment for solving the energy enthalpy-based equation and 

due the severe transition for water freezing, an approximate analytical function of the liquid/solid 

(ice) fraction is proposed and expressed as follows. 

 
1 1 tanh( ( )
2ls l msf k T T    (6-13) 

The liquid fraction in the freezing liquid, fully dependent of the temperature, indicates that phase 

change can occur in a very narrow range of temperature as for water or pure substance. The 

parameters kl and Tms define respectively the width and center of the phase change transition. Tms 

corresponds to the drop-substrate interface temperature, at which the unstable supercooled water 

droplet instantly starts to freeze upon impact. The parameter kl adjusts the slope of the liquid/ice 

phase  transition zone, it controls the temperature ranges at which phase change occurs; unlike 

metal alloy, for water the transition is very steep. Here under supercooled condition, we express 

the parameter kl through the classical nucleation theory as detailed in the next sub-section. This 

expression avoids the use of an ad-hoc scheme and the steep nature of this function can enable the 

treatment of material like water which presents a much more severe discontinuity at the phase 

front, mainly due to the fact that the ratio of latent heat to sensible heat is about an order of 

magnitude greater than that for metals. This is one of the reasons that the water freezing treatment 

is not well addressed by the classical use of the weak solution of the enthalpy method [63], [173]. 

The introduction of this function then allows to derive the source term in the energy equation and 

to handle more accurately phase change involving water. The determination of the parameter kl 

under supercooled conditions will be performed using the classical nucleation theory. 
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6.3.4 Classical Nucleation Theory 

The heterogeneous nucleation at the solid-liquid interface is assumed to be the leading mechanism  

that initiates  droplet freezing, which is the situation observed experimentally  without any external 

gas flow [78], [85]. The nuclei formation is controlled by the energy barrier to be overcome for 

ice formation. Since the nucleation rate is related to the ratio of the population of frozen and 

unfrozen droplets. It is assumed that this mechanism is applied locally within the droplet. 

Therefore, the solidification can be viewed as the result of the formation of multiple critical nucleus 

(seeds) which induces the whole droplet freezing heterogeneously starting from different portion 

of the substrate. According to the classical nucleation theory, the rate of nucleation under 

supercooled condition can be expressed through the critical Gibbs free energy as follows, 

 exp */ s
c B

dvJ N G k T
dt

    (6-14) 

where J is the nucleation rate and can be approximated by J=dvs/dt, where the volume vs 

corresponds to the volume of ice at a given time in the droplet. The prefactor Nc corresponds to 

kinetic coefficient for nucleation, kB is the Boltzmann constant, and G* the critical Gibbs free 

energy under heterogenous supercooling freezing condition is given by,  
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  (6-15) 

where    4/cos1cos2)( 2
EEES   , Tm is the water melting temperature and γLS is the ice 

water interfacial energy. The greater the supercooling ΔT=Tm-T, the smaller the critical radius and 

the energy required to initiate the nucleation. 
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From Eqn.(6-7) and using the derivative with respect to the temperature, one can write the 

followings.   

 */s
s B

dv dv G k T
dT dT

   (6-16) 

On the other hand, the nucleation rate can be derived from the liquid solid fraction Eqn.(6-6).          

  2(1 ) 1 1 tanh ( ) 2
2

T lss
l T l ms l s

d V fdv k V k T T k v
dT dT


          (6-17) 

Using the definition of ice volume fraction within a droplet of volume VT that 1- fls = vs/VT and 

assuming 1)tanh( x  1x  under supercooled conditions and after factoring 21 tanh( )x . 

Finally, comparing eqn (6-9) and (6-10) we can deduce the equation for kl as follows.  
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6.4 Numerical techniques and model validation 

6.4.1 Numerical techniques 

The governing equations eqn. (6-9)-(6-18) are implemented in OpenFOAM/C++ and discretized using a 

finite volume based volume of fluid method following the schemes detailed in Table 6-1.  

Table 6-1: Discretization schemes 
Term Discretization scheme Method 

𝝏

𝝏𝒕
(𝝆𝑼),

𝝏

𝝏𝒕
(𝝆𝑪𝒑𝑻), Euler Bounded implicit scheme 

𝛁. (𝝆𝑪𝒑𝑼𝑻) van Leer See [178] 

𝛁. (𝝆𝑼𝑼), 𝛁. (𝝆𝑪𝒑𝑼𝑻),𝛁. (𝑼𝜶𝒍) van Leer See [178] 

𝛁.𝑼𝒄𝜶𝒍(𝟏 − 𝜶𝒍) Interface compression See [179] 
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𝛁. (𝝆𝑼𝑻) Gauss upwind See [180] 

𝛁. (𝛁𝒌𝑻) Gauss harmonic corrected See [181] 

6.4.2 Adaptive time step control 

Since the flow field is unknown at the beginning of the calculation, introducing a proper time 

step can be challenging. In addition, during the calculation if the values of the time step are not 

controlled, this may result in an unstable solution unless very small time steps are chosen. 

However, extremely small time steps consume much more computational efforts. Therefore, using 

adjustable or adaptive time step enables accurate calculations and reduce the computational effort. 

The time step is adjusted according to the prescribed maximum Courant number and maximum 

time step size. The new time step is initiated from the following form: 

∆𝑡 = min {min [min (
𝐶𝑜max
𝐶𝑜𝑜

 ∆𝑡𝑜, (1 + 𝜆1
𝐶𝑜max
𝐶𝑜𝑜

) ∆𝑡𝑜) , 𝜆2∆𝑡𝑜] , ∆𝑡max} (6-19) 

Where the courant number is determined from the following equation, 

 𝐶𝑜 =
𝑈𝑓 . d

|d|2
∆𝑡 < 1 (2) 

The local courant number 𝐶𝑜𝑜 is calculated using valued from the previous (old) time step. In order 

to avoid time step oscillation, the increase of the time step is damped using the factors 𝜆1 and 𝜆2. 

At the beginning of the calculation the time step size is evaluated from, 

 ∆𝑡𝑜 = min (
𝐶𝑜max∆𝑡init
𝐶𝑜𝑜

, ∆𝑡max) (3) 
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And this intermediate value is then used in eqn.(1) in order to ensure that the value of 𝐶𝑜𝑜 at the 

initial time step be close to the prescribed limit value 𝐶𝑜max. In this study 𝐶𝑜max = 0.2. 

 

The simulations are performed on a 2D axisymmetric geometry and run in parallel using a 

domain decomposition method. The Pressure Implicit with Splitting of Operators (PISO) 

algorithm is used to calculate the pressure and velocity, while the energy equation is solved using 

a preconditioned bi-conjugate gradient technique. 

6.4.3 Geometrical configuration and meshing 

A 2D axisymmetric computational domain size of 4D0 × 8D0 was used to model the impact of 

the sub-millimeter droplet. As shown in Figure 6-3 the impact occurs in an open system. The top 

and side wall surfaces are subjected to the atmospheric pressure with no gradient effect of velocity. 

The bottom surface is a non-slip wall carrying zero gradient effect of pressure. The inner axis is 

the symmetry line which the domain revolves radially around this axis. The side walls are extended 

far enough from the location of impact to ensure that the imposed pressure boundary condition 

would have a minimal effect on the hydrodynamic of the droplet impact. From the mesh refinement 

study performed in an isothermal condition [121], the optimum mesh size was found to be 60 cells 

per droplet diameter. For non-isothermal condition, three computational mesh resulting to 60, 180 

and 300 cells per diameter of the droplet was performed to compare the total freezing time of the 

micro-droplet.  Since the change in freezing time of the droplet between 180/D and 300/D was 

minimal, the computational domain composed of coarser mesh with 180 cells per initial diameter 

of the droplet was selected in this study. 



135 
 

 

Figure 6-3:Computational domain of the numerical model. 

6.4.4 Validation 

Our numerical approach to handle droplet dynamics has been previously validated at isothermal 

conditions. In  [121], a numerical validation against the experiment of  droplet impact, coalescence 

and induced detachment on a solid surface is provided. A numerical modelling of two identical 

micro-droplet coalescence on superhydrophobic surfaces in [144] was validated with the 

experimental data reported in the literature [116]. While Droplets coalescence under the effect of 

shear flow is investigated both experimentally and numerically in [157]. These studies highlight 

the capability of the current interface tracking method (VOF) to capture the hydrodynamic of the 
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micro-droplet on superhydrophobic surfaces. In the present work, the previous model is extended 

to probe the impact of a supercooled droplet on a cold surface. In addition to the Stefan problem, 

the model will be compared with the experimental work reported by [182] which is one the most 

detailed study on the impact of supercooled droplet impact on a  superhydrophobic surface.  

 

In order to validate the approach a comparison is performed with the Stefan problem for which 

an exact analytical solution exist. The system consists of a semi-infinite domain in the liquid phase 

before freezing from the boundary. As time progresses the interface moves upwards. The analytical 

solution for the freezing front evolution, known as Neumann's solution is given by [183], 

 

( ) 2 Ty t t   (6-20) 

where T  is the thermal diffusivity and   is dependent on the Stefan number [183]. 

    Assuming that the thermal capacities as well as the densities of ice and liquid phases are equal, 

the evolution of freezing front is shown in Fig.3. The simulated freezing front growth is well 

predicted with the square root of the time evolution (~t 1/2) in accordance with the Stefan problem. 

The comparison with the 2D Stephan problem is promising, though the model is slightly faster in 

estimating the solidification time. This may be due to the fact that the density change effect is 

neglected. 



137 
 

  

Figure 6-4: Simulated and analytical evolution of the freezing front. 

6.5 Results and Discussion 

In order to determine if the simulation agrees with physical reality, a comparative study was 

performed for a certain range of SLW droplet temperatures with various impact velocities as 

reported in the work of Maitra et al. [182]. The substrate is superhydrophobic with a static contact 

angle of 154° and an advancing and receding contact of 162°/148°, respectively. Figure 6-5 shows 

the time evolution of the impact of 2 mm supercooled water droplet at -5∘C. It is noticeable that 

icing layer started appearing around 1.5 ms after the impact. The iced layer expands at t=3.5 ms 

and as a result, the droplet is pinned to the surface at t= 4.5 ms. This pinning is known as the main 

cause of superhydrophobic failure which resists water droplets to complete their retraction phase 

and detach from the surface.   
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𝑡 = 0 𝑚𝑠 

 

𝑡 = 1 𝑚𝑠 

 

𝑡 = 1.5 𝑚𝑠 

 

 

𝑡 = 3.5 𝑚𝑠 

 

 

𝑡 = 4.5 𝑚𝑠 

 

𝑡 = 5 𝑚𝑠 

 

𝑡 = 11 𝑚𝑠 
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𝑡 = 38 𝑚𝑠 

 

𝑡 = 60 𝑚𝑠 

 Figure 6-5: Freezing of a 2 mm droplet SLW with an impact velocity of 1.3m/s on a substrate at -10°C. 
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The maximum spreading length at different supercooled temperatures are shown in Fig. 6-6. The 

dash lines are approximations obtained from the experiment and the symbols are the results of the 

simulations. The results are in close agreement with the experimental data [182] although slightly 

smaller spreading length was captured in all simulated cases. This can be likely due to the change 

in density of the liquid and ice which has not been considered in the model.  

         

 

 

Figure 6-6: Simulated (symbols) and experimental [18] (lines) spreading length at different supercooled 

droplet temperatures and impact velocities.  

 

One of the interesting features of the present model is the capability to simulate the droplet impact 

and freezing under a wide range of operating conditions.  In Figure 6-7, the impact at 1 m/s of a 

supercooled droplet at -5°C on a substrate at -10°C is presented. The substrate is superhydrophobic 

with a astatic contact angle of 154°, as well as advancing and receding contact angles of 162° and 

148°, respectively.  In order to observe the whole process of freezing and the freezing line motion 

and shape during the phase change process, a rather small droplet (200 µm) has been opted in this 

simulation.  
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 Figure 6-7: Simulated freezing of a 200µm SLW droplet with an impact speed of 1m/s on 

a superhydrophobic substrate at -10°C. 
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Because of the instantaneous freezing, the droplet oscillation is damped, and the droplet is pinned 

right after the impact on the substrate. The simulation clearly shows the concave ice-front of the 

freezing droplet. Evolution of the droplet freezing front is different from that of a semi-infinite 

freezing as in the Stefan problem. Indeed, in the case of supercooled droplet, even though the 

freezing front evolution is initially comparable to that of the Stefan profile, after a certain time, the 

freezing profile becomes concave (𝑡 > 15 𝑚𝑠). This effect is associated with the finite size of the 

droplet as opposed to the freezing of a semi-infinite domain. 

    Finally, freezing of supercooled droplets at different velocities is investigated. A comparative 

transient evolution is shown in Fig. 7 for a supercooled droplet at a temperature of -5 C on a 

superhydrophobic surface at -10 C for two different velocities of 0.5 and 5 m/s. As expected, the 

higher velocity leads to a higher contact area before the freezing starts. Consequently, the freezing 

time is much smaller for the case with a larger impact velocity. 
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𝑡 = 1.3 𝑚𝑠 

 

𝑡 = 4 𝑚𝑠 
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𝑡 = 80 𝑚𝑠 

 

 

Figure 6-8: The effect of velocity on the freezing dynamics along with the temperature contour of a 

droplet of 200µm impacting at (right) 0.5 m/s and (left) 5m/s. 

 
A detailed analysis indicates that the maximum spreading diameter is one of the main parameters 

which controls the droplet freezing time. A correlation shows that the evolution of the freezing 

time versus the maximum spreading diameter is exponential (Fig 8). For convenience, the freezing 

time (Ts) and the maximum spreading diameter or length (Dmax) are made dimensionless through 

the thermal diffusivity (αT=k/ρCp) and the initial diameter (D0). 
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Figure 6-9: Dimensionless solidification time versus the dimensionless maximum spreading diameter. 

 

Figure 6-10: Dimensionless solidification time versus the dimensionless impact velocity. 

6.6 Conclusions 

In this paper, a volume of fluid (VOF) based model is developed to undertake water droplet impact, 

spreading and freezing under supercooled conditions. The model is based on the enthalpy 

formulation of the energy equation, and an approximation of the liquid/solid fraction, as well as 
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the nucleation theory. These equations by coupling the momentum and contact angle model 

enabled us to simulate the water freezing upon droplet impact. The freezing front evolution of an 

impacted freezing droplet is found to differ from that of the Stefan problem. The model also 

retrieves the well-known concave ice-front for a freezing water droplet. In addition, the 

solidification time which controls the type of ice is found to evolve exponentially with both 

maximum droplet spreading diameter and the impact velocity. The model developed can be used 

to better understand the dynamics of a freezing droplet for ice mitigation in the aerospace industry. 

Future work will address the extension of the model to account for the thermal contact resistance 

as well as the density variation along with a detailed transient comparison with the experiments 

tailored to more realistically track the freezing front. 
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Chapter 7 

 

7 Conclusions and Suggestions for Future Work 
 

7.1 Summary and conclusions 

 

Despite a vast field of superhydrophobic applications, many parts of the physics associated with 

the impact of micro-droplets on superhydrophobic surfaces are not entirely understood. Because 

of this knowledge gap, understanding the interaction between micro-droplets and the roughness of 

superhydrophobic surfaces, as well as the role of the roughness in the functionality of ice-phobic 

surfaces was the main aim of this thesis. Although micro/nano-structured coatings created by 

thermal spray, laser patterning, chemical or physical vapor deposition technologies have unique 

properties (i.e., hydrophobic, thermal barrier, etc), controlling these properties are still challenging. 

For instance, superhydrophobic surfaces are well known for their excellent water repellent 

properties, but it is as yet unknown if they can be fabricated in such a way to mitigate ice in freezing 

conditions. 

    To this aim, a numerical model was developed based on a finite volume methodology to study 

the impact and freezing of liquid micro-droplet impingement on micro-structured 

superhydrophobic surfaces. The model is applicable to transient non-isothermal multiphase flow 

with a phase change (solidification) along with a conjugate heat transfer boundary condition 

between the fluid (composed of liquid and gas) and the solid domains through the solid-fluid and 
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fluid-solid interfaces.  In this thesis, the model was used to analyze the hydrodynamics of a micro-

droplet on physicochemical superhydrophobic surfaces. Previous studies neglected the direct 

effect of surface topography/asperities on the hydrodynamics of the droplet, as well as the 

simultaneous impact and freezing of the micro-droplet when the size of the droplet and the surface 

asperities are in the same order of magnitude. Surface asperities is an important property of 

superhydrophobic coatings, and so these features are incorporated into the model developed here 

as a series of micro-structured pillars with square cross sections and aligned in a square pattern. In 

addition, surface chemistry and nano-pillars were simplified through the implementation of 

Kistler’s dynamic contact angle model. For the sake of applicability, the intrinsic contact angle of 

the stearic acid surface (barely hydrophobic) was imposed on the surface of the micro-structures. 

To resolve the influence of air around the droplet and between the pillars, extensive simulations 

were performed for different droplet sizes on a textured surface. Parallel computations with the 

OpenMP algorithm were used to accelerate computation speed to meet the convergence criteria. It 

was shown that the composition of the air-solid surface underneath the droplet facilitated capturing 

the transition from a no-slip/no-penetration condition to a partial-slip with penetration condition 

as the contact line at the triple point starts moving into the air pockets. The most notable finding 

to emerge from this study is that the accuracy of the model of capturing the transition from a 

wetting surface to a non-wetting surface can be achieved by the modelling of surface asperities to 

resolve the air flow field between the pillars, and including the chemical property of the surface in 

the form of an appropriate dynamic contact angle model.  

    Moreover, the roughness effect on the droplets can be successfully analyzed by using the relative 

roughness, which relates the average surface roughness of the substrate to the initial diameter of 

the droplet. Therefore, for modelling of superhydrophobic surfaces, we determined the threshhold 
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of relative roughness (ε=70), below which an assumption of a smooth surface for 

superhydrophobic surfaces is no longer applicable.  

    In addition, we showed that direct inclusion of surface roughness in the model has a significant 

impact on the micro-droplet impact dynamics, including the maximum spreading diameter, 

penetration depth, and the contact time, factors that were not considered in previous studies. We 

determined the optimum dimensions for superhydrophobic surface features (size and 

configuration) to repel cloud-sized particles. The results that were presented here can facilitate 

improvement in the fabrication of functional superhydrophobic surfaces with high apparent contact 

angle and minimal contact angle hysteresis. Furthermore, based on the energy balance before and 

at the instant of maximum spreading, an analytical model was derived. The model is based on an 

assumption that the micro-droplet is shaped as a disc at the maximum spreading phase. While this 

study was limited to a specific configuration, it did partially substantiate the reliability of the 

numerical model by comparing the spreading factors of the droplet on a textured surface.  

    The phenomenon of ice accretion on a surface is a heat transfer phenomenon. Therefore, we 

reformulated the enthalpy form of the energy equation with the contribution of the latent heat to 

account for the phase change, and we solved it simultaneously with the momentum and mass 

balance equations. In order to track the freezing line during solidification, a second volume fraction 

indicator was employed to distinguish the solidified region from the liquid region. Special attention 

was paid to the local freezing (solidification) at the three-phase contact line. The physics of the 

contact line velocity near the wall was reviewed, and the existing enthalpy-porosity technique was 

employed to treat the mushy region as a porous medium and to replicate the viscosity change of 

the liquid as it turns to ice at the wall. For the calculation of heat conduction inside the droplet and 

through the solid substrate simultaneously, the model was extended to a multiregional solver. This 



148 
 

partitioned technique was used for coupling between the fluid and solid regions, where a separate 

set of governing equations describing the physics in the respected regions were solved and met 

convergence conditions at the shared interface. Consequently, 3D models were employed for the 

heat transfer and simultaneous freezing in the droplet and conduction heat transfer in the substrate. 

Comparing the impact of a droplet on two substrates with infinitely thin superhydrophilic and 

superhydrophobic coatings, it was shown that the total heat transfer rate on the superhydrophobic 

surface was significantly higher despite the smaller contact area with the substrate. The simulations 

revealed that the better mixing of liquid inside the droplet bulk in the maximum spreading phase 

was the leading cause of this difference. This data may lead to improvements of the systems where 

a sudden change of temperature is essential (e.g., ice-free surfaces, spray cooling system). 

    In the case of cloud particles impacting on superhydrophobic surfaces, it is clear that the wall 

contact resistance can no longer be oversimplified because at a small size of droplets the roughness 

effects greatly influence the impact physics. This is due to the dependence of heat transfer to the 

relative roughness. Therefore, with direct modelling of surface roughness, the contact resistance 

at the surface was directly modeled and consequently computed from the simulations. Moreover, 

the net effect of substrate thermal properties on transient heat conduction through the substrate 

was investigated by studying the impact of a droplet on two substrates with different thermal 

diffusivities. Aluminium (Al) and a material of low thermal diffusive, in this case titanium dioxide 

(TiO2), were used as substrates for these studies. The air-exposed surface of the substrates was 

composed of microstructures with an intrinsic contact angle replicating the stearic acid sub-micron 

layer coating. This study aimed to compare the net effect of heat transfer on the hydrodynamics of 

the micro-droplet for two substrates with different thermal properties but similar surface 

wettabilities. We found from the simulations that the impacting micro-droplet on a substrate with 
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a low thermal diffusivity (such as titanium dioxide) bounces off the surface, whereas with 

aluminum as a substrate, the droplet freezes to the surface due to the higher thermal diffusivity. 

This effect is caused by a significant delay in the onset of freezing on the substrate with lower 

diffusivity. Taken together, it was also observed that the onset of freezing occurs from the 

peripheral edges of the droplet in contact with the surface. It is noteworthy that the internal 

convection and the bulk-solid heat diffusion preserved the temperature of the liquid bulk in contact 

with the solid surface slightly above 0°C so that it does not immediately freeze. The evidence from 

this study indicates that ceramic-based coatings such as TiO2 have promising anti-icing properties 

that can be used for the fabrication of ice-free surfaces.  

    Moreover, a freezing model for supercooled water droplets was derived based on classical 

nucleation theory. The model is an approximation for a supercooled droplet at the recalescence 

step, which assumes that freezing is initiated by heterogeneous nucleation at the substrate interface. 

The model recreates the well-known concave ice front for a freezing water droplet. In addition, the 

solidification time, which controls the type of ice, is found to evolve exponentially with both 

maximum droplet spreading diameter and impact velocity. The maximum solidified spreading 

lengths obtained from the simulations were compared with the data in the literature and they were 

found to be in good agreement.  

    In summary, this thesis unveils just the tip of iceberg of the freezing mechanism of cloud-sized 

particles. Nevertheless, we demonstrated that the models developed herein can serve as a design 

tool to engineer the surface topology and thermo-physical properties of superhydrophobic coatings 

to prevent the freezing of cloud-sized droplets in practical flight conditions. 
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7.1 Future work 

For tracking the ice-liquid interface, volume of fluid was used which was operates based on 

tracking of a volume fraction scalar indicator. Hence there is always some underestimated 

calculation of the latent heat release during the phase change at the interface. Therefore, future 

wok may address recalculation of the interface advection based on an interface tracking technique 

such as Level-set method. Since there is a notable change of density during the solidification 

process, the volume of the entire droplet changes as it starts freezing. Therefore, future work may 

address the extension of the current model to account for the density variation of the liquid.  In 

addition, the effect of surface tension change can be included in the model as the droplet solidifies. 

The current surface tension model can be replaced with a temperature dependent surface tension 

model to account for the variation of the contact angle during the solidification or evaporation 

process. Besides, the conjugated heat transfer boundary condition may be extended to simulate the 

impact and freezing of a supercooled water droplet on textured superhydrophobic surface. 

Potentially, the model can be extended to include the adhesion of the ice with solid surface as a 

separate entity to calculate the drag force required to shed the ice from the surface.  

    An individual study can be performed to investigate the impact of the liquid droplet on textured 

superhydrophobic surfaces accompanied with air co-flow to determine the change of the droplet 

contact time and maximum spreading diameter. In addition, the mobility of droplet can be 

examined in air cross flow situation to determine the change in drag force required to shed the 

micro-droplet off the textured superhydrophobic surfaces. Last but not least, in order to replicate 

the scenario of in-flight cloud particles impact, the model can be used to simulate the impact of a 

micro-droplet on a high-pressure zone resembling stagnation point.  
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9 Appendix 
 

Computational tool 

All numerical simulations were performed using Open Source Field Operation And 

Manipulation (OpenFOAM) C++ libraries, a free-source CFD-toolbox developed by OpenCFD21. 

The code is based on the finite-volume numerical method with the co-located variable arrangement 

for solving systems of transient transport equations on arbitrary unstructured meshes in three-

dimensional space. The core idea behind these libraries is the attempt to create tools to allow easy 

mimic the mathematical representation of PDE’s in a high level computational language. 

OpenFOAM is fully object oriented and uses all the strength of high-level C++.  

 

Numerical methods 

Numerical modelling of droplet dynamic belongs to the class of interfacial two phase problems.  

With the growing computational capabilities and the development of new numerical, the 

simulation of micro-droplet impact on rough surfaces in icing condition has become possible. One 

of the key problems is the numerical description of the two-phase flow. There are six methods 

which are used for the simulation of droplet impact on solid surfaces.  

• Marker and Cell (MAC) method [184]: the interface is masked by weightless particles 

that are convectively transported with the velocity field and can be used to reconstruct the 

interface position on a fixed mesh.  

• Arbitrary Lagrangian-Eulerian (ALE) method [185]: based on a dynamic mesh that 

follows the motion of the interface. Thus, the interface coincides with a boundary of the 

computational domain at all times.  
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• Lattice Boltzmann (LB) method [186]: uses a lattice of weightless particles which are 

colliding relative to the speed of sound in various directions.  

• Phase-Field method (PFM) [187]: uses two distinct values (for instance +1 and -1) in 

each of the phases, with smooth change between both values in the zone around the 

interface, which is then diffuse with a finite width.  

• Volume of Fluid (VOF) method [100]: uses a volume tracer carrying information about 

the volume fraction of each phase in each computational cell in the computational domain.  

• Level-Set (LS) method: uses a field that carries information about the distance of a 

numerical cell to the interface and which is convectively transported with the velocity field. 

 

 

Discretization of numerical schems: 

The code uses the Finite Volume (FV) approach to numerically solve the governing PDE’s. This 

means that the computational domain is divided into fixed control volumes, and the solution is 

obtained on a grid of point. The cells do not overlap with each other.  

The discretized values can be stores either in the cell centers, at the surfaces or at the points which 

span the mesh. In general, the PDE’s are discretized by mapping them onto a set of algebraic 

equations, which in the matrix form can be written as 

 𝐴𝑥 = 𝑏, (9-1) 
 

Where A is the coefficient matric, x is the variable vector and b is the source term vector. The 

coefficient of matrix A are determined by the schemes used to discretized given PDE. For 

discretization, the Gauss integration theorem is used extensively,  
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∫ ∇∅ 𝑑𝑉 = ∫ 𝑑𝑆 ∅
𝑆𝑉

 

∫ ∇. ∅ 𝑑𝑉 = ∫ 𝑑𝑆. ∅
𝑆𝑉

 

∫ ∇×∅ 𝑑𝑉 = ∫ 𝑑𝑆× ∅
𝑆𝑉

 

 

(9-2) 

which facilitates the conversion of volume integral into a surface integral.  

The general equation that will be considered is in the form of: 

 
𝜌
𝜕∅

𝜕𝑡⏟
𝑡𝑖𝑚𝑒

+ ∇. (𝜌𝑢∅)⏟    
𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛

= −
𝜕𝑝

𝜕𝑥⏟
𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡

+ ∇. (Γ∇∅)⏟    
𝑙𝑎𝑝𝑙𝑎𝑐𝑖𝑎𝑛

+ 𝑓⏟
𝑠𝑜𝑢𝑟𝑐𝑒

 
(9-3) 

where ∅ is an arbitrary variable, Equation above is integrated over control volume V and each 

individual term is discretized separately.  

Following are the numerical schemes used for discretization of solved PDE’s and applied 

numerical models. 

 

Interpolation 

In order to interpolate values of a variable from cell centers to face centers, central difference 

interpolation scheme is used, 

 ∅𝑓 = 𝑑𝑥∅𝑃 + (1 − 𝑑𝑥)∅𝑁 (9-4) 
     

where 𝑑𝑥 ≡ 𝑃𝐹𝑐/𝑃𝑁. The variables P and N represents the adjacent cell centers, 𝐹𝑐 is the cell face 

center. For a well-structured grid, 𝐹𝑐 coincides with the line connecting points P and N. In case it 

does not happen, additional explicit term may be added [188]. 
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Gradient 

The implicit formation of gradient calculates the value at the faces using variable values at the cell 

centers, 

 
(∇∅)𝑓 =

∅𝑁 − ∅𝑃
|d|

 
(9-5) 

 

And the explicit formulation interpolates gradient values at the cell center using Gauss 

interpolation theorem, 

 
∫ ∇∅ 𝑑𝑉 = ∫  𝑑𝑆𝑓∅ =

𝑆

∑𝑆𝑓∅𝑓
𝑓𝑉

 
(9-6) 

Laplacian 

The Laplacian term is integrated over a control volume and, after applying Gauss theorem, 

discretized in the following way, 

 
∫ ∇. (Γ∇∅) 𝑑𝑉 = ∫ 𝑑S. (Γ∇∅) =

𝑆

∑Γ𝑓𝑆𝑓 . (∇∅)𝑓
𝑓𝑉

 
(9-7) 

 

Convection 

The integrated and linearized convection term can be written as, 

 
∫ ∇. (𝜌U∅) 𝑑𝑉 = ∫ 𝑑S. (𝜌U∅) =

𝑆

∑𝑆𝑓 . (𝜌U)𝑓∅𝑓 =∑I ∅𝑓
𝑓𝑓𝑉

 
(9-8) 

 

where I ≡ 𝑆𝑓 . (𝜌U)𝑓 is the normal flux through the surface. The convection term can be used 

implicitly, in which case it returns matrix parameters. 
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Divergence 

The divergence term is strictly explicit. In opposition to convection term it is not product with the 

velocity field. It is integrated over control volume and discretized in the following way, 

 
∫ ∇. ∅ 𝑑𝑉 = ∫ 𝑑𝑆. ∅

𝑆𝑉

=∑𝑆𝑓 . ∅𝑓
𝑓

 
(9-9) 

 

Source terms 

The source terms are incorporated into the equations in explicit or implicit way. The explicit 

source terms are put into eqn.(9-1) directly as the b parameter. The implicit source terms are 

integrated over control volume and linearized: 

 
∫ 𝜌∅ 𝑑𝑉 =∑𝜌𝑃𝑉𝑃 ∅𝑃

𝑓𝑉

 
(9-10) 

 

First order time derivative 

The first time derivative is integrated over control volume as follow: 

 
𝜕

𝜕𝑡
∫ 𝜌∅
𝑉

𝑑𝑡 (9-11) 

The time is discretized into time steps ∆𝑡. In order to model the change in time the following 

values are used: 

New values  ∅𝑛 ≡ ∅(𝑡 + ∆𝑡)    at the time step that is being solved; 

Old values  ∅𝑜 ≡ ∅(𝑡)  from the previous time step; 

Old-old values  ∅𝑜𝑜 ≡ ∅(𝑡 − ∆𝑡) from the time step previous to the last one.  
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Two time schemes are considered 

Euler implicit that is first order accurate in time: 

 
𝜕

𝜕𝑡
∫ 𝜌∅
𝑉

𝑑𝑡 =
(𝜌𝑃∅𝑃𝑉)

𝑛 − (𝜌𝑃∅𝑃𝑉)
𝑜

∆𝑡
 (9-12) 

 

Backward differencing that is second order accurate in time, but requires storage of old-old values: 

 
𝜕

𝜕𝑡
∫ 𝜌∅
𝑉

𝑑𝑡 =
3(𝜌𝑃∅𝑃𝑉)

𝑛 − 4(𝜌𝑃∅𝑃𝑉)
𝑜 + (𝜌𝑃∅𝑃𝑉)

𝑜𝑜

2∆𝑡
 (9-13) 

 

Time integration 

All equations are integrated in time over one time step. Let Λ be a general spatial operator (eg. 

Laplacian, Divergence), and Λ∗be its spatial discretized form.  

 ∫ [∫ 𝜌∅ 𝑑𝑉
𝑉

] dt
𝑡+∆𝑡

𝑡

= ∫ Λ∅𝑑𝑡
𝑡+∆𝑡

𝑡

 ≈ ∫ Λ∗∅𝑛𝑑𝑡
𝑡+∆𝑡

𝑡

 (9-14) 

The time integral can be represented in three way, 

Implicit uses current values ∅𝑛. It is first order in time accurate guarantees boundedness and it 

unconditionally stable,  

 
∫ Λ∗∅𝑑𝑡
𝑡+∆𝑡

𝑡

= Λ∗∅𝑛∆𝑡 
(9-15) 

Explicit takes the old values ∅𝑜, 

 
∫ Λ∗∅ 𝑑𝑡
𝑡+∆𝑡

𝑡

= Λ∗∅𝑜∆𝑡 
(9-16) 

It is the first order accurate in time and remains stable until courant number Co is smaller than one, 

 
𝐶𝑜 =

𝑈𝑓 . d

|d|2
∆𝑡 < 1 

(9-17) 
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Crank Nicholson is second order in time accurate. It takes the average of current value ∅𝑛 and 

old value ∅𝑜. It is unconditionally stable but does not guarantee boundness.  

 
∫ Λ∗∅ 𝑑𝑡
𝑡+∆𝑡

𝑡

= Λ∗ (
∅𝑛 + ∅𝑜

2
)∆𝑡 

(9-18) 

 

Boundary conditions 

There are two types of boundary conditions that may be selected: 

Dirichlet condition that specifies a value to variable at the boundary nodes. It is often referred to 

as fixed value boundary condition. If value ∅𝑏 is given, then the gradient of this value can be 

found, 

 
(∇∅)𝑏 =

∅𝑏 − ∅𝑝
|d|

 
(9-19) 

Neumann condition which sets a gradient of a value onto the boundary nodes. It is also known as 

fixed gradient boundary condition.  For a fixed gradient of (∇∅)𝑏 the value of ∅𝑏 can be found: 

 
∅𝑏 = ∅𝑝 + |d|. (∇∅)𝑏 

(9-20) 

Coupling boundary condition  

The boundary condition on both sides of the coupled domain have to satisfy the continuity of flux 

at the coupled interface, 

 
{

𝑇𝜆→𝑓 = 𝑇𝜆→𝑠 = 𝑇𝜆

𝑘𝑓 (
𝜕𝑇𝑓

𝜕𝑛𝑓
) = 𝑘𝑠 (

𝜕𝑇𝑠
𝜕𝑛𝑠
)
 

(9-21) 

 

Where 𝑇𝜆→𝑓 , 𝑇𝜆→𝑠  is the value of Temperature field in fluid and solid domain at the interface, and 𝑇𝜆 the 

interface value of temperature. 

Coupling conditions (Dirichlet-Neumann) 
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Start from equating the gradient to calculate the 𝑇𝜆 

 
𝑘𝑓
𝑇𝑓 − 𝑇𝜆

∆𝑓
= 𝑘𝑠

𝑇𝜆 − 𝑇𝑠
∆𝑠

 
(9-22) 

Finding 𝑇𝜆 and initializing wall temperature, 

 
𝑇𝜆 =

𝑘𝑓∆𝑠𝑇𝑓 + 𝑘𝑠∆𝑓𝑇𝑠

𝑘𝑓∆𝑠 + 𝑘𝑠∆𝑓
 

(9-23) 

 

Solving fluid with wall temperature, 

 𝑇𝜆−𝑓 =
𝑘𝑓∆𝑠𝑇𝑓 + 𝑘𝑠∆𝑓𝑇𝑠

𝑘𝑓∆𝑠 + 𝑘𝑠∆𝑓
 (9-24) 

 

Mapping wall gradient for solid calculations, 

 𝑘𝑠 (
𝜕𝑇

𝜕𝑛
)
𝜆−𝑠
= 𝑘𝑓

𝑇𝑓 − 𝑇𝜆

∆𝑓
 (9-25) 

 

Boundary coupling chart, 
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Adaptive time step control 

Since the flow field is unknown at the beginning of the calculation, introducing a proper value for 

time step is tricky. In addition, during the calculation if the values of the time step are not 

controlled, this may result in an unstable solution unless very small time steps are chosen. 

However, extremely small time steps consume much more computational efforts. Therefore, using 

adjustable or adaptive time step enables accurate calculations and reduce the computational effort. 

The time step is adjusted according to the prescribed maximum Courant number and maximum 

time step size. The new time step is initiated from the following form: 
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∆𝑡 = min {min [min (

𝐶𝑜max
𝐶𝑜𝑜

 ∆𝑡𝑜 , (1 + 𝜆1
𝐶𝑜max
𝐶𝑜𝑜

) ∆𝑡𝑜) , 𝜆2∆𝑡𝑜] , ∆𝑡max} (9-26) 

 

where the courant number is determined from eq.(9-17). 

 The local courant number 𝐶𝑜𝑜 is calculated using valued drom the previous (old) time step. In 

order to avoid time step oscillation, the increase of the time step is damped using the factors 𝜆1 

and 𝜆2. At the beginning of the calculation the time step size is evaluated from 

  

 
∆𝑡𝑜 = min (

𝐶𝑜max∆𝑡init
𝐶𝑜𝑜

, ∆𝑡max) (9-27) 

 

And this intermediate value is then used in eqn.(9-26) in order to ensure that the value of 𝐶𝑜𝑜 at 

the initial time step be close to the prescribed limit value 𝐶𝑜max. 

 

 

Continuum surface force model 

At the free surface of a fluid, an imbalance in molecular forces between adjacent sides of the 

interface can result in a surface force existing at the interface. This surface force, known as surface 

tension, is directed normal to the interface and is dependent on the curvature of the fluid interface 

for magnitude. Surface tension is calculated in OpenFOAM using the Continuum Surface Force 

(CSF) model of Brackbill et al.[177]. Under the CSF model, surface tension surface forces are 

replaced by a volume force, which acts on the fluid within a small transitional region surrounding 

the interface. The CSF model has been shown to represent surface tension behaviour accurately 
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for a wide variety of problems. Under the CSF model, the surface tension volume force is defined 

by [177], 

 
 

lim
𝑛→0
∫ F𝑠𝑣(x)𝑑

3𝑥
∆𝑉

= ∫ F𝑠𝑎(xs)𝑑𝐴
∆𝐴

 
(9-28) 

 
In this equation, F𝑠𝑎(xs) is the surface force resulting from surface tension at location xs. This 

force is integrated over a small area of the free surface, ∆𝐴. F𝑠𝑣(x) is the CSF volume force 

equivalent to F𝑠𝑎 , and is integrated over a small volume surrounding the surface, ∆𝑉. The width 

of the transition region surrounding the surface is n, such that ∆𝑉 = 𝑛 × ∆𝐴. The surface tension 

surface force, F𝑠𝑎, can be defined as 

 
 F𝑠𝑎(xs) = 𝜎𝜅(xs) n̂ (xs), (9-29) 

 
where 𝜎 is the surface tension coefficient for the fluids, 𝜅(xs) is the curvature of the free surface, 

defined positive if the centre of curvature is located on the fluid side of the interface, and n̂ (xs) is 

a unit normal to the interface, directed towards the fluid side of the interface. Using the method of 

Brackbill et al.[177], equations (9-28)and (9-29) can be combined to give the CSF volume force 

simply as,  

 F𝑠𝑣(x) = 𝜎𝜅(x) 𝑛 (x)  (9-30) 
 
where the surface normal are defined as the gradient of the VOF function, 

 n(x) = ∇𝐹(𝑥) (9-31) 

and the curvature is defined as the negative divergence of the unit normal, 

 𝜅(x) = −(∇. n̂ (x)). (9-32) 
 

 

 


