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Abstract
Computational Design and Experimental Validation of Functional Ribonucleic

Acid Nanostructures

Kasra Zandi, Ph.D.
Concordia University, 2018

In living cells, two major classes of ribonucleic acid (RNA) molecules can be found. The first
class called the messenger RNA (mRNA) contains the genetic information that allows the ribo-
some to read and translate it into proteins. The second class called non-coding RNA (ncRNA),
do not code for proteins and are involved with key cellular processes, such as gene expression
regulation, splicing, differentiation and development. NcRNAs fold into an ensemble of thermo-
dynamically stable secondary structures, which will eventually lead the molecule to fold into a
specific 3D structure. It is widely known that ncRNAs carry their functions via their 3D struc-
tures as well as their molecular composition. The secondary structure of ncRNAs is composed of
different types of structural elements (motifs) such as stacking base pairs, internal loops, hairpin
loops and pseudoknots. Pseudoknots are specifically difficult to model, are abundant in nature and
known to stabilize the functional form of the molecule. Due to the diverse range of functions of
ncRNAs, their computational design and analysis has numerous applications in nano-technology,
therapeutics, synthetic biology and materials engineering.

The RNA design problem is to find novel RNA sequences that are predicted to fold into target
structure(s) while satisfying specific qualitative characteristics and constraints. RNA design can
be modelled as a combinatorial optimization problem (COP) and is known to be computationally
challenging or more precisely NP-hard. Numerous algorithms to solve the RNA design problem
have been developed over the past two decades, however mostly ignore pseudoknots and therefore
limit application to only a slice of real world modelling and design problems. Moreover, the few
existing pseudoknot designer methods which were developed only recently, do not provide any
evidence about the applicability of their proposed design methodology in biological contexts. The
two objectives of this thesis are set to address these two shortcomings. First, we are interested in
developing an efficient computational method for the design of RNA secondary structures including
pseudoknots that show significantly improved in-silico quality characteristics than the state of the
art. Second we are interested in showing the real-world worthiness of the proposed method by
validating it experimentally. More precisely, our aim is to design instances of certain types of RNA
enzymes (i.e. ribozymes) and demonstrate that they are functionally active. This would likely only
happen if their predicted folding matched their actual folding in the in-vitro experiments.
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In this thesis we present four contributions. First, we propose a novel adaptive defect weighted
sampling algorithm to efficiently solve the RNA secondary structure design problem where pseudo-
knots are included. We compare the performance of our design algorithm with the state of the art
and show that our method generates molecules that are thermodynamically more stable and less
defective than those generated by state of the art methods. Moreover, we show when the effect of
fitness evaluation is decoupled from the search and optimization process, our optimization method
converges faster than the non-dominated sorting genetic algorithm (NSGA II) and the ant colony
optimization (ACO) algorithm do. Second, we use our algorithmic development to implement an
RNA design pipeline called Enzymer and make it available as an open source package useful for wet-
lab practitioners and RNA bioinformaticians. Enzymer uses multiple sequence alignment (MSA)
data to generate initial design templates for further optimization. Our design pipeline can then
be used to reengineer naturally occurring RNA enzymes such as ribozymes and riboswitches. Our
first and second contributions are published in the RNA section of the journal of Frontiers in Ge-
netics. Third we use Enzymer to reengineer three different species of pseudoknotted ribozymes: a
hammerhead ribozyme from the mouse gut metagenome, a hammerhead ribozyme from Yarrowia
lipolytica and a glmS ribozyme from Thermoanaerobacter tengcogensis. We designed a total of 18
ribozyme sequences and showed the 16 of them were active in-vitro. Our experimental results have
been submitted to the RNA journal and strongly suggest that Enzymer is a reliable tool to design
pseudoknotted ncRNAs with desired secondary structure. Finally we propose a novel architecture
for a new ribozyme based gene regulatory network where a hammerhead ribozyme modulates ex-
pression of a reporter gene when an external stimulus IPTG is present. Our in-vivo results show
expected results in 7 out of 12 cases.
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Glossary

3’ A key feature of all nucleic acids is that they have two distinctive ends: the 5’ (5-prime) and
3’ (3-prime) ends. This terminology refers to the 5’ and 3’ carbons on the sugar. For both
DNA and RNA, the 5’ end bears a phosphate, and the 3’ end a hydroxyl group.. 3

5’ A key feature of all nucleic acids is that they have two distinctive ends: the 5’ (5-prime) and
3’ (3-prime) ends. This terminology refers to the 5’ and 3’ carbons on the sugar. For both
DNA and RNA, the 5’ end bears a phosphate, and the 3’ end a hydroxyl group.. 3

ACO ant colony optimization (ACO) is an optimization algorithm inspired by ant colonies efforts
to collect resources for their colonies.. 8

DNA promoter In genetics, a promoter is a region of DNA that initiates transcription of a
particular gene. Promoters are located near the transcription start sites of genes, on the same
strand and upstream on the DNA (towards the 5’ region of the sense strand). Promoters can
be about 100 to 1000 base pairs long.. 100

DNA Deoxyribonucleic acid (DNA) is a molecule that carries the genetic instructions used in the
growth, development, functioning and reproduction of all known living organisms and many
viruses. DNA and ribonucleic acid (RNA) are nucleic acids; alongside proteins, lipids and
complex carbohydrates (polysaccharides), they are one of the four major types of macro-
molecules that are essential for all known forms of life. Most DNA molecules consist of two
biopolymer strands coiled around each other to form a double helix.. 2

Enzyme Enzymes are macromolecular biological catalysts.. 4

HHRz hammerhead ribozyme.. 91

IPTG Isopropyl β-D-1-thiogalactopyranoside (IPTG) is a molecular biology reagent. This com-
pound is a molecular mimic of allolactose, a lactose metabolite that triggers transcription of
the lac operon, and it is therefore used to induce protein expression where the gene is under
the control of the lac operator.. 9

LacI The lac repressor (LacI) operates by a helix-turn-helix motif in its DNA binding domain
binding base-specifically to the major groove of the operator region of the lac operon, with
base contacts also made by residues of symmetry-related alpha helices, the “hinge” helices,
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which bind deeply in the minor groove. This DNA binding causes the specific affinity of
RNA polymerase for the promoter sequence to increase sufficiently that it cannot escape the
promoter region and enter elongation, and so prevents transcription of the mRNA coding for
the Lac proteins. When lactose is present, allolactose binds to the lac repressor, causing an
allosteric change in its shape. In its changed state, the lac repressor is unable to bind tightly
to its cognate operator. This effect is referred to as induction, because it induces, rather than
represses, expression of the metabolic genes. In vitro, Isopropyl IPTG is a commonly used
allolactose mimic which can be used to induce transcription of genes being regulated by lac
repressor.. 100

NSGA II non dominant sorting genetic algorithm (NSGA II) is a multi objective optimization
algorithm.. 8

RFP red fluorescent protein.. 9

RNA Ribonucleic acid (RNA) is a polymeric molecule essential in various biological roles in
coding, decoding, regulation, and expression of genes. RNA and DNA are nucleic acids, and,
along with lipids, proteins and carbohydrates, constitute the four major macromolecules
essential for all known forms of life. Like DNA, RNA is assembled as a chain of nucleotides,
but unlike DNA it is more often found in nature as a single-strand folded onto itself, rather
than a paired double-strand.. 1

Shine-Dalgarno The Shine-Dalgarno (SD) sequence is a ribosomal binding site in bacterial and
archaeal messenger RNA, generally located around 8 bases upstream of the start codon AUG.
The RNA sequence helps recruit the ribosome to the messenger RNA (mRNA) to initiate
protein synthesis by aligning the ribosome with the start codon.. 94

Thermoanaerobacter tengcongensis thermoanaerobacter is a genus in the phylum Firmicutes
(Bacteria). Members of this genus are thermophilic and anaerobic, several of them were pre-
viously described as Clostridium species. Thermoanaerobacter tengcongensis is an anaerobic,
saccharolytic, thermophilic bacterium isolated from a hot spring in Tengcong, China.. 8

Yarrowia lipolytica Yarrowia is a fungal genus in the family Dipodascaceae. For a while the
genus was monotypic, containing the single species Yarrowia lipolytica, a yeast that can use
unusual carbon sources, such as hydrocarbons. This has made it of interest for use in indus-
trial microbiology, especially for the production of specialty lipids. Molecular phylogenetics
analysis has revealed several other species that have since been added to the genus. The
yeast Yarrowia lipolytica presents specific physiological, metabolic and genomic characteris-
tics, which differentiate it from the model yeast Saccharomyces cerevisiae.. 8

cofactor A cofactor is a non-protein chemical compound or metallic ion that is required for a
protein’s biological activity to happen. These proteins are commonly enzymes, and cofactors
can be considered “helper molecules” that assist in biochemical transformations.. 91
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gene expression Gene expression is the process by which information from a gene is used in
the synthesis of a functional gene product. These products are often proteins, but in non-
protein coding genes such as transfer RNA (tRNA) or small nuclear RNA (snRNA) genes,
the product is a functional RNA.. 4

glmS The Glucosamine-6-phosphate activated ribozyme (glmS ribozyme) is an RNA structure
that is both a ribozyme, since it catalyzes a chemical reaction, and a riboswitch, since it
regulates genes in response to concentrations of a metabolite. It was originally identified using
bioinformatics in the 5’ untranslated regions of glmS genes. The GlmS enzyme catalyzes the
production of glucosamine-6-phosphate (GlcN6P), and the glmS ribozyme is dependent on
GlcN6P to achieve catalysis of its own cleavage.. 8

hammerhead ribozyme The hammerhead ribozyme is a RNA molecule motif that catalyzes
reversible cleavage and joining reactions at a specific site within an RNA molecule. It serves
as a model system for research on the structure and properties of RNA, and is used for
targeted RNA cleavage experiments, some with proposed therapeutic applications.. 8

in-silico is an expression used to mean “performed on computer or via computer simulation”.. 6

in-vitro studies are performed with microorganisms, cells, or biological molecules outside their
normal biological context. Colloquially called “test-tube experiments”, these studies in bi-
ology and its sub-disciplines have traditionally been done in test tubes, flasks, Petri dishes,
etc.. 1

in-vivo those in which the effects of various biological entities are tested on whole, living organ-
isms, usually animals, including humans, and plants. 6

metabolite Metabolites are the intermediates and products of metabolism. The term metabolite
is usually restricted to small molecules. Metabolites have various functions, including fuel,
structure, signalling, stimulatory and inhibitory effects on enzymes, catalytic activity of their
own (usually as a cofactor to an enzyme), defence, and interactions with other organisms
(e.g. pigments, odourants, and pheromones).. 91

multiple sequence alignment (MSA) A multiple sequence alignment (MSA) is a sequence
alignment of three or more biological sequences, generally protein, DNA, or RNA. In many
cases, the input set of query sequences are assumed to have an evolutionary relationship by
which they share a linkage and are descended from a common ancestor. From the resulting
MSA, sequence homology can be inferred and phylogenetic analysis can be conducted to
assess the sequences’ shared evolutionary origins.. 1

ncRNA A non-coding RNA (ncRNA) is a functional RNA molecule that is transcribed from DNA
but not translated into proteins. Epigenetic related ncRNAs include miRNA, siRNA, piRNA
and lncRNA. In general, ncRNAs function to regulate gene expression at the transcriptional
and post-transcriptional level.. 4
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nucleic acid are biopolymers, or large biomolecules, essential for all known forms of life. Nucleic
acids, which include DNA (deoxyribonucleic acid) and RNA (ribonucleic acid), are made
from monomers known as nucleotides. Each nucleotide has three components: a 5-carbon
sugar, a phosphate group, and a nitrogenous base. If the sugar is deoxyribose, the polymer is
DNA. If the sugar is ribose, the polymer is RNA. When all three components are combined,
they form a nucleotide. Nucleotides are also known as phosphate nucleotides. 1

plasmid is a small DNA molecule within a cell that is physically separated from a chromosomal
DNA and can replicate independently. Plasmids are considered replicons, a unit of DNA
capable of replicating autonomously within a suitable host. However, plasmids, like viruses,
are not generally classified as life.. 96

quantum electrodynamics in particle physics, quantum electrodynamics (QED) is the relativis-
tic quantum field theory of electrodynamics. In essence, it describes how light and matter
interact and is the first theory where full agreement between quantum mechanics and special
relativity is achieved. QED mathematically describes all phenomena involving electrically
charged particles interacting by means of exchange of photons and represents the quantum
counterpart of classical electromagnetism giving a complete account of matter and light in-
teraction. 1

ribosome The ribosome is a complex molecule made of ribosomal RNA molecules and proteins
that form a factory for protein synthesis in cells.. 14

riboswitches a riboswitch is a regulatory segment of a messenger RNA molecule that binds a
small molecule, resulting in a change in production of the proteins encoded by the mRNA.
Thus, a mRNA that contains a riboswitch is directly involved in regulating its own activity,
in response to the concentrations of its effector molecule.. 5

uncertainty in quantum mechanics, the uncertainty principle, also known as Heisenberg’s un-
certainty principle, is any of a variety of mathematical inequalities asserting a fundamental
limit to the precision with which certain pairs of physical properties of a particle, known as
complementary variables, such as position x and momentum p, can be known. 1

upstream gene In molecular biology and genetics, upstream and downstream both refer to rela-
tive positions in DNA or RNA. Each strand of DNA or RNA has a 5’ end and a 3’ end, so
named for the carbon position on the deoxyribose (or ribose) ring. By convention, upstream
and downstream relate to the 5’ to 3’ direction in which RNA transcription takes place.
Upstream is toward the 5’ end of the RNA molecule and downstream is toward the 3’ end.
When considering double-stranded DNA, upstream is toward the 5’ end of the coding strand
for the gene in question and downstream is toward the 3’ end. Due to the anti-parallel nature
of DNA, this means the 3’ end of the template strand is upstream of the gene and the 5’ end
is downstream.. 90
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wave-particle duality wave-particle duality is the concept that every elementary particle or
quantic entity may be partly described in terms not only of particles, but also of waves.
It expresses the inability of the classical concepts “particle” or “wave” to fully describe the
behaviour of quantum-scale objects. 1
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Chapter 1

Introduction

1.1 Preface

T he first section of this chapter gives an overview of the study of nucleic acids, in particular
ribonucleic acid (RNA) nanotechnology and its applications in materials engineering, syn-

thetic biology and nano medicine. We describe the key discipline areas of RNA nano engineering
and highlight the importance of RNA structure design and analysis. In the second section, we
present the main objective of this thesis as the development of enhanced computational methods
for the design of functional RNA structures. In particular, we are interested in improving on our
current abilities to engineer novel functional RNAs and also to verify the applicability of our meth-
ods in biological contexts. Next we describe a summary of the three contributions which lead us
to meet our objectives. First we introduce a new algorithm for the design of RNAs with targeted
secondary structures including a complex but important structural feature, the pseudoknot. Our
algorithm utilizes a novel Boltzmann sampling technique to efficiently solve the RNA design prob-
lem. Our second contribution is a software named Enzymer which implements a complete design
pipeline to reengineer naturally occurring and functional RNAs. Enzymer leverages our algorithmic
development as well as the evolutionary information obtained from multiple sequence alignment
(MSA) analysis to design RNA enzymes. Our third contribution is to demonstrate the RNAs de-
signed by Enzymer deliver the expected function in-vitro. We end the chapter by presenting the
outline of this thesis document.

1.2 Nucleic acids and nanotechnology
The term “nanotechnology” reminds me of Niels Bohr’s famous saying: “Everything we call real

is made of things that can not be regarded as real”. Nanotechnology is the engineering of functional
systems at incredibly small scales where physical phenomena such as inertia and gravity vanish
from view; instead the interactions of matter and energy are dominated by other phenomena such
as quantum electrodynamics, wave-particle duality and uncertainty. The field of nanotechnology
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Figure 1: Central dogma of molecular biology. Via a process named transcription, the genetic
information flows from DNA to two different types of RNA molecules: coding or messenger RNA
(mRNA) and non-coding RNA (ncRNA)(Wahlestedt, 2013). The mRNA molecules will then be
translated into proteins via a process named translation and ncRNAs will take different key regu-
latory roles.

taking advantage of nucleic acids has its origin in the works of Nadrian Seeman and coworkers
(Winfree et al., 1998) with the focus on the development of deoxyribonucleic acid (DNA) nano-
objects (Garibotti et al., 2007; Seeman, 2010). On the other hand Eric Westhof, Nocles Leontis,
Luc Jaeger, Piexuan Guo and Bruce Shapiro pioneered the use of ribonucleic acid (RNA) molecules
to engineer functional nano particles with the aim of tackling obstacles in nanomedicine, synthetic
biology and material engineering (Grabow et al., 2012a; Guo, 2010; Leontis et al., 2006; Shapiro
et al., 2008). The central dogma of molecular biology illustrated in Figure 1 reflects the fundamental
role the DNA and RNA molecules play in all forms of life and Figure 2 gives a closer look at the
bases that constitute these two polymer molecules.

DNA nanotechnology uses the nature of DNA complementarity to construct objects by forma-
tion of canonical Watson-Crick (A-T and G-C) pairs between the four different bases Adenine,
Guanine, Cytosine and Uracil as illustrated by Figure 2. Formation of canonical base pairs pro-
vides the possibility of engineering numerous DNA 3D nano-scaffolds with different connectivities
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Figure 2: DNA and RNA polymers. DNA (right) and RNA (left) are both polymers of nucleotides.
The DNA is composed of four different nucleic acid bases namely Cytosine (C), Guanine (G),
Adenine (A) and Thymine (T). In RNA, Thymine bases are replaced by Uracil (U). The sugar
backbone of the DNA polymer is made of deoxyribose and the sugar backbone of the RNA polymer
is made of ribose. Generally speaking, the DNA polymer is found to be double stranded while the
RNA polymer is found to be single stranded with the exception of some viruses with carry double
stranded RNAs (Weber et al., 2006). Reading from top to bottom (or from 5’ to 3’ direction), the
above RNA sequence can be read as CGAU.

and structural features (Andersen et al., 2008; Goodman et al., 2008; Yang, 2015). DNA nano
structures have been fabricated to function as DNA nano-capsules for targeted delivery of drugs
and other molecules (Mora-Huertas et al., 2010; Sun et al., 2014; Yang et al., 2009), or to build
functional nanoboxes (Aherne et al., 2010), DNA origami (Marras et al., 2015) and nano-robots
(Elbaz and Willner, 2012; Fu and Yan, 2012).

In spite of DNA nanostructures demonstrating the potential to develop programmable nano
scaffolds (Jones et al., 2015), DNA polymers are often not able to mimic the diverse biological
functions of RNAs. Due to unique structural, chemical and physical properties of the RNAs which
have some advantages compared to those of DNA (Guo, 2010), RNA molecules can serve as an
attractive biochemical material for applications in synthetic biology (Chappell et al., 2015; Ruder
et al., 2011) and fabrication of functional nonostructures (Geary et al., 2014). RNAs have the
ability to form non-canonical base pairs (Lemieux and Major, 2002) leading to the natural library
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of diverse structural motifs (Hendrix et al., 2005) which in turn create a wide array of complex
structures many of which posses functional properties similar to proteins. Notably the ensemble of
RNA structures offers even more diversity compared to that of proteins as RNAs have 7 degrees of
freedom in their polymer backbone (Richardson et al., 2008) while proteins have only 4 (Richardson,
1981). Furthermore, RNAs can be integrated into native cells and take advantage of expression
within the cells to perform different functions (Brophy and Voigt, 2014; Delebecque et al., 2011;
Lienert et al., 2014) and therefore potentially act as effective therapeutic agents (Hong and Nam,
2014; Kole et al., 2012).

RNAs with catalytic activities or functional RNAs are termed non-coding RNAs (ncRNAs) as
they perform their functionality directly and not via their protein products (Mattick and Makunin,
2006). Due to their diverse range of functionalities, ncRNA have been used to build synthetic
genetic platforms that make it possible to specifically target and silence other RNAs with the aim
of regulating gene expression (Afonin et al., 2008b; Chen et al., 2010; Isaacs et al., 2006; Khalil and
Collins, 2010; Kharma et al., 2016), to develop influenza virus vaccines (Mueller et al., 2010), to
developing RNA Enzymes targeting the HIV RNA (Scarborough et al., 2014), or building synthetic
genetic switches (Findeiss et al., 2015; Lucks et al., 2011; Xie et al., 2011).

1.2.1 Foundations of RNA nanotechnology
The relationship between RNA polymer sequence and RNA structure plays a fundamental role in
characterizing the functions of RNA structures (Mortimer et al., 2014). Figure 3 shows the key areas
which define the foundations of RNA nanotechnology that are related to the understanding of the
relationship between RNA sequence, RNA structure and RNA function. These key areas together
define a framework for determining the RNA structure-function relation, as well as designing novel
RNA polymer sequences required to build ncRNA structures with desired function.

When a natural or artificial RNA polymer sequence is provided, the first issue is to determine the
secondary structure (2D), then the three dimensional (3D) structure and finally to characterize the
function. This process is called structure-function determination which is either accomplished by
experimental approaches such as X-ray crystallography (Ban et al., 1998; Jackson et al., 2015) or
nuclear magnetic resonance (NMR) (Feigon, 2015; Varani and Tinoco, 1991) or in part by compu-
tational methods (Chang et al., 2013; Mortimer et al., 2014) followed by wet-lab experimentations
(Frommer et al., 2015). RNA secondary structure provides the scaffold of the 3D structure and
therefore, whether derived from experimental or computational approaches, provides extremely
helpful information in determining the 3D structure as well as the function (Dieterich and Stadler,
2013; Leontis and Westhof, 2003). Once the 3D structure is determined it becomes possible to
study further the relationship between the sequence, structure and function of the molecule. On
the other hand, RNA structure design first starts with a having target 2D or 3D structure as a
design template. If starting from the 3D structure, then a set of compatible 2D structures are
inferred from it and the final issue is to derive sequences that are predicted to fold into the desired

4



RNA 3D modelling and dynamics 
(computational and/or experimental)

RNA structural studies 
(computational and/or experimental)

2D structural: prediction, 
design and analysis 
(computational and/or experimental)

RNA nanotechnology

Experimental verification and 
practical application

RNA structuraltural: prediction, 
d l i

Background knowledge areas

Figure 3: components of RNA nanotechnology. The red boxes represent the areas of contribution
of this thesis: 2D design and experimental verification.

2D and eventually 3D structure, hence delivering the expected functionality. Figure 3 shows how
the three key steps of RNA structural studies; 3D modelling, and 2D structure prediction and
design, constitute the foundation of RNA nanotechnology.

From the prospective of design, the modular components of RNA nano technology can be seman-
tically divided into two groups: functional and tectonic (Figure 4). The functional group represents
ncRNAs with desired functionality such as the ones found in nature playing important roles in
regulating key cellular processes including short interfering RNAs (siRNA) (Novina et al., 2002;
Reynolds et al., 2004), ribozymes (Pley et al., 1994; Roth et al., 2014), aptamers (Germer et al.,
2013; Zhou et al., 2015), riboswitches (Breaker, 2012; Serganov and Nudler, 2013) and micro RNAs
(miRNAs) (Ambros, 2004; Gurtan and Sharp, 2013). The tectonic group can be further split into
structural motifs (Figure 4, bottom right) and interacting motifs (Figure 4, bottom left). Helix
(Dock-Bregeon et al., 1989), three or four way junction (Hohng et al., 2004; Lescoute and Westhof,
2006), pseudoknot (Brierley et al., 2007; Staple and Butcher, 2005), k-tun (Klein et al., 2001),
RA-motif (Grabow et al., 2012b) and nono-corner (Dibrov et al., 2011) are examples of structural
motifs. Sticky ends (Roy and Ibba, 2006), paranemic motifs (Afonin et al., 2008a) and kissing loops
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Figure 4: Modular components of RNA. Showing the two semantic classes of RNA nanotechnology
namely “functional units” (top) and “tectonic units” (bottom) in their secondary structure rep-
resentations. Computational design and experimental validation of ribozymes (marked red under
the functional units) that contain pseudoknot motifs (marked red under the tectonic units) are
another area of contribution of this thesis.

(Cao and Chen, 2011) are examples of interacting motifs. By rationally combining the tectonic and
functional units, 2D scaffolds and 3D modules with predicted structure and desired function can
be designed in-silico and then tested in-vivo and in-vitro.

1.2.2 Applications of RNA secondary structure design
As illustrated in Figure 3, RNA secondary structure plays a key role in both prediction (termed

as RNA folding) and also design (termed as inverse folding) of RNA 3D structure and function. The
inverse RNA folding or the problem of designing RNA sequences that fold into targeted secondary
structure, was first introduced in the early 1990’s in Vienna (Hofacker et al., 1994) and implemented
as a software named RNAinverse (Hofacker, 2003). The RNA design objective is to find a set of
possible RNA polymer sequences which can be predicted to have a targeted set of folding attributes
as predicted by structure prediction algorithms or verified by experimental methods such as X-
ray or NMR. RNA inverse folding is useful in designing novel RNAs with desired function, to
re-engineer naturally occurring RNA enzymes or to build artificial genetic circuits capable of
regulating cellular functions. Notably RNA sequences generated by inverse folding approaches,
have recently been used as seeds for sequence based genomic search methods (Retwitzer et al.,
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2015) and have been shown to lead to the discovery of novel naturally occurring functional RNAs
which had remained unnoticed in previous multiple sequence alignment and phylogenetic studies
(Ruzzo and Gorodkin, 2014).

1.3 Thesis overview

1.3.1 Thesis objectives
Computational methods for the design of RNA secondary structures with targeted attributes

have been extensively studied and developed over the past decade. The RNA inverse folding prob-
lem which in almost all cases has been defined as a combinatorial optimization problem (COP) is
computationally complex (Haleš et al., 2015; Schnall-Levin et al., 2008). A diverse range of meth-
ods utilizing different combinatorial optimization methods such as simulated annealing, adaptive
walk, Boltzmann sampling, graph decomposition, ant colony optimization and genetic algorithms
have been developed to solve the inverse folding problem. Despite the wealth of subsequent RNA
inverse folding methods which emerged after RNAinverse, there is no single method that can suit
all possible use cases. For instance most of the existing methods ignore an important structural
motif named pseudoknot and therefore limit their use. Furthermore, the few existing methods
that can handle pseudoknots (Gao et al., 2010; Kleinkauf et al., 2015; Taneda, 2011) only present
empirical results obtained from in-silico simulations and do not provide any evidence to support
the applicability of their computational methods in any biological context. Consequently, there
is a lack for a full inverse folding pipeline to bridge the gap between the computational design
and experimental verification of pseudoknotted ncRNAs that can potentially be used as a way
to regulate expression of targeted gene products such as the experiments done by (Dotu et al.,
2014; Kharma et al., 2016). The objective of this thesis is set to address these shortcomings. The
first objective is to develop enhanced computational algorithms for the design of functional RNAs
that include pseudoknots enabling one to design more complex structures than what is currently
possible. Second, we are interested in defining a complete inverse folding pipeline by leveraging
our algorithmic developments as well as the evolutionary information obtained from the MSA data
available in RNA homology repositories such as RFam (Gardner et al., 2009), and using the pipeline
to reengineer naturally occurring RNA enzymes with desired attributes. Third, we are interested in
verifying the applicability of our computational design methodology by designing different species
of ribozymes and then verifying their functionality in-vitro. Fourth, we are aiming to explore the
idea of using ribozymes to implement novel artificial genetic networks capable of modulating the
expression of genes that are embedded in the network.

1.3.2 Thesis contributions
An adaptive weighted sampling algorithm (Enzymer): We develop a novel and efficient
“adaptive defect weighted sampling algorithm” (Algorithm 5) (Zandi et al., 2016) for designing
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RNA secondary structures including pseudoknots. We name our method Enzymer. We use a non-
redundant dataset named Pseudobase (Van Batenburg et al., 2000) composed of naturally occur-
ring and experimentally characterized ncRNAs, to benchmark the performance of our algorithm.
We compare our results with the results we obtained from the state of the art and show our method
succeeds more often, and the RNAs it generates are predicted to be thermodynamically more stable
(Figure 19) and less defective (Figure 15, 18) than those generated by the others. We also show our
adaptive defect weighted sampling method is a more efficient combinatorial optimization strategy
than two of the most successful combinatorial optimization strategies namely the non-dominant
sorting genetic algorithm II (NSGA II ) (Deb et al., 2000) and the ant colony optimization (ACO)
(Dorigo et al., 2006) adopted by the other related programs. To characterize the efficiency of our
search and optimization strategy, we decouple the effect of fitness evaluation from the search and
optimization procedures and show our adaptive defect weighted sampling strategy leads to faster
convergence when compared with NSGA II and ACO. We show that the faster convergence rate
of our method is because of the smaller number of fitness evaluations it requires (Figure 22) com-
pared to NSGA II and ACO when at the same time leading to higher quality solutions. Our results
imply that regardless of the optimization context (i.e optimizing on fitness of RNA sequences) our
proposed method converges faster than NSGA II and ACO do, and can generate higher quality
solutions (Zandi et al., 2016). In sections 5.5.3 and 5.6.3 we provide in-depth analysis to support
our claims regarding originality and significance.

Enzymer pipeline: We present a complete RNA design pipeline named Enzymer-pipeline
which uses our novel combinatorial optimization strategy. The Enzymer-pipeline (Algorithm 9)
utilizes the evolutionary sequence data which can be obtained from public homology libraries
such as Rfam or other multiple sequence alignment methods to extract the homology profile of
the catalytic core of naturally occurring ribozymes (i.e. RNA enzymes). The Enzymer-pipeline
utilizes the extracted homology profile to generate design templates which will be used as initial
seeds for our weighted sampling algorithm. We use our pipeline to reengineer naturally occurring
ribozymes. The outcome of this contribution is a python 2.7 software, which can easily be used by
wet-lab practitioners to reengineer naturally occurring RNAs or to design new artificial ones. We
published the Enzymer pipeline in the journal of Frontiers in Genetics (impact factor 3.78) (Zandi
et al., 2016).

Experimental validation: We bridge the gap between pseudoknotted ncRNA design and exper-
imental validation of the functionality of the designed RNAs. We obtain the consensus secondary
structure of three self-cleaving cis-acting pseudoknotted ribozymes: a hammerhead ribozyme from
the mouse gut meta-genome, a hammerhead ribozyme from the fungus Yarrowia lipolytica, and
a glmS ribozyme from Thermoanaerobacter tengcongensis. We generate a total of 18 ribozyme
sequences and test them in-vitro and show 16 of them are active (Figures 24, 25, 26). These re-
sults I) show Enzymer is a reliable tool for designing active ribozymes including pseudoknots, an
accomplishment no other program has demonstrated before and, II) show for the first time that
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the underlying energy model of Dirks and Pierce (Dirks and Pierce, 2003) can successfully capture
the structural properties required to design functional pseudoknotted ribozymes. Notably the glmS
ribozyme we designed is a relatively large molecule with complex structural attributes. To the best
of our knowledge this is the first complete study of inverse folding and validation of pseudoknotted
ribozymes. We have submitted the experimental data to the RNA Journal (impact factor 4.94)
(Zandi et al., 2018).

New synthetic gene regulatory network: We propose a new ribozyme-based gene regulatory
network architecture based on activation of a hammerhead ribozyme which can be triggered by
an external stimuli, IPTG. Then we re-engineer a naturally occurring cis-acting pseudoknotted
hammerhead ribozyme from Yarrowia lipolytica (Barth and Gaillardin, 1997) and embed the de-
signed sequence in the proposed architecture. We use the final construct to modulate expression
of a downstream reporter gene in-vivo, which in our case is the Red Fluorescent Protein (RFP).
In 7 out of 12 test cases we observed when the system was triggered by addition of IPTG, the
ribozymes repressed expression of the RFP gene (Figure 27).

1.3.3 Thesis outline
Chapter 2: We present a comprehensive review of RNA structure and algorithmics. We describe
the mathematical notation used to characterize key molecular and structural properties of RNA
secondary structures.

Chapter 3: RNA design is a specific class of combinatorial optimization problems (COPs). In this
chapter we present the formal description of COPs and the computational complexity associated
with them. We present a thorough review of the different classes of COPs as well as the existing
methods to solve them.

Chapter 4: We present a literature review related to combinatorial optimization methods used
in the context of RNA secondary structure design. We provide an in depth review of the state of
the art in the field of RNA inverse folding and highlight some of the shortcomings of the existing
methods with emphasis on pseudoknots and experimental verification.

Chapter 5: We present the complete Enzymer pipeline which combine our first adaptive defect
weighted sampling algorithm) and second (design pipeline) contributions. We present the in-silico
experimental results generated by Enzymer and compare the results with the results generated by
the state of the art software.

Chapter 6: We present our third and fourth contributions. We use Enzymer to design pseudo-
knotted ribozymes. We present the wet-lab experimental protocols and results of in-vitro verifica-
tion for three different ribozyme species. We also present our proposed architecture for a synthetic
gene regulatory network which combines a hammerhead ribozyme with the coding sequence of a
reporter green and present the in-vivo experimental results.
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Chapter 7: We present a summary of our studies and contributions, discuss the current limita-
tions and propose areas for future work and exploration.
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Chapter 2

Foundations of RNA
Computational Biology

2.1 Preface

I n this chapter we present the foundations of RNA sequence-structure mapping. We describe
the RNA folding process based on the set of experimentally measured energy parameters

of Turner (Mathews et al., 1999) including the energy parameters related to the formation of
pseudoknots as measured by Dirks and Pierce (Dirks and Pierce, 2003). We present the state
of the art in computational methods for single sequence structure prediction. We describe how
the conserved evolutionary information that can be obtained from multiple sequence alignment
methods can be used to improve the quality of structure prediction.

2.2 RNA sequence and structure

2.2.1 RNA sequence
We denote an RNA polymer composed of n nucleotides by sequence φ = φ1...φn where φi ∈

{A, U, G, C} for i = 1, ..., n. The alphabets correspond to the four different nucleotide bases that
compose the RNA polymer and stand for Adenine, Uracil, Guanine and Cytosine respectively.
The nucleotide φi is chained to φi+1 via phosphate bonding such that the 5′ carbon atom of the
sugar backbone of φi is connected to the 3′ carbon atom of the sugar backbone of φi+1 through
phospha te bonds. The first nucleotide in the polymer chain (φ1) defines the 5′ end and the last
nucleotide (φn) defines the 3′ end.

In an RNA polymer each nucleotide can form base pair with other nucleotides. Watson-Crick
{(A − U), (U − A), (G − C), (C − G)} base pairs and Wobble {(G − U), (U − G)} base pairs are
termed canonical base pairs and account for approximately 60% of the base pairs in an RNA
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polymer. The great majority of the remaining bases participate in some other kind of edge-to-edge
interactions with one or more other bases (Leontis and Westhof, 2001). However the formation of
canonical base pairs are energetically more favourable and have great impact the global fold of the
RNA sequence (Stombaugh et al., 2009). Therefore it is a reasonable simplification to only take
the canonical base-pairs into consideration when we model and analyze RNA secondary structures
(Lemieux and Major, 2002; Martinez, 1984; Wyatt et al., 1989).

2.2.2 RNA secondary structure
The flexibility of the the sugar phosphate backbone of an RNA polymer allows for formation of

base pairs via hydrogen bonding between any bases that are at least 3 nucleotides apart. Formation
of canonical base pairs bends the polymer and folds it into its secondary structure. A Secondary
structure τ can be specified by a set of base pairs (φi, φj) where 1 ≤ i ≤ j ≤ n such that positions i

and j are paired, i+3 ≤ j, and (φi, φj) ∈ {(A − U), (G − C), (G − U), (U − A), (C − G), (U − G)}.
Each position can be involved in exactly one canonical base pair. The base pairs of a secondary
structure describe the base pairing interactions formed by hydrogen bonding in a corresponding
tertiary structure. For two base pairs (φi, φj) and (φk, φl), a non-nested loop or a pseudoknot
forms if either of the nesting rules i ≤ k ≤ l ≤ j or k ≤ i ≤ j ≤ l is violated. Characterizing the
base pairing energy of non-nested base pairs is experimentally difficult and therefore the classical
secondary structure prediction algorithms ignore them. Pseudoknots are abundant in nature and
exist in specific types (Condon et al., 2004) and are known to play key roles in functionality of active
RNAs (Staple and Butcher, 2005). RNA secondary structures can be expressed by the alphabet
S = {(, [, ., ], )} where an opening parenthesis represents the first base or the opening base of a
nested base pair, an opening bracket represents the opening base in a pseudoknot, a dot represents
an unpaired or a single base and the closing parenthesis and brackets represent the closing bases
of nested and non-nested base pairs, respectively.

When an RNA folds into a secondary structure, a set of Secondary Structure Elements (SSE)
emerge. Figure 5 shows an RNA secondary structure and annotates the different types of SSEs.
The SSEs are hairpin, internal loop, bulge loop, k-way junction and helix. A hairpin loop is formed
when an RNA strand folds back on itself. In an internal loop, at least one base is unpaired on
each strand of the loop separating two paired regions. A bulge has unpaired nucleotides on only
one strand where the other strand has uninterrupted base pairing. A k-way loop occurs when
double-stranded regions separated by any number of unpaired nucleotides, come together. A helix
or stack forms when perfect one on one pairing is formed between two regions of the strand.
Pseudoknots are often called tertiary motifs and are formed when unpaired regions of a loop form
base pairs with other bases outside of that loop. Depending on the nucleotide composition of the
subsequence that is involved in the formation of each type of SSE, a specific amount of energy that
can be approximated by nearest-neighbour energy models is released. The sum of the energy values
released by formation of the SSEs is known as the free energy of sequence φ folding into structure
τ . We denote the free energy of sequence φ folding into secondary structure τ by ∆G(φ, τ). It has
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Figure 5: The secondary structure of an RNA sequence from its 5’ end to 3’ end and the corre-
sponding dot bracket notation. The secondary structure elements (SSEs) are annotated. The blue
lines represent the hydrogen bonds between two bases. There are two hydrogen bonds between G
and C, one hydrogen bond between A and U, and one hydrogen bond between G and U bases.

been shown that RNA sequences tend to fold into secondary structures by lowering their folding
energy (Mathews and Turner, 2006). The structure with lowest energy is called the minimum free
energy (MFE) structure.

2.2.3 RNA tertiary structure
In the next level of organization, the tertiary structure, the secondary structure elements are
associated through numerous van der Waals contacts, specific hydrogen bonds via the formation
of a small number of additional Watson-Crick pairs and/or unusual pairs involving hairpin loops
or internal bulges. RNA tertiary structure comprises those interactions involving (a) two helices,
(b) two unpaired regions, or (c) one unpaired region and a double-stranded helix. The interactions
between two helices are basically of two types: either two helices with a contiguous strand stack
on each other, or two distant helices position themselves so that their shallow grooves fit. An
unpaired region belongs to either a single-stranded stretch (forming an internal loop or a bulge)
or a hairpin loop closing a helix. Interactions between two unpaired regions lead to pseudoknots
if a single loop is involved and to loop-loop motifs otherwise. Interactions between an unpaired
region and a double-stranded helix can lead to various types of motifs. Pairing of a single-stranded
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Figure 6: The hammerhead ribozyme is a self-cleaving RNA broadly dispersed across all kingdoms
of life. The relative positions of individual atoms (left) and the space filling model based on the
solved crystallized 3D structure (right) from the Protein Data Bank (PDB) with ID=5DH6 (Rose
et al., 2013) are shown.

stretch, either in the deep or the narrow groove of a double helix, yields a triple helix. We refer
the reader to a comprehensive description and classification of 3D RNA motifs given by (Leontis
and Westhof, 2001). RNA 3D structure is the complete positional specification of all of the atoms
in space resulting from formation of the tertiary structure. Figure 6 shows the 3D structure of an
RNA enzyme called hammerhead ribozyme (Afonin et al., 2008a).

2.2.4 RNA quaternary structure
RNA quaternary structure refers to the interaction between one RNA and separate nucleic acid
molecules or between an RNA and proteins. RNAs often require the formation of molecular com-
plexes via binding and interaction with proteins to express their function.

Several functional RNAs such as the glmS ribozyme (Klein and Ferré-D’Amaré, 2006) and VS
ribozyme (Lilley, 2004) require interaction with specific proteins to become active. Another example
of RNA forming quaternary structure with proteins is the ribosome, which consists of multiple
rRNAs, supported by a family of proteins called the rProteins (Nissen et al., 2001). In (Miao and
Westhof, 2015) a probabilistic method of characterizing the complex nature of the interactions
between RNAs and proteins is described.

2.3 RNA secondary structure prediction
RNAs are chemical species and their folding into secondary and tertiary structures is governed
by the fundamental laws of physics and thermodynamic principles. Given a single or a set of evo-
lutionarily related RNA sequences, the problem of secondary structure prediction is to identify
the minimum free energy structure of the sequence(s). However, RNAs are not static molecules
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trapped in a single structure and they often transition from one stable structure to a slightly dif-
ferent stable structure due to fluctuations of environmental conditions such as the temperature.
Thus probabilistic frameworks based on Boltzmann partition function computation methods have
also been developed to characterize the ensemble of all possible secondary structures of a given
RNA sequence. Over the past 35 years, algorithms for secondary structure prediction using ex-
perimentally measured free energy parameters, often referred to as the nearest neighbour energy
models, have been developed. In this section we give a comprehensive overview of the foundations
of RNA secondary structure modeling and the existing algorithmic approaches for single sequence
and multiple sequence RNA secondary structure prediction.

2.3.1 Nearest-neighbour energy models
The free energy of an RNA secondary structure at 37◦C, ∆G◦

37 can be computed using the empirical
nearest neighbour parameters (Dirks and Pierce, 2003; Mathews et al., 1999). In a nearest neighbour
model the thermodynamic stability of each type of SSE depends on the identity of its neighbouring
nucleotides. For a given RNA at equilibrium, there is an equilibrium between strands folded in
structure τ1, and the unstructured random coil (RC) state

RC ! τ1 (1)

where the equation is governed by the equilibrium constant K1:

K1 = [τ1]
[RC] (2)

For structure τ1 the free energy change ∆G37◦( [τ1]
[RC] ) quantifies the stability of the structure by

the relationship

K1
K2

= τ1
τ2

= e(∆G37◦ ( [τ1]
[RC] )−∆G37◦ ( [τ2]

[RC] )/RT (3)

It follows that the lowest free energy structure is the most represented conformation at equilib-
rium. Figure 7 gives an example of how for a given RNA sequence φ and secondary structure τ the
free energy can be computed using the energy parameters specified by the Turner energy model
(Mathews et al., 1999). The Turner energy model does not include the energy parameters required
to describe any form of pseudoknots. However, some other energy models such as (Bindewald
et al., 2011; Dirks and Pierce, 2003) do provide the required parameters to describe the energy
contribution of a subclass of all possible pseudoknots.

2.3.2 Sequence and structure space
For an RNA sequence φ of length N , there are 4N possible combinations of nucleotides. It has
been shown that for a given sequence the total number of structures with minimum free energy
is roughly 1.8N (Zuker and Sankoff, 1984). Notably for a given sequence, the MFE structures are
not uniformly distributed; that is, some MFE structures are more abundant than others while
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Figure 7: A nearest-neighbour calculation of ∆G37◦ for a stem-loop structure. Each free energy
increment is shown. The negative values indicate stabilizing effects and positive values indicate
destabilizing effects. The total stability, -4.5 kcal/mol, is the sum of the increments.

some are quiet scarce (Aguirre et al., 2011). For a sequence of length 100, the total number of
possible secondary structures is 3.4 × 1025. If a single computer processor can compute the free
energy for 1 × 104 structures per second, calculating the free energy for each possible secondary
structure explicitly, would require 1.1 × 1014 years. Consequently a brute force approach is not a
viable option to find the MFE structure.

2.3.3 Free energy minimization
The nearest-neighbour free energy calculation method provides the means to compute the free
energy ∆G(φ, τ) of RNA sequence φ folding into secondary structure τ . Using computational
methods, one can find the MFE structure τMF E of a sequence φ. One approach to find MFE
for φ is to explicitly generate the set of all possible secondary structures and corresponding free
energies associated with φ. As discussed in section 2.3.2, for a sequence of length 100 there are
approximately 3.4 × 1025 different secondary structures and a brute force approach to find the
MFE structure is not feasible.

The first algorithm to find the MFE structure was published by Nussinov and Jacobson (Nussinov
and Jacobson, 1980) follows a dynamic programming approach. Dynamic programming algorithms
implicitly check all possible secondary structures without explicitly generating each individual
structure. A dynamic programming algorithm divides the problem into a large number of smaller
problems and uses recursion to build the solution to the complete problem. Two steps are used
to predict the lowest free energy structure. In the first step, called the fill step (the slower of
the two steps), the lowest free energy of secondary structure formation is calculated and stored
for each sub-fragment of the total sequence, starting from short fragments and then progressively
calculating the lowest free energy of folding for longer fragments by joining the smaller fragments.
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At the end of the fill step, the lowest free energy for a structure from the given sequence is
known, but the structure itself is yet unknown. The second step of the calculation is called the
traceback step and determines MFE by backtracking through the free energies of the subsequences.
Dynamic programming methods guarantee that the MFE structure is found given the secondary
structure topologies that are realized by the nearest-neighbour energy models used. A popular
program named RNAfold which is part of the RNA Vienna package (Hofacker, 2003) implements
the dynamic programming method algorithm introduced by (Zuker and Stiegler, 1981) and finds
the MFE structure of a given RNA sequences in O(n3) time and O(n2) space. A review of dynamic
programming techniques to find the MFE structures can be found elsewhere (Eddy, 2004).

The Nussinov algorithm and RNAfold find the MFE in O(n3) time and O(n2) space, however
they can not predict pseudoknots. Since the general problem of predicting pseudoknotted secondary
structures is NP-hard (Akutsu, 2000), several algorithms have been proposed that find the MFE
secondary structure from a restricted class of secondary structures (Condon et al., 2004). Eddy et al.
(Rivas and Eddy, 1999) devised a dynamic programming algorithm in O(n6) time and O(n4) space
to cover a wide class of pseudoknots. To improve on the prohibitive run-time requirements of Eddy
et al., subsequent dynamic programming methods to predict the MFE structure such as NUPAK,
RNAStructure and pKiss were developed to find the pseudoknotted MFE structure in O(n5),
O(n4) and O(n4) time respectively (Akutsu, 2000; Dirks and Pierce, 2003; Theis et al., 2010).
However the problem of finding the MFE structure including all possible types of pseudoknots has
been shown to be NP-complete (Lyngsø and Pedersen, 2000) and therefore NUPAK, RNAStructure
and pKiss each can only cover a small class of pseudoknotted structures.

Other than dynamic programming approaches, other classes of algorithms have also been utilized
to find the MFE structures. Chen et al. (Chen et al., 2009) implement a heuristic to find the MFE
structure including a wide class of pseudoknots in O(n5) time. Another method named IPknot
implements an integer programming technique to assemble small pseudoknot-free structural as
predicted by NUPACK and then rapidly assembles them to find the unified MFE structure including
pseudoknots (Sato et al., 2011).

2.3.4 Suboptimal solutions
The accuracy of RNA secondary structure prediction by free energy minimization is limited by
several factors. First, the free energy nearest-neighbour models are incomplete as some sequence
effects on stability can not be fully described by the nearest-neighbour model (Longfellow et al.,
1990). Second, many functional RNAs such as ribozymes and riboswitches can transit from one
conformation (i.e., inactive conformation) to another conformation (i.e., active conformation) in
response to environmental stimuli (Schultes and Bartel, 2000; Serganov and Nudler, 2013). Third,
RNAs at equilibrium do not always fold into the MFE structure as folding kinetics may affect the
folding process (Treiber and Williamson, 2001). These limitations justify the need for methods that
can predict low energy sub-optimal secondary structures. Zuker et al (Zuker, 2003) implemented
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mfold to generate a diverse set of sub-optimal secondary structures for a single RNA sequence.

2.3.5 Base pair partition functions
Another rigorous approach to characterize an ensemble of all possible secondary structures associ-
ated with RNA sequence φ is through computation of the partition function. In physics, a partition
function describes the statistical properties of a system in thermodynamic equilibrium. In 1990
McCaskill (McCaskill, 1990) derived a set of recursions and used dynamic programming techniques
to compute the partition function over the ensemble of all possible secondary structures without
pseudoknots:

Q (φ) =
∑

τ∈Γ
e−∆G(φ,τ)/kBT (4)

where Γ is the ensemble of all possible secondary structures, kB is the Boltzmann constant and
T is the absolute temperature. In the fill stage of the dynamic programming method, partition
functions are determined for all sequence fragments, starting with the shortest. The backtrack step
is similar to the backtracking step of the Zuker method.

Given the partition function, one can compute the the probability of sequence φ folding into
structure τ at equilibrium by

p (φ, τ) = 1
Q (φ)e−∆G(φ,τ)/kBT (5)

The partition function provides the means to compute the statistical properties of an RNA se-
quence and the corresponding ensemble of all possible secondary structures. However, the partition
function does not predict the MFE or sub-optional secondary structures. McCaskill’s algorithm
computes the partition function in O(n3) time for pseudoknot-free ensembles. The NUPACK package
includes a set of recursions that can realize a sub class of possible pseudoknots and can compute the
partition function. To our knowledge NUPACK, is the only existing method to compute the partition
function for pseudoknotted structures. NUPACK runs in O(n5) time and O(n4) and was developed
in 2003 by Dirks and Pierce et al. (Dirks and Pierce, 2003). Figure 8 following figure presents the
class of pseudoknots the Dirks and Pierce model can realize. Figure 9 shows the pseudoknots not
supported by Dirks and Pierce model.

2.3.6 Statistical sampling
Ding and Lawrence introduced a new approach based on statistical sampling techniques they first
developed in 1999 (Ding and Lawrence, 1999). Based on the idea of statistical sampling Ding and
Lawrence devised a dynamic programming method to efficiently sample sub-optimal secondary
structures from the Boltzmann ensemble of all possible pseudoknot-free secondary structures of
a given RNA sequence (Ding and Lawrence, 2003). The fill step of the algorithm is similar to
McCaskill’s algorithm however the backtracking step is different. In the backtracking step the base
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Figure 8: a) external pseudoknots b) pseudoknot inside loop c)pseudoknot inside pseudoknot d)
pseudoknot with a hairpin and an interior loop inside a spanning region of the pseudoknot. αi and
βi quantify the energy contribution of formation of pseudoknots at each region (Dirks and Pierce,
2003).

pairs are chosen probabilistically based on the partition function of all possible sequence fragments.
Overall, the probability of sampling any structure is equal to the probability of its occurring in the
Boltzmann ensemble as characterized by equation 5. The statistical sampling algorithm of Ding
and Lawrence is implemented in the Sfold software package (Ding et al., 2004).

2.3.7 Secondary structures common to multiple sequences
When multiple homologous RNA sequences are available, one can find the consensus secondary
structure that is common to all the sequences. First, multiple sequence alignment (MSA) methods
are used to find the nucleotides that are conserved and are common to the sequences and then the
consensus secondary structure is derived.

There are two main approaches to find the secondary structure common to a homologous set of
sequences. The first approach is to predict the structure common to multiple sequences in a fixed
alignment. Alifold (Hofacker et al., 2002) is a dynamic programming algorithm for predicting
the lowest free energy pseudoknot-free structure common to a sequence alignment. Alifold runs
in O(A3) where A is the number of aligned sequences. Alifold can be also used to compute the
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Figure 9: neither of the above are supported by Dirks and Pierce energy model (Dirks and Pierce,
2003).

partition function. Another algorithm named ConStruct (Hofacker et al., 1994) predicts the base
pair probabilities for each sequence of the alignment separately. Then ConStruct uses the sequence
alignment to find consensus base pair probability by computing the sum of the probabilities of the
sequences. ConStruct runs in O(N3

1 +...+N3
m) where Ni is the length of the ith sequences. Another

method named hxmatch computes the consensus structures including pseudoknots based on align-
ments of a few sequences. The algorithm combines thermodynamic and covariation information to
assign scores to all possible base pairs, the base pairs are chosen with the help of the maximum
weighted matching algorithm (Witwer et al., 2004). The run-time requirement of hxmatch is O(L3)
where L is the length of the MSA. To our knowledge, hxmatch is the only method that can be
used to predict a consensus secondary structure common to multiple sequences and can include a
sub class of pseudoknots.

The second approach to find the consensus secondary structure common to multiple sequences
is to simultaneously find the optimal secondary structure and alignment. Sankoff developed a
dynamic programming algorithm to simultaneously determine the lowest free energy structure
common to multiple sequences and the sequence alignment that facilitates the common structure
(Sankoff, 1985). The Sankoff method runs in O(N3

1 × ...×N3
m) and does not scale well. FOLDALIGN

implements a dynamic programming algorithm to find locally conserved base pairing motifs of
up to L nucleotides using a scoring function based on nucleotide identities and runs in O(L4)
(Gorodkin et al., 1997). A major limitation of FOLDALIGN is that it excludes k-way loops and can
only consider two sequences in the alignment. Neither the Sankoff method nor FOLDALIGN can
include pseudoknots in the prediction.

2.4 RNA tertiary structure prediction
The next step after predicting secondary structure is the tertiary structure prediction. Compared to
the methods to predict protein tertiary folding, RNA tertiary or 3D folding is still in its infancy and

20



existing methods are limited to the size as well as the type of the topological configurations. RNA
3D folding methods often use the secondary structure as well as the 3D contacts information to
guide the 3D folding process. In this section we give an overview of the most popular computational
approaches for RNA 3D structure prediction.

The nucleic acid simulation tool or NAST is a molecular dynamic simulation tool (Jonikas et al.,
2009) using a coarse-grained model with resolution of one bead per nucleotide. NAST requires
secondary structure information and, if available, accepts tertiary contacts to direct the folding.
When only the secondary structure is used, the quality of prediction remains limited to simple
structures such as hairpin loops. When tertiary contacts are included, NAST can predict the 3D
structure of large RNAs of up to 160 nucleotides with average root-mean-square deviation (rmsd)
of 8Å.

The iFoldRNA web server (Krokhotin et al., 2015) offers a platform that combines experimental
data, secondary structure information and molecular dynamics simulations to predict tertiary
structures of RNA as long as a few hundred nucleotides with atomic level detail. It takes about
one day of computation for iFoldRNA to predict the 3D structure of the M-box riboswitch of length
161 nucleotides with 7.7Å rmsd between the predicted and the crystal structure.

FARFAR (Das et al., 2010) utilizes a fragment assembly phase followed by a refinement phase
of atomic level interactions. FARFAR is limited with prediction of 3D structures of small RNA
molecules of size 6-20 nucleotides. FARFAR shows excellent accuracy of less than 1Å rmsd with the
crystal structure for simple shapes, however for more complex structures such as k-way junctions
the quality of prediction drops by approximately 10 fold.

MC-Fold and MC-Sym pipeline (Parisien and Major, 2008) introduces the notion of nucleotide
cyclic motif (NCM) as a new way to represent nucleotide relationships in structured RNAs. The
MC-Fold and MC-Sym pipeline uses integer programming to assemble NCM fragments to predict
RNA 3D structures. The MC-Fold and MC-Sym pipeline has showed promising performance of 1.7
to 2.9 Å rmsd with the crystal structure for RNAs of length 18 to 47 nucleotides.

RNA-MoIP (Reinharz et al., 2012) takes the RNA 3D prediction to the next step by improving
on quality and size of the RNA molecules as well as the run-time requirements. RNA-MoIP replaces
the MC-Fold portion of the MC-Fold and MC-Sym pipeline. RNA-MoIP uses an integer programming
framework to assemble secondary structure motifs into sub-optimal RNA secondary structures.
In the next step RNA-MoIP uses the generated suboptimal structures and the related secondary
motifs as input to MC-Sym. RNA-MoIP has shown significant reduction in rmsd values and run-time
requirements compared to the other methods and have produced the best of results for RNAs of
up to 150 nucleotides.

21



The use of secondary structure information as a preprocessing step in all of the methods listed
here, highlights the importance of secondary structure prediction in understanding RNA function
as well as in designing novel RNA structures with desired function.

2.5 RNA secondary structure design

2.5.1 Problem Statement
RNA secondary structure design or the RNA inverse folding problem is the process of finding
RNA sequences that are predicted to fold into a desired secondary structure as predicted by a
folding algorithm. More precisely, the classical definition of RNA inverse folding is to find the
sequence φ that is predicted to have a targeted secondary structure τ as its MFE structure, that
is MFE(φ) = τ .

For targeted secondary structure τ of length n, the total number of possible secondary structures
is 4n and therefore a brute-force approach to find sequence φ such that MFE(φ) = τ is not feasible.
By observing that each position on φ is either paired or unpaired and that only canonical base
pairs are allowed to be formed, the total number of sequences that are compatible with a secondary
structure τ is given by

(6p/2)(4u) (6)

where p is the number of paired positions and u is the number of unpaired positions. For instance
a hammerhead ribozyme of length 81 nucleotides with 20 paired and 41 unpaired positions is
compatible with 1.768 × 1040 sequences.

2.6 RNA secondary structure design as a combinatorial op-
timization problem

The problem of finding a set of RNA sequences that conforms the target secondary structure, falls
in the category of combinatorial optimization problems (COPs). Almost all of the existing compu-
tational methods to solve RNA design, model the problem as a COP and use related computational
techniques to develop the design approach. Before diving into RNA design, in the next chapter we
describe the formal definition of COPs and describe RNA design as a COP. Then we review some
of the most well-known instances of COPs and give an overview of the existing methods to solve
COPs.
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Chapter 3

Combinatorial Optimization
Problems

3.1 Preface

N umerous applications in computer science, biology, chemistry, physics and engineering can
be described and solved in some form of a combinatorial optimization problem (COP).

Indeed the RNA secondary structure design problem is classically described as a very particular
instance of COPs. Many practical COPs are complex and finding solutions for them is not trivial
and general mathematical solutions are not available and the vast search space of the problem can
not be effectively visited with brute force methods.

In this chapter we describe a formal definition of COPs and describe several well-known examples
of COPs including the RNA inverse folding problem. Then we provide a comprehensive overview
of the different classes of algorithms to solving COPs. We describe several classes of heuristic
methods, stochastic, evolutionary and memetic approaches.

3.2 Definition
A combinatorial optimization problem P can be described as either a minimization problem or a
maximization problem, and can be described by the following elements:

1. finite set DP of instances

2. finite set SP (I) of candidate solutions for each instance I ∈ DP

3. function f which assigns a positive number f(I, s) ∈ R called the solution value for s to each
instance I ∈ DP and each candidate solution s ∈ SP (I)

s⋆ ∈ SP (I) is an optimal solution for a problem instance I such that ∀s ∈ SP (I), f(I, x⋆) ≤
f(I, x) if P is a minimization problem, and f(I, s⋆) ≥ f(I, s) if P is a maximization problem.
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Note that the problem P has a finite number of possible instances and therefore at least one
solution s⋆ exists which —in theory —can be found using a brute force approach. However for
many interesting derivations of COPs, the size of the search space grows exponentially as the size
of the problem grows and therefore an exhaustive enumeration of all possible solutions becomes
impractical. For instance, as discussed in section 2.5.1, the search space to design a small RNA
molecule of length 81, there are 1.768 ∗ 1040 possible solutions. For a large class of COPs, no
polynomial algorithms to find the optimal solution is known. The computational complexity theory
(Hopcroft et al., 2006) and in particular the theory of NP-completeness (Garey et al., 1976) provide
the means to characterize such problems and the literature is plentiful of specialized algorithms to
find near optimal solutions for COPs with exponentially growing search space of arbitrary size.

3.3 NP completeness theory
The NP-completeness theory tries to answer the decision problem of whether for minimization
problem P it is possible to find solution s ∈ Sp(I) such that f(I, s) ≤ T where T is an arbitrary
threshold.

One can identify two distinct classes of the above decision problem. The first class called the
P class is the class of decision problems which can be solved by polynomial time algorithms.
The second class called the NP class that can be solved by non-deterministic polynomial time
algorithms. Solving NP problems consists of two stages. First a solution is guessed and then the
solution is checked using a deterministic polynomial time algorithm.

Given the two basic classes of decision problems discussed above, the class of NP-complete
problems (Hochbaum, 1982; Lin, 1965) can be defined as following:

Definition 3.1: the decision problem P is NP-complete id a) P ∈ NP and b) all problems in
NP can be reduced to P using a polynomial mapping function M .

From the above definition is follows that if for one problem in NP a polynomial algorithm to
solve can be found, then all problems in NP can also be solved in polynomial time. Perhaps one of
the most important questions in computer science is to show whether P = NP or not. Despite the
common belief is that P ̸= NP (Baker et al., 1975; Fortnow, 2009), there exists no proof to neither
accept nor to reject this.

COPs and generally speaking optimization problems are not decision problems and therefore can
not be NP-complete. Optimization problems belong to a less restrictive class of problems named
NP-hard problems (Cheeseman et al., 1991).

Definition 3.2: problem is NP-hard if all problems in NP are polynomially reducible to it.
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It follows that problems that are not necessarily NP can be NP-hard. Due to the high complexity
of the search space of NP-hard problems, tailored approximation algorithms (Hochbaum, 1996) are
developed that are not guaranteed to find the optimal solution but are quiet powerful and can find
near optimal solutions in reasonably short amounts of time. The RNA design problem is known to
be NP-hard (Schnall-Levin et al., 2008).

3.4 Examples of COPs
There is a wealth of different COPs in the literature (Aissi et al., 2009; Bianchi et al., 2009; Graham
et al., 1979; Oliveira and Pardalos, 2005; Smith, 1999). In this section we touch upon some of the
most well-known ones.

3.4.1 The traveling salesman problem
One of the very well known instances of COPs is the traveling salesman problem (TSP) (Flood,
1956). Given a set of n cities and the Euclidean distances between them, the TSM has to find the
shortest path in which he visits all the cities exactly once and finally ends up at his starting point.
The goal is to minimize

l(π) =
n−1∑

i=1
dπ(i),π(i+1) + dπ(n),π(1) (7)

where l(π) represents the length of the traveled path, di,j is the Euclidean distance between cities
i and j and finally π is a permutation of ⟨1, ..., n⟩. An instance I of the TSP can be defined by
a square matrix D and a solution can be represented by permutation π =

{
..., πi

j , ...
}

where πi
j

represents city j at the ith step. Despite being easy to describe, the TSP is NP-hard (Woeginger,
2003).

The TSP has applications in X-ray crystallography (Bland and Shallcross, 1989), clustering of
data arrays (Lenstra and Kan, 1975), prediction of protein function (Johnson and Liu, 2006) and
robotic path planning (Yu et al., 2002) to name a few.

3.4.2 The knapsack problem
The knapsack problem (KP) is another well known COP. Given a knapsack which can be used

to transport a number of items with a maximum total weight, the task is to select a subset of all
items such that the value of the items is maximized while respecting the weight limit. The KP can
be formalized as follows:

minimize
∑

i∈k

ci (8)

subject to
n∑

i∈k

wi ≤ W, K ⊂ {1, ..., n} (9)
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where ci denotes the value of item i, wi the weight of item i, and W the weight capacity of the
knapsack. An instance of the KP is defined by the tuple I = ⟨c, w, W ⟩ where c = (c1, ..., cn),
w = (w1, ..., wn) and W ∈ R

The general version of the KP problem called the generalized knapsack problem can is defined
by

minimize
∑

i∈k

ci (10)

subject to
n∑

i∈k

wij ≤ Wj , K ⊂ {1, ..., n} , ∀j = 1, ..., m (11)

Here the weight of an item as well as the maximum weight capacity of the knapsack have m

dimensions.

The knapsack problem has applications in cognitive radio networks (Song et al., 2008), schedul-
ing (Babaioff et al., 2007; Kellerer and Strusevich, 2010), and container shipping network design
(Shintani et al., 2007) to name a few.

3.4.3 The RNA secondary structure design problem
RNA design as a COPs has been shown to be NP hard (Bonnet et al., 2017). The classical definition
of the RNA design problem can be formalized by:

minimize ∆(MFE(φ) − τ) (12)

where τ is the target secondary structure which we would like to design, φ is the designed sequence
which is predicted to have τ as its minimum free energy (MFE) structure and ∆ represents the
tree edit distance between φ and τ . A solution for this problem can be represented by permutation
φ = ⟨φi, ..., φn⟩ where |φ| = |τ | = n.

RNA molecules have size of nano scale. Hence characterizing the state of an RNA molecule
requires using probability distributions. With that in mind, one approach to modelling the RNA
design problem is to use a probabilistic approach to describe the objective function. For instance,
optimizing for Boltzmann probability is a popular approach. Using probabilistic objective functions
puts the RNA design into the class of stochastic COPs (SCOPs). We will give formal description
for SCOPs later in this chapter.

The RNA secondary structure design problem is particularly interesting. In many well-known
COPs computing the cost function is a linear operation. However, in the RNA design problem,
depending on whether pseudoknots are considered or not and also depending on the optimization
criteria (MFE distance optimization versus Boltzmann probability optimization), the cost function
may have computational and storage complexity of O(n3) to O(n6). The high computational cost
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associated with computing the cost function makes exploration of even a small neighbourhood of
the search space of a large problem instance (i.e n > 100) infeasible. The exponential growth in size
of the search space as well as the exponential growth in computational complexity of computing
the cost function makes the RNA design problem a particularly challenging and interesting one.
Variants of RNA secondary structure design problems where different formulations than the one
presented by equation 12 are extensively presented in Chapter 4. The RNA design problem has
applications in nano technology (Petros and DeSimone, 2010), synthetic biology (Isaacs et al.,
2006), therapeutics (Ding, 2010; Edelstein et al., 2007; Leonard and Schaffer, 2005) and materials
design (Afonin et al., 2010).

3.5 Exact methods for solving COPs
Despite the brute and force search strategy being impractical to solve optimization problems where
the search space grows exponentially, there are numerous algorithmic methods that can guarantee
finding optimal or near optimal solutions in reasonable amounts of time.

3.5.1 Branch and bound
The branch and bound method (Lawler and Wood, 1966) for finding optimal solution for COPs
consists of finding lower and upper bounds for the optimal solution, as well as a schema to navigate
through the search space efficiently. Assuming a minimization problem, the upper bounds are often
found by heuristics that find near optimal solutions in short amounts of time. To find the lower
bounds, the problem is relaxed by removing at least one of the constraints. The navigation of
the search space splits the problem into child subproblems in such a way that the union of the
solutions to the child problems generates solutions for the parent problem. Each subproblem will
be recursively divided into more subproblems generating a branching tree. The recursive division
of a subproblem stops when a solution to the the subproblem is found. A solution of a subproblem
is found when the lower bound is equal to the upper bound or when the lower bound is above the
best feasible solution found so far. The branching tree can potentially grow in size exponentially.
To avoid exponential growth of the branching tree, one is required to find effective heuristics for
finding upper bounds and also to use effective relaxation techniques to produce lower bounds. In
COPs, discrete relaxation techniques are used to generate lower bounds (Fisher, 1981).

The branch and bound method has been successfully used in solving some challenging instances of
COPs (Mezmaz et al., 2007; Mitchell, 2002; Padberg and Rinaldi, 1987; Visée et al., 1998). Notably,
in many COPs finding a suitable discrete relaxation procedure is challenging and therefore finding
good enough lower bound is also a significant challenge. In circumstances where good lower bounds
can not be found, the best the branch and bound method can do is to find approximate solutions
within a particular range from the optimal solutions.
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3.5.2 Branch and cut
Another approach called branch and cut (Padberg and Rinaldi, 1991) is based on the idea of
finding a relaxation in form of a linear program which has the same optimal solution as the
original problem. The branch and cut method is an exact algorithm which is guaranteed to find
the optimal solution. The linear programming (LP) problem (Dantzig, 2016; Luenberger, 1973)
can be formalized by:

minimize CT x (13)

subject to Ax ≤ b, x ≤ 0 ∈ R (14)

where x and c are n-vectors and b is m-vector. It follows that A is m × n matrix. Given the above
linear system, the simplex algorithm (Winston and Goldberg, 2004) is guaranteed to find the
optimal solution. The simplex algorithm systematically searches the extremities of the polyhedron
P defined by the inequalities given by the LP.

To solve a COP with linear programming techniques, the search space is enlarged by extending
the solution often from binary vectors to vectors of continuous variables. Since not all facets of the
polyhedron PC are known for every combinatorial problem or the number of facets is simply too
high, a cutting plane approach has been developed. This approach works as follows

• an initial polyhedron PC ⊆ P is generated so that the LP can be solved in reasonable time

• then an LP solver is used to generate a solution x∗

– if x∗ represents a feasible solution to the COP, it implies that the optimum solution is
found and then the algorithm terminates

– if x∗ does not represent a feasible solution to the COP then
∗ the algorithm searches for a cut such that x∗ is cut off the polyhedron by ensuring

that the new polyhedron still contains the polyhedron of the COP
∗ the inequality found is added to the system of equations and the resulting LP is

solved to obtain a new x∗

These steps are repeated until the optimal solution is found or the algorithm fails to find a new
feasible cut. Since the latter case is more likely to occur, a branching rule can be used to split
the problem into subproblems and the cutting plane procedure can be applied recursively to the
subproblems. This entire process is called the branch and cut method.

The branch and cut algorithm has been successfully applied to solve COPs such as large-scale
symmetric traveling salesman problem (Padberg and Rinaldi, 1991), the capacitated vehicle routing
problem (Lysgaard et al., 2004), vendor-managed inventory routing problem (Archetti et al., 2007),
location rounting (Prodhon and Prins, 2014), protein structure alignment (Lancia et al., 2001) and
graph coloring (Méndez-Dı́az and Zabala, 2006) to name a few.
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3.5.3 Heuristic methods
Heuristics are search methods that find near optimum solutions to optimization problems in short
times. In comparison to exact approaches, heuristics are not guaranteed of finding optimum so-
lutions nor do they generally provide a guarantee to find solutions within a certain range to the
optimum. Nevertheless, heuristics are powerful methods to generate high quality solutions for di-
verse ranges of COPs of practical size and interest (Burkard and Rendl, 1984; Dorigo and Di Caro,
1999; Geem et al., 2001; Pearl, 1984). Many heuristics have the advantage of being applicable to
a wide range of problems so it is often relatively easy to devise heuristics to find quality solutions
for COPs. The developed heuristics can often be easily modified to adapt for changes in the ob-
jective function. Heuristic methods provide the flexibility to later on easily add extra constraints
to the problem solver. Generally speaking, the COPs are complex and often exact methods such
as branch and bound or branch and cut are not applicable. Moreover even in cases where exact
methods such as branch and bounds are applicable, one is still required to devise proper heuristics
to find the upper bounds.

3.6 Nature inspired methods
Many algorithms for solving COPs are nature inspired, and have been developed by drawing
inspiration from nature. By far the majority of nature inspired algorithms are based on some
successful characteristics of biological systems. In this section we give a brief overview of some of
the most well known biologically inspired methods for solving COPs.

3.6.1 Evolutionary algorithms
Inspired by the idea of natural evolution several evolutionary algorithms (EA) have been proposed
and successfully used for solving diverse ranges of optimization problems. The source of inspiration
for EAs goes back to Darwin’s theory about existence and evolution of life on earth (Darwin and
Bynum, 2009). According to Darwin, the three fundamental concepts playing key roles in evolution
are replication (recombination), variation (mutation) and natural selection (survival of the fittest).
The idea is that due to a scarcity of resources, individuals within a species must compete and
therefore the fitter ones have more likelihood to gain access to the resources which leads to higher
chances of survival.

From an information processing point of view, evolution can be regarded as an optimization
process where the species (i.e problem instances) evolve to improve on their fitness and therefore
improve on their chances for survival (i.e., finding solutions). Within each species each organism
carries its genetic information which is referred to as the genotype. The organism’s traits constitute
the phenotype. The genetic information is eventually passed on to the next generation if the
organism reproduces before it dies. While replication combined with variation allows for improving
the genetic information, natural selection implicitly evaluates the fitness of each phenotype which
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leads to improvement on its odds for survival. Based on the ideas taken from recombination,
mutation and survival of the fit, different flavours of EAs have been developed.

Evolutionary Strategies (ESs) are a family of EAs first introduced in 1960 (Schwefel, 1975)
for continuous real valued parameter optimization. The idea was to perform mutation and selection
on a two-membered population in iterative steps. Later on the ESs themselves evolved to allow
multi-parent recombination as well as using alternative selection strategies.

Evolutionary Programming (EPs) are a family of EAs first introduced in 1966 (Fogel et al.,
1966) based on mutation and selection on finite state machines.

Genetic Algorithms (GAs) are a family of EAs first invented by Holland (Holland, 1992)
where the initial idea was to study the phenomenon of adaptation in nature with the aim of
defining a framework to use the natural adaptation in computer systems to solve optimization
problems. In the Holland’s model genomes were described as strings of zeros and ones. The nature-
inspired operators, namely crossover and mutation, were being applied on the chromosomes and
then a selection operator was applied to filter the population of offspring. The crossover operation
was first used by Hollands GA.

Outline of EAs The different flavours of EAs all follow similar algorithmic approaches and only
differ in some of the technical details. Figure 10 illustrates the overall flow of a generic EA.

Figure 10: General schema of Evolutionary Algorithms

Before designing an EA to solve a problem, one must first define a representation for the individ-
ual objects that are going to be subject to evolution. Object-forming possible solutions within the
original problem context are referred to as phenotypes and their encodings within the context of
the EA are called genotypes. A representation of an object is a mapping from its phenotype onto
a set of genotypes that are said to represent the phenotypes. For instance, given an optimization
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problem on integers, then given set of integers represent the phenotypes. To model the phenotypes
as input for the EA, one could map the integers into genotypes by transforming each into into its
binary representation. For instance integer 2 can be represented by 01. Note the phenotype space
can be very different from the genotype space and that the evolutionary process happens inside the
genotype space. Once the evolution comes to an end, a good solution —a phenotype —is obtained
by decoding the corresponding genotype back into the phenotype space.

Once we define the genotype space for the problem, the next task is to generate a population
of genotypes. The initial population is often generated randomly, however, often promotes domain
knowledge into the genotype space of the initial population, some heuristics are used during the
initialization stage.

Given a population of genotypes, the next step is to choose parents. The role of parent selection
is to distinguish among individuals based on their quality to allow better individuals to become
parents of the the next generation. An individual genotype is called a parent if it is selected for
recombination with one or more other parents. The first time the parent selection happens is often
random since there is no notion of fitness or quality attached to the individuals. However, after one
generation the parent selection becomes probabilistic to give fitter individuals higher chances for
recombination. In a typical EA two parents combine in a process called recombination to generate
a third genotype referred to as the offspring. Each offspring will have a probability of observing one
or more random mutations in its genotype representation. A commonly used mutation operation
called the unary mutation —when applied to an offspring —delivers a slightly changed mutant.

Once a population of offspring is generated, the quality of each genotype is measured in a process
called fitness evaluation. The role of fitness evaluation is to characterize the requirements to which
the EA needs to adapt. Fitness evaluation provides the basis for selection of fit individuals and
facilitates overall improvements in the quality of the population. Fitness evaluation is carried by a
function called the fitness function and its role is to compute a quality measure for each individual.
For instance if we are maximizing integer x, then the fitness of individual 01 will be 2. The fitness
of each individual genotype will be attached to it once computed by the fitness function. At this
step if the desired fitness value has emerged, the evolutionary cycle will stop and the genotype
with desired fitness will be decoded to the corresponding phenotype and then the phenotype is
returned.

The last step of each evolutionary cycle is to choose a set of survivals. The survivals are selected
from the pool of offsprings and parents all together. In the survival selection step the genotypes
with higher fitness have higher probability of survival while lower quality individuals still have a
small chance for survival otherwise, the evolution will turn too greedy.

The cycles of parent selection, offspring generation and mutation and the fitness evaluation
will continue until a predefined termination criteria is reached. The termination criteria is often
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chosen to be a certain number of evolutionary cycles, or a quality threshold for the genotypes of
usage of a certain amount of computational resources. Once the termination criteria is reached, the
evolutionary process will stop and encode subset of the individuals with the highest quality to cor-
responding phenotypes and finally the phenotypes are returned as the outcome of the evolutionary
optimization.

EAs are often referred to as black box optimization algorithms since they do not use any kind of
domain knowledge for a given problem. The operators are defined independently of the problem:
only the evaluation of the fitness function has to be implemented as long as the problem can be
encoded as an unconstrained problem or as an unconstrained problem on continuous variables.
However, in many applications either implicit or explicit constraints are involved, which requires
the definition of problem-dependent variation operators. A relevant example of this case is the
RNA inverse folding problem which requires both the recombination and mutation operators to
follow a set of hard constraints.

The computational complexity of EAs is generally dominated by the computational cost as-
sociated with fitness evaluation and can be defined by O(IPnC) where I is the number of the
evolutionary steps (iterations), P is the population size, n is the length of the genotype and C is a
positive exponent. Here nC represents the computational complexity of computing the fitness of a
given solution. When fitness evaluation is a not an expensive task then EAs are very useful as they
have been shown to be capable of generating high quality solutions in a relatively small number of
iterations. However as the cost of fitness evaluation goes up, such as the case of RNA folding for
pseudoknotted secondary structures, the EAs do not scale well.

EAs have been successfully used to solve a variety of optimization problems such as multi-
objective optimization (Coello et al., 2007), parameter optimization (Michalewicz and Schoenauer,
1996), electromagnetic optimization (Rahmat-Samii and Michielssen, 1999), scheduling (Cheng
et al., 1996), simulating RNA folding pathways (Gultyaev et al., 1995), consensus RNA secondary
structure prediction (Chen et al., 2000), RNA inverse folding (Taneda, 2012), protein docking
modelling (Gardiner et al., 2001) and protein structure prediction (Custódio et al., 2014).

3.6.2 Ant colony algorithms
Swarm intelligence (Engelbrecht, 2006; Kennedy, 2006) is an approach inspired from the nature
and the social behaviour of insects and another animals. Several different flavours of optimization
algorithms using swarm intelligence have been developed and applied to different COPs over the
past three decades (Beni and Wang, 1993; Ducatelle et al., 2010; Karaboga and Akay, 2009;
Karaboga and Basturk, 2007; Krishnanand and Ghose, 2009). Ant colony optimization (ACO)
takes inspiration from from the foraging behaviour of some ant species. Some families of ants
called Argentine ants deposit pheromones on the ground in order to mark some favourable path
to a food source which should be followed by other members of their colony. Assuming a single
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source for food and multiple paths leading to it all paths have initially equal probability to be
chosen by the ants. Ants choose a random path and when they find the food source, they leave
pheromone on their way back. Shorter paths will accumulate pheromones more quickly than the
longer paths. The higher the amount of pheromone in a given path, the higher the chances that
the next ant chooses that path which again contributes to the accumulation of more pheromone
on that path. Over time the shorter paths will accumulate more pheromone and therefore more
ants will choose that path. This behaviour of ants has been the source of inspiration for solving
optimization problems. In ACO a number of artificial ants build solutions to an optimization
problem and exchange information on the quality of these solutions by adopting a communication
mechanism similar to the one adopted by real ants.

Lets consider the TSP problem. Using ACO, the TSP is tackled by simulating a number of
artificial ants moving on a graph that encodes the TSP: each vertex of the graph represents a
city and each edge represents a path connecting the two cities. A variable called pheromone is
associated with each edge and can be read and modified by other ants. The ACO is an iterative
algorithm. At each iteration the algorithm considers a number of artificial ants. Each ant walks
through the graph and the path it travelrs builds a solution. As required by the problem statement,
ants can not visit each vertex more than once. This process is called solution construction. Ants
select the next vertices according to a stochastic process which is biased by the pheromone value of
the edge which connects the current vertex to the next vertex. When on vertex i, the probability
of choosing edge (i, j) is proportional to the amount of pheromone associated with the edge. When
each ant reaches a local minima, which in the case of TSP means all possible next steps lead to a
vertex which has already been visited by that ant, the iteration for that ant stops. It is a common
technique to apply a local search heuristic at this stage to improve on the quality of the solution
before moving to the next iteration.

Once the above iteration is finished, the quality of each solution generated by each individual
ant is evaluated (i.e, similar to fitness evaluation in EAs) and the pheromone values are updated
according to the quality of each solution. Once the pheromones are updated another round of
iteration will start. The iterative cycle continues until a stop criteria is reached. The way the stop
criteria is defined in AOC algorithms is in principle similar to the way the stop criteria is defined
in EAs. Figure 11 illustrates the key algorithmic steps of a generic ACO algorithm.

The computational complexity of generic ACO algorithms remains similar to that of EAs and
can be described by O(IPnC) where I is the number of iterations, P is the population size and n

is the size of the problem. In the case of TSP n is the number of vertices of the graph. While ACP
algorithms remain an attractive and powerful method to solve COPs, one must keep in mind that
if the fitness evaluation is not linear such as the case for pseudoknotted RNA folding, the ACO
method does not scale well.
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Figure 11: General schema of an Ant Colony Optimization (ACO) algorithm

Over the past three decades, several different flavours of ACO have such as Ant System (AS)
(Dorigo et al., 1996), Elitist AS (Bullnheimer et al., 1997), max-min AS (Stützle and Hoos, 2000),
hyper-cube AS (Blum and Dorigo, 2004) have been developed and used to successfully solve some
of the very complex NP hard problems. ACO have been used to solve (Dorigo and Gambardella,
1997), vehicle routing (Bell and McMullen, 2004), graph colouring (Dorigo and Di Caro, 1999),
open shop scheduling (Blum and Sampels, 2004), protein folding (Shmygelska and Hoos, 2005),
drug design (Korb et al., 2006), DNA design (Kurniawan et al., 2008) and RNA design (Kleinkauf
et al., 2015).

3.6.3 Artificial neural networks
Artificial neural networks (ANNs) were initially developed for classification, pattern recognition
and function approximation problems (Cybenko, 1989; Pao, 1989; Sietsma and Dow, 1991). Later
progress in design of ANNs included specialized designs which could also be used for COPs (Smith,
1999). ANNs consist of two key units named neurones and synapses. Neurones are responsible to
process information and the synapses link the neurones together with some connection quality or
weight. Many ANNs also have a local updating rule which determines the state of a given neurone
relative to the state of the other neurones within a given vicinity.

There are two main classes of ANNs namely feed-forward networks and feed-back networks. Feed-
back networks are often called recurrent networks. In feed-forward ANNs (Svozil et al., 1997), the
connection between the units do not form cycles and information flows in one direction from layer to
layer. The information enters the network via the input nodes and then passes through a number
of hidden nodes and finally exits the network through the output nodes. Feed-forward neural
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networks are mostly used for supervised learning cases where a labeled train data set exists and is
used to train the network (Reed and Marks, 1999). In feed-back or recurrent networks (Williams
and Zipser, 1989), the network connections contain directed cycles. Unlike feed-forward networks,
in recurrent networks the information travels in loops from layer to layer so that the state of the
network is influenced by its previous states. While feedforward neural networks can be thought of
as stateless, recurrent networks have a memory which allows them to store information about its
past computations. This allows recurrent neural networks to exhibit dynamic temporal behaviour.
Because recurrent networks can capture temporality, they have shown to be very powerful in
complex tasks such as natural language processing (NLP) (Graves et al., 2013).

ANNs have been used to solve several classes of COPs and other optimization problems including
TSP (Mulder and Wunsch, 2003; Reinelt, 1994), data mining (Lu et al., 1996; Wu et al., 2014),
graph colouring (Takefuji and Lee, 1991), channel assignment for cellular radio (Kunz, 1991),
protein secondary structure prediction (Pollastri et al., 2002; Rost and Sander, 1994; Shen and
Bax, 2013) RNA sequence analysis (Dobin et al., 2013), RNA-DNA binding (Alipanahi et al.,
2015), and medical diagnosis (Amato et al., 2013). To the best of our knowledge, ANNs have not
been used to solve the RNA design problem and the applicability of ANNs for the design of RNA
secondary structures remains an open question.

3.7 Heuristics
Heuristics stand for strategies using readily accessible information to define problem-solving al-
gorithms. Heuristics can be divided into two categories: construction heuristics and improvement
heuristics. Construction heuristics construct feasible solutions for a given optimization problem
from scratch. Examples of construction heuristics include nearest neighbour heuristics (Cheung and
Fu, 1998), insertion heuristics (Campbell and Savelsbergh, 2004) and greedy heuristics (Chvatal,
1979). Improvement heuristics take feasible solution as input and try to improve on its quality in
iterative steps. Examples of improvement heuristics neighbourhood search heuristics such as local
search heuristics (Korupolu et al., 2000), simulated annealing (Kirkpatrick et al., 1983) and tabu
search (Glover and Laguna, 2013).

In the following, f(s ∈ S) is referred to as an objective function of a maximization problem P .

3.7.1 Greedy search heuristics
Greedy algorithms are constructive heuristics to build high quality solutions for COPs by making
the most favourable choices at each iteration of the algorithm. The choice at each iteration is
highly depending on the type of the problem as well as the state of the problem instance. Notably
the choice at each stage is influenced by the choices already made in previous stages and also will
influence the choice which will be made during the next stages. Greedy choices can be viewed
as local decision rules and usually lead to sub-optimum solutions since the resulting solution at
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the end of construction is unknown and future decision may have a large impact on the resulting
objective value of the solution.

Greedy search heuristics have been used to solve diverse range of problems such as minimum
spanning trees (Held and Karp, 1970; Kritikos and Ioannou, 2017), routing problems (Waxman,
1988), clustering and location problems (Kazakovtsev and Antamoshkin, 2014), attribute selec-
tion (Freitag, 2017), maximum clique (Rossi et al., 2014) image segmentation (Felzenszwalb and
Huttenlocher, 2004) and RNA inverse folding (Hofacker, 2003).

3.7.2 Local search heuristics
Local search algorithms are a family of neighbourhood search algorithms. First we present a defi-
nition for the term neighbourhood followed by the definition of local search.

A neighbourhood of a solution s to a COP P is defined as a set of can solutions which can be
reached by applying an elementary operator M : S −→ P (S) to the solution s. This set or the
neighbourhood can be denoted by

ℵ(s) = M(s) ⊂ S (15)

The elementary move operator M describes a move set as is yields a move m ∈ M from a
feasible solution si to another feasible solution sj . Variants of local search methods use the notion
of move set as a way access the nearby vicinity of each candidate solution to COPs.

Local search heuristics start with a feasible solution and via iterative greedy search of the
neighbourhood generate better solutions until a local optima is found. Consider a maximization
problem. Beginning from a point —which is often chosen randomly —a new solution with a higher
objective function f is searched in the neighbourhood. If a better solution is found, the solution is
accepted as a new solution and then the neighbourhood search happens in its neighbourhood. The
iterative search process continues until a local optimum is found. The effectiveness of local search
depends on the choice of the neighbourhood ℵ. The greater the neighbourhood, the higher the
chances of finding better results however enlarging the neighbourhood may lead to intractability.

One advantage of local search over other heuristics is that the search space can be searched
very efficiently. A disadvantage of local search is that the solutions found are only local optima.
RNAinverse from the Vienna package uses local search to efficiently find high quality solutions for
the RNA inverse folding problem.

3.7.3 Simulated annealing and threshold accepting
Simulated annealing and Threshold accepting are two variants of the local search method. These
two methods are very similar, however, they differ in that each accepts a neighbouring solution.
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Local search method only accepts better solutions than the existing one, however, both simulated
annealing and threshold accepting allow accepting solutions that are worse than the existing so-
lution. Simple local search and threshold accepting methods are deterministic algorithms as for a
given problem, they always produce the same solution. However, simulated annealing is stochastic
(non-deterministic) method as it may produce different solutions for the same problem each time
it attempts to solve it.

Simulated annealing method was first inspired by a technique from metallurgy involving heat-
ing and controlled cooling of a solid to obtain low energy states in a heat bath (Van Laarhoven
and Aarts, 1987). The idea is to first increase the temperature of the bath to a maximum value
causing the solid to melt which causes its particles to randomly distribute in the medium. Then
the cooling process starts: the bath is carefully cooled down until the particles of the melted solid
reach the ground state of the solid thus forming a highly structured material with minimum energy
and maximum stability.

Metropolis proposed the Monte Carlo method (Metropolis and Ulam, 1949) which can be used
to simulate the simulated annealing process in a computer program (Rubinstein and Kroese, 2016).
Given a current state i of the system with energy Ei, one can apply a controlled distortion mech-
anism to transform the state of the system to a neighbouring state j. The metropolis criterion
describes whether the state j is going to be accepted or not by applying the following acceptance
logic: Let energy difference ∆E be defined by ∆E = Ej − Ei. If ∆E ≤ 0 then accept state j

otherwise accept state j with probability e∆E/kT where T is the temperature in Kelvin and k is
the Boltzmann constant (Fellmuth et al., 2006). In the context of COPs, the energy function is
often replaced by a cost or objective function f . Algorithm 1 describes a general template for the
simulated annealing process.

Algorithm 1 simulated annealing(s ∈ S) : s

1: t = T (0), n = 1
2: sbest = s
3: while termination criteria not reached do
4: s′ = generate neighbour(s)

generate a feasible neighbour
5: ∆f = f(s) − f(s′)
6: if (∆f ≤ 0) or (e∆f/t > random[0, 1)) then
7: s = s′

8: end if
9: if fs > fsbest then

10: sbest = s
11: end if
12: t = T (n)
13: n = n + 1
14: end while
15: return sbest
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The simulated annealing method has been used to assess signals in RNA sequences (Gibbs et al.,
2000), describe RNA folding pathways (Schmitz and Steger, 1996), solve optimization problems
related to energy conservation (Ekren and Ekren, 2010), planning and scheduling problems (Li and
McMahon, 2007) and localization in wireless sensor networks (Kannan et al., 2005) to name a few.

Threshold accepting has been proposed as a computationally less expensive alternative to the
simulated annealing method (Dueck and Scheuer, 1990). In threshold accepting the Metropolis
criterion has been replaced by a simpler criterion which accepts a neighbouring solution if if the
fitness value of current state i and the next state j differ bellow a threshold Θ. It follows that
unlike the simulated annealing, the threshold accepting method is a deterministic optimization
technique.

The threshold accepting method has been used to solve the TSP (Reinelt, 1994), protein struc-
ture analysis (Leutner et al., 1998), scheduling (Marimuthu et al., 2009) and design of reinforced
concrete bridge frames (Perea et al., 2008) to name a few.

3.7.4 Tabu search
Tabu search extends the simple neighbourhood search by making use of memory (Glover and
Laguna, 2013). Similar to simulated annealing and threshold accepting, the accepting criterion of
tabu search allows acceptance of solutions with lower fitness compared to the other immediate
neighbouring solutions. However the next state must have better fitness than the current state.
Tabu search uses a memory of search history to avoid getting stuck in loops or local minima. Tabu
search stores a previously evaluated solution in the memory in a list named tabu list to avoid
unnecessary reevaluation. As the size of the memory grows larger, the maintenance of the tabu list
could become inefficient. Therefore various techniques have been used to deal with this issue. For
instance the size of the memory could be limited. Algorithm 2 presents a high level template of a
generic tabu search strategy.

Algorithm 2 tabu search(s ∈ S) : s

1: t = {}
2: sbest = s
3: while termination criteria not reached do
4: Find best solution s′ ∈ ℵ(s) such that s′ /∈ T
5: s = s′

6: T = T
⋃

s
7: if f(s) > f(sbest) then
8: sbest = s
9: end if

10: end while
11: return sbest
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Tabu search has been successfully used to solve the vehicle routing problem (Montané and Gal-
vao, 2006), container loading problem (Gendreau et al., 2006), jigsaw puzzles (Hoff and Olver,
2014), RNA tertiary structure prediction (Blazewicz et al., 2005), computing folding pathways be-
tween RNA secondary structures (Dotu et al., 2009) and NMR protein structure analysis (Çavuşlar
et al., 2012) to name a few.

3.8 Stochastic search
In deterministic local search methods, one assumes that there exists perfect information about the
fitness behaviour of the cost function over the fitness landscape and that the context of the solution
space remains constant during movement from one position to another within the search space.
However, such assumption is not always useful. In contrast, in stochastic methods the decision for
the direction of movement of the algorithm within the search space at each iteration is made by
using some probability distribution (Bodini and Ponty, 2010; Roussel and Soria, 2009). Algorithm
3 shows a general schema for search and optimization methods using stochastic sampling.

Algorithm 3 stochastic search(s ∈ S) : s

1: sbest = s
2: while termination criteria not reached do
3: s = sample from neighbourhood(s, distance from s, sampling distribution)
4: fitness = fitness(s)
5: if fitness > fitness(sbest) then
6: sbest = s
7: end if
8: end while
9: return sbest

Various sampling distributions methods such as Gibbs sampling (Ishwaran and James, 2001),
Boltzmann sampling (Flajolet et al., 2007) and importance sampling (Kanj et al., 2006) have been
used to solve COPs such as detection of over-presented motifs in the upstream regions of coex-
pressed genes (Thijs et al., 2002), clustering microarray DNA data (Sheng et al., 2003), free energy
calculation of molecules (Chipot and Pohorille, 2007), random generation of combinatorial struc-
ture (Duchon et al., 2004), RNA secondary structure prediction (Ding et al., 2005) and designing
RNA secondary structures with targeted nucleotide distribution (Reinharz et al., 2013) to name a
few.

Notice on line 3 of algorithm 3 where the sampling from the neighbourhood (i.e, mutational
landscape) of the current solution s occurs; there is a parameter called distance from s. This
parameter specifies the number of changes to be applied on a given data point in order to generate
a new solution candidate within the neighbourhood of s. In most above mentioned methods the
value for distance from s is set to 1. In some sampling methods such as (Waldispühl et al., 2008)
or tabu search strategies such as (Busch and Backofen, 2006) the value used for distance from s
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maybe chosen to be greater than 1. However to the best of our knowledge most sampling methods
use a fixed value for distance from s. An interesting avenue to explore in the context of designing
RNAs could be to allow distance from s to change as the properties of the search neighbour
changes. One could hypothesize variable distance from s may lead to reduction in number of the
times the fitness evaluation function is called. This can be useful specially for cases where fitness
evaluation is computationaly expensive. Variable distance between current candidate solution and
the next candidate solution may result in faster convergence to high quality solutions in far regions
of the mutational landscape of s. To the best of our knowledge such adaptive search strategy
has never been used in the context of designing RNA structures. In a following chapter we show
that in the context of RNA structure design, an adaptive stochastic search strategy leads to fast
convergence and provide empirical data that this indeed is the case.

3.9 Memetic algorithms
It has been shown combining some form of problem domain knowledge in EAs or other search

heuristics can be a highly effective optimization strategy (Burke and Silva, 2005; Ochoa et al.,
2012). For instance, it has been shown that combining problem specific knowledge with EAs can
increase the efficiency and effectiveness of EAs (Freisleben and Merz, 1996).

3.9.1 Combining evolutionary algorithms with local search methods
Local search strategies can easily allow one to embed problem specific knowledge in the neighbour-
hood search process. Domain specific knowledge can be used to guide the local search prociess.
Thus leading to more effective neighbourhood search and therefore faster convergence such as in
(Wagstaff et al., 2001).

The performance of local search strategies is highly dependent on the quality of the starting
position in the search space. A starting closely positioned near a deep local minima can greatly
effect the performance of the optimization process or even lead to sub-optimal solutions that are of
low quality and far in distance from the global minima. Hence careful choice of the starting point is
critical (Johnson et al., 1988). In contrast to local search methods, population based methods such
as EAs have a smaller chance of getting trapped in local minima as they start with a population
of starting points spread over different regions of the search space.

Combining EAs with a local search strategy which is guided by some form of problem specific
knowledge is an effective optimization strategy (Grosan and Abraham, 2007; Oh et al., 2004). In
this approach the role of the variation operators (cross-ver and mutation) can change. for instance,
instead of randomly combining individuals to produce offsprings, the combination operator requires
to perform a guided combination of individuals following certain rules as realized from domain
specific instructions.
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3.9.2 Memetic algorithms
Meme is the abbreviation for the Greek term mimeme and can be thought of as a unit of transmis-
sion of ideas, ways of thinking and styles that can spread within a culture. A family of biologically
inspired optimization algorithms called Memetic Algorithms (MAs) (Moscato and Cotta, 2002) fol-
low principles similar to those of EAs however with a fundamental difference: MAs are more goal
oriented than the EAs where the passage of information from one generation to another happens
more consciously. MA design goals can be described as following:

• Fast convergence: it is desired to find good quality solutions in fewer number of generations

• Goal oriented: individual candidate solutions cooperate with other candidates

• Diversification of the population: it is desired to develop techniques to such as neighbour-
hood search or tailored recombination methods to guarantee certain level of diversity in the
population pool

Algorithm 4 describes a generic schema of an MA. Heuristics are used to generate a good quality
initial population. All individuals in the population represent a local optima in a neighbourhood
of their close vicinity. To guarantee local optimality of each member of the population, local search
(Krasnogor and Smith, 2000) or tabu search (Moscato and Cotta, 2002) or simulated annealing
(Knowles and Corne, 2000) algorithms are applied after the initial population is generated and also
after applying the evolutionary operations. In each generation, diversification methods are applied
to maintain diversity of the population (Sörensen and Sevaux, 2006).

Different flavours of MAs have been used to solve COPs such as the TSP (Moscato and Nor-
man, 1992), inferencing gene regulatory networks (Spieth et al., 2004) and RNA phylogenetic
reconstruction with maximum parsimony (Richer et al., 2009) to name a few.
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Algorithm 4 memetic algorithm(n, I) //n=population size, I=problem instance
1: P = {}
2: for i in range(1, n) do
3: //initialize good quality population using domain knowledge
4: i = use heuristic generate seed(I)
5: i = local search(i)
6: P = P

⋃
i

7: end for
8: while termination criteria not reached do
9: for x in xrange(1, max number recombinations) do

10: ia, ib = randomly choose parents(P )
11: ic = dp recombination(ia, ib)
12: ic = do local search(ic)
13: P =

⋃
ic

14: end for
15: for x in xrange(1, max number mutations) do
16: i = randomly choose individual(P )
17: i = mutate(i)
18: i = local search(i) //or any variation such as tabu search or simulated annealing
19: P = i

⋃
P

20: end for
21: P = sample subset(P ) // some form of sampling with bias towards diverse characteristics
22: end while
23: return P
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Chapter 4

RNA Secondary Structure Design
Algorithms

4.1 Preface

I n this chapter we present a comprehensive review of the existing computational methods for
the design of RNA secondary structures.

4.2 The State of the art in RNA design
RNA design or the inverse RNA folding problem is a special instance of the COPs and is shown
to be NP-hard (Schnall-Levin et al., 2008) and most existing algorithms resort to heuristics and
local search strategies to solve the problem. A general strategy is to first initialize a random
seed sequence and then iteratively mutate it until the desired structural properties have emerged
as predicted by folding algorithms. The choice of objective function as well as the requirement
to realize some structural properties such as pseudoknots or other motifs can have significant
effects on the complexity of computing the fitness function as well as the performance of the
underlying optimization algorithms. The following is a comprehensive survey of the state of the
art of computational methods for the design of RNA secondary structures.

RNAinverse (Hofacker et al., 1994) is the first and one of the most widely used RNA secondary
structure design programs. Given a target secondary structure without pseudoknots RNAinverse
attempts to find an RNA sequence by an adaptive local walk, or greedy algorithm that is predicted
by RNAfold to have the target as its MFE structure. The initial seed sequence is randomly chosen;
then sequence positions are iteratively and randomly mutated and mutations are accepted if the
objective function improves. In the case of RNAinverse, the objective function reflects the Hamming
distance between the predicted MFE structure of the design candidate and the target secondary
structure. The optimization procedure stops if and when the Hamming distance reaches zero.
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We note that there is no guarantee for the optimization procedure to find an optimal solution and
therefore it is required to specify a limit for the maximum number of iterations allowed. RNAinverse
is downloadable as part of the Vienna RNA package and is also available as a web service.

RNA-SSD (Andronescu et al., 2004) introduces a clever hierarchical decomposition approach.
RNA-SSD constructs a random but compatible initial candidate sequence φ for the entire given
RNA structure τ without pseudoknots, then structure τ and the initial sequence are hierarchically
decomposed into smaller components corresponding to substructures of τ . At the lowest level,
these subproblems are independently solved using a conventional stochastic local search algorithm.
Here the objective function is to find subsequences that have their corresponding substructures as
their MFE. Solutions to these subproblems are then combined into candidate solutions for larger
subproblems. There is no guarantee that valid solutions to subproblems can be combined into a
valid solution of a larger subproblem; hence, at this stage, each combination attempt has to be
evaluated using RNAfold. If at any stage the respective combined candidate sequence does not fold
into the required structure, new candidate solutions to the subproblems are determined using the
same mechanism as described before. Following this approach, the expensive evaluation of can-
didate solution happens primarily at the level of substructures which can be made small enough
(by iterated decomposition) to render the O(n3) complexity of RNAfold for larger sequences man-
ageable. Larger candidate sequences are only evaluated after merging partial solutions, a process
that happens less frequently. The hierarchical decomposition approach is based on the intuition
that although there can be complicated dependencies between subproblems, there is a chance that
solutions to subproblems can be successfully combined into solutions of the entire problem. The
empirical performance of RNA-SSD on biological and artificial RNA structures supports this intu-
ition. RNA-SSD outperformed RNAinverse in rate of success when benchmarked in multiple trials.
RNA-SSD is available for download and also as a web service. We have not seen any reports in the
literature about the quality of the sequences designed by RNA-SSD in any biological context.

INFO-RNA (Busch and Backofen, 2006) takes a similar approach to RNA-SSD however with an
improved seed initialization method as well as a modified stochastic local search strategy. INFO-RNA
first decomposes the input pseudoknot-free target into a set of SSEs and then follows a dynamic
programming technique to find sequences that can realize each individual SSE with the minimum
possible energy. Then the small sequences are assembled in a hierarchical manner similar to that
of RNA-SSD where a stochastic local search with 10 step look ahead algorithm iteratively mutates
the joined subsequences. The objective function here is to minimize the distance between the MFE
structure of the joined subsequences as predicted by RNAfold with each corresponding sub-structure
of the target structure. The final goal is to find a sequence with its MFE structure being equivalent
to the target secondary structure. In benchmark studies INFO-RNA has shown a higher success rate
than RNAinverse and RNA-SSD and has generated sequences that are thermodynamically more
stable however with a bias towards having higher GC content in the composition of the generated
sequences. INFO-RNA is available as a web service.
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NUPACK-design (Zadeh et al., 2011a) introduces the notion of ensemble defect optimization
where the term ensemble defect quantifies the predicted ensemble average of incorrect base pairs
and free nucleotides at thermodynamic equilibrium. Given a target secondary structure without
pseudoknots, NUPACK-design initializes a random seed sequence and uses the NUPACK folding al-
gorithm to compute the partition function and the ensemble defect of the seed sequence folding
into the target structure. NUPACK-design, similar to RNA-SSD, follows a hierarchical decomposition
approach to decompose the target structure and the corresponding seed sequence into smaller mod-
ules. The optimization process occurs from the bottom to the top of the decomposition tree through
stochastic local search by iteratively mutating single base pairs or single nucleotides at each ter-
minal node. The mutation operator samples from the low ensemble defect mutational landscape of
the immediate neighbourhood of each subsequence. Each subsequence is accepted if the ensemble
defect value falls bellow a predefined threshold and the accepted subsequences are merged towards
the root of the tree. The optimization process continues until a solution at the top of the decom-
position tree with ensemble defect value bellow a desired threshold has emerged. NUPACK-design
has been extensively utilized to design RNA nano shapes in-vitro and has shown significantly
superior performance compared to RNAinverse, RNA-SSD and INFO-RNA. NUPACK-design is part
of the NUPACK design and analytics package and is available in both executable as well as a well
web service. There are numerous reports in the literature that reflect on the high quality of nano
structures designed by NUPACK-design (Garcia-Martin et al., 2013).

Frnakenstein (Lyngsø et al., 2012) takes an evolutionary optimization approach and implements
a GA to solve the RNA inverse folding where one or more target secondary structures without
pseudoknots can be realized in a single run. The ability to design for multiple targets is particularly
useful when designing multi-state RNAs such as riboswitches. Here the main deviation from a
completely generic GA is that the method is aware of the aim of designing sequences folding into one
or more target structures. Rather than searching the full sequence space, Frnakenstein directs the
search by ensuring all sequences can fold into all target structures via formation of only canonical
base pairs. This can be viewed as a similar approach to the local search as implemented by other
methods such as RNA-SSD or INFO-RNA, except that the recombination operation chooses a random
decomposition and assesses two complementary structural components in conjunction, rather than
independently. The seed initialization step for generating the initial population is either via random
generation of seed sequences or by running RNAinverse to design high quality seed sequences for
one of the target structures. At each iteration of the GA, recombination and mutation operators
seek to conserve or recombine those positions of the candidate sequences that show higher fitness
than the other positions. The fitness of each position is determined by the Boltzmann probability of
that position forming the correct base pair as characterized by the partition function as computed
by RNAfold. The optimization criteria is to improve on the Boltzmann probability of the sequence
candidates folding into the target structure(s). Frnakenstein outperforms RNAinverse, RNA-SSD
and INFO-RNA in designing sequences that fold into target structure(s) with higher Boltzmann
probability and comparable performance with NUPACK-design. The source code of Frnakenstein
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is available for download. To the best of our knowledge, there is no report in the literature to
reflect on the quality of the sequences designed by Frnakenstein in any biological context.

RNA-ensign (Levin et al.) introduces the notion of global sampling to design RNA secondary
structures without pseudoknots. First, RNA-ensign initializes a random seed sequence and then
follows a sampling strategy from the low energy ensemble of the seed sequence. The low energy
ensemble of the seed sequence is characterized by a set of sequences that can fold into the target
structure each with a certain probability value as characterized by the partition function. Using
the RNAmutants algorithm (Waldispühl et al., 2008) RNA-ensign can sample sequences from the
low-energy ensemble of a given sequence such that each sample is a k-mutant of the input sequence
where k is the exact number of positions mutated at each iteration. A notable benefit of the global
sampling approach where at each iteration up to k positions are subject to mutation is that the
sampled sequences will gradually move away from the initial seed sequence and therefore reduce
the bias of designing sequences that are closely similar to the initial seed. Here the choice of k is
arbitrary and decided by the user. It remains unclear how k should be chosen for optimal outcome.
A down side of this sampling approach is the prohibitive run time requirement of RNAmutant which
scales in O(n5) time and O(n3) space. On a small benchmark dataset consisting of natural and
artificial RNA secondary structures of size below 100 nucleotides, RNA-ensign has been shown
to have higher success rate than RNAinverse and NUPACK-design. However, it has been shown
the sequences generated by NUPACK-design tend to have a higher probability of folding into the
corresponding target structures. The source code of RNA-ensign is available for download. To the
best of our knowledge, the quality of the sequences designed by RNA-ensign have not been verified
in any biological context.

INV (Gao et al., 2010) is the first reported algorithm which can deal with 3-noncrossing, canonical
pseudoknot structures. The term k-noncrossing was first introduced by the Cross folding algorithm
(Huang et al., 2009). Cross MFE, 3-noncrossing RNA structures, i.e, structures that do not contain
three or more mutually crossing arcs and in which each stack has size equal or greater than
three. In particular, in a 3-canonical structure there are no isolated arcs. INV utilizes a structural
decomposition technique to break the 3-noncrossing input structure into smaller 3-noncrossing
modules. Then for each module, INV uses a generic stochastic local search to find a sequence which
folds into the corresponding module as predicted by Cross. Then similar to RNA-SSD, the smaller
sequences are merged to generate solution for the initial input structure. At this point judging the
quality of the sequences that can be designed by INV as well as the performance of the algorithmic
approach remains unclear. In particular, the benchmark dataset of the original paper contains
only four structures of size 40-76 nucleotides and neither the source code nor any executable are
available for further benchmarking purposes.

MODENA (Taneda, 2012) implements a bi-objective NSGA2 (Deb et al., 2000) genetic algorithm to
design secondary structures including pseudoknots. At each iteration, specialized crossover opera-
tors that can handle pseudoknots and random point mutations are used to generate new offsprings.
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Then MODEA uses IPknot as the folding algorithm to measure the fitness of each individual sequence
in the population pool. At each iteration of the genetic algorithm, the fitness of each candidate
sequence is evaluated by i) measuring the similarity between the predicted secondary structure
and the target structure and ii) the free energy of the structure as predicted by IPknot. The
objective of the algorithm is to minimize the free energy of each sequence when folding into the
target structure, and also to maximize the structural similarity between the predicted fold of each
sequence with the target structure. In the end of each iteration, the non-dominant pareto frontier
of each generation is selected as the input population for the next generation. In benchmark studies
MODENA’s performance was compared with INV and the results greatly favoured to MODENA. To the
best of our knowledge, there are biological studies to verify the quality of the sequences designed
by it. MODENA is available as an executable for download.

RNAiFOLD (Garcia-Martin et al., 2013) uses a Constraint Programming (CP) approach to solve
the RNA inverse folding for secondary structures. Given a target RNA secondary structure without
pseudoknots, RNAiFOLD finds an RNA sequence whose minimum free energy structure is equivalent
to the target structure. Similar to most of the previous methods, RNAiFOLD enables the user to spec-
ify a set of design constraints such as partial nucleotide composition for specific regions. Moreover,
for the first time RNAiFOLD allows users to specify a desired level of GC content as a design con-
straint. RNAiFOLD performs an exhaustive exploration of the search space which can lead, in some
cases, especially when the structures are large and complex, to prohibitive inverse folding times.
For this reason, RNAiFOLD utilizes a Large Neighbourhood Search (LNS) method which builds on
the underlying CP framework, achieving better results for larger structures. The benchmarking
dataset of RNAiFOLD shows superior performance compared to RNAinverse, RNA-SSD, INFO-RNA
and MODENA, but inferior performance when compared to NUPACK-design. RNAiFOLD is available
as executable as well as a web service (Garcia-Martin et al., 2013). RNAiFOLD has been used to
design pseudoknot-free hammerhead ribozymes and successfully verify the catalytic activity both
in in-vitro and in-vivo (Dotu et al., 2014).

IncaRNAtion (Reinharz et al., 2013) implements a hybrid approach which consists of a global
sampling strategy that is conceptually similar to that of RNA-ensign followed by a local search
step, to design RNA structures with targeted GC content and without pseudoknots. Given a target
structure, IncaRNAtion first utilizes a simplified energy model to sample sequences with highly
stable stacking regions from the low energy ensemble of all sequences that can fold into the target.
Notably the sampling stage does not require an initial seed sequence and therefore is considered
to be seedless. This seedless approach eliminates the bias that is introduced by the initial seed.
In the second stage the output sequence from the global sampling step is used as input sequence
for RNAinverse for further refinement. During the local optimization step, the only nucleotides
subject to mutation are those that are unpaired. The global-local approach of IncaRNAtion has
shown superior performance compared to RNAinverse and RNA-SSD. To the best of our knowledge
there are no studies about the quality of the sequences designed by IncaRNAtion in any biological
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context. The source code of IncaRNAtion is available for download.

RNAfbinv (Weinbrand et al., 2013) performs sequence design that conforms to the shape of the
input pseudoknot-free secondary structure, the specified thermodynamic stability, the specified
mutational robustness and the user-selected fragment after shape decomposition. In this shape-
based design approach, specific RNA structural motifs with known biological functions are strictly
enforced, while others can possess more flexibility in their structure in favour of preserving physical
attributes. The algorithm consists of initialization of a seed which contains the desired motif
sequence followed by a simulated annealing with a four nucleotide look-ahead local search function.
In the first step, RNAinverse is used to design a high quality seed sequence including the desired
sequence constraints. In the second step iterative mutations are performed to search for local
minima and a simulated annealing approach with a non-exhaustive four nucleotide look-ahead local
search function is used to sample from the vicinity of the sequence. Here the objective function seeks
to minimize a weighted sum of five terms, namely: 1) structural similarity of the designed sequences
as predicted by RNAfold to the target structure, 2) presence of desired motif sequence, 3) tree edit
distance with the target, 4) the mutational robustness and 5) thermodynamic stability. RNAfbinv
has shown superior performance when compared with RNAinverse, RNA-SSD and INFO-RNA in
designing sequences under compositional constraints that are thermodynamically more stable and
are also more robust to positional mutations. RNAfbinv is available as a web service.

Nanofolder (Bindewald et al., 2011) uses a simplified energy model and takes the general local
stochastic local search approach that is tailored to design non-functional RNA structures that
include pseudoknots. Nanofolder uses an empirical scoring function for RNA complexes rather
than a physical energy function to measure the quality of the RNA sequences. The structure
prediction algorithm proceeds as follows: first, an exhaustive list of all possible helices consisting
of two or more base pairs is generated. Each helix is scored using the empirical scoring function. To
predict an RNA secondary structure, an RNA is folded in-silico by placing the helices in ascending
order of their scores, such that a newly placed helix is not overlapping with previously placed
helices. The stochastic local search method seeks to make point mutations that are expected
to improve on the probability of folding into the target structure. Notably the probability of
folding into target is approximated using a simplified sampling technique that does not require
computation of the partition function. The mutation operator also respects a set of design criteria
that are tailored to design non functional nano structures. Nanofolder has been extensively used
to design non functional nano structures in various biological contexts and is available as a web
service.

AntaRNA (Kleinkauf et al., 2015) takes an energy minimization approach and an ant colony
optimization (Dorigo et al., 2006) strategy to design RNA structures that include pseudoknots and
have targeted GC content. AntaRNA is initialized with a random seed sequence. During the ACO
process a large set of sequences are generated and finally the best solution is returned. antaRNA
measures the quality of sequence candidates by computing the structural distance between the
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target structure and the MFE structure of each sequence candidate as predicted by pkiss, as
well as the amount of the GC content. To the best of our knowledge, the quality of the sequences
generated by antaRNA have not been verified in any biological context. AntaRNA is available as a
web service.

ERD (Esmaili-Taheri and Ganjtabesh, 2015) implements a GA and an energy minimization cri-
teria to design pseudoknot-free RNA structures with targeted range of free energy. First, ERD
hierarchically decomposes the target structure into individual SSEs. Next a set of naturally occur-
ring sequences from the RNA STRAND (Andronescu et al., 2008) are collected to generate a pool
of seed sequences for each corresponding SSE. Using a generic bi-objective GA, ERD designs se-
quences with matching MFE structure to their corresponding SSEs as predicted by RNAfold, while
respecting the free energy requirement. During the optimization step, the successfully designed
subsequences are merged and refined until the full structure is designed. On a small benchmark
dataset, ERD has shown superior performance when compared to MODENA and INFO-RNA, and compa-
rable performance when compared to RNAiFOLD and NUPACK-design. To the best of our knowledge,
the quality of the sequences generated by ERD has not been verified in any biological context. ERD
is available as a web service.

Table 1 summarizes the key aspects of the methods we discussed. Note that other than Nanofolder,
which is tailored for the design of non-functional nano shapes, there are no other reports on compu-
tational methods for the design of pseudoknotted RNAs where the quality of in-silico results have
also been verified either in-vivo or in-vitro. In Chapter 5 we will introduce a novel algorithm and a
design pipeline for in-silico design of functional RNA secondary structures including pseudoknots.
In Chapter 6 we verify the applicability of our approach in-vitro.
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Method Pseudoknots Wet-lab Optimization
strategy

Optimization cri-
teria

RNAinverse ✗ ✓ adaptive local walk structural distance
minimization

RNA-SSD ✗ ✗ stochastic local
search

structural distance
minimization

INFO-RNA ✗ ✗ stochastic local
search

structural distance
minimization

NUPACK-design ✗ ✓ weighted local sam-
pling

ensemble defect
minimization

Frnakenstein ✗ ✗ genetic algorithm Boltzmann proba-
bility maximization

RNA-ensign ✗ ✗ global sampling energy minimization
INV ✓ ✗ graph decomposi-

tion
energy minimization

MODENA ✓ ✗ genetic algorithm energy and struc-
tural distance mini-
mization

RNAiFOLD ✗ ✓ constraint program-
ming and stochastic
local search

energy minimization

IncaRNAtion ✗ ✗ global sampling and
local optimization

energy minimization

RNAfbinv ✗ ✗ fragment assembly
and stochastic local
search

weighted sum of de-
sign constraints

Nanofolder ✓ ✓ stochastic local
search

weighted sum of de-
sign constraints

antaRNA ✓ ✗ ant colony optimiza-
tion

energy minimization

ERD ✗ ✗ fragment assembly
and genetic algo-
rithm

energy minimization

Table 1: Summary of different computational RNA designer methods
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Chapter 5

Enzymer: a new sequence
optimization algorithm and design
pipeline for pseudoknotted RNAs

5.1 Preface

T his chapter presents our proposed design pipeline and new weighted sampling algorithm
for the design and reengineering of functional RNAs including pseudoknots. This work is

published in the RNA section of the journal of Frontiers in Genetics (journal impact factor 3.79)
(Zandi et al., 2016). The content of this chapter presents the original publication including minor
modifications and corrections compared to the published article. The key modifications include 1)
the original literature review section is now more condensed , 2) an extended description of the
seed initialization part of the design process as suggested by a reviewer and an updated version of
Figure 12, 3) the addition of 2 new sections 5.5.2, 5.5.3) and three related extra figures (Figures
5, 19, 20) and 4) an extended discussion section.

5.2 Abstract
Computational design of RNA sequences that fold into targeted secondary structures has many
applications in biomedicine, nanotechnology and synthetic biology. An RNA molecule is made of
different types of secondary structure elements and an important RNA element named the pseudo-
knot plays a key role in stabilizing the functional form of the molecule. Due to the computational
complexities associated with characterizing pseudoknotted RNA structures, most of the existing
RNA sequence designer algorithms generally ignore this important structural element and therefore
limit their applications. In this paper we present a complete design pipeline named Enzymer for
the design of pseudoknotted RNA secondary structures. Our design methodology can leverage the
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evolutionary signal found in multiple sequence alignment data to reengineer naturally occurring
pseudoknotted RNAs with known function. Enzymer makes use of NUPACK as the folding algorithm
to compute the equilibrium characteristics of pseudoknotted RNAs, and implements a new adaptive
defect weighted sampling algorithm to design low ensemble defect RNA sequences for targeted sec-
ondary structures including pseudoknots. We used a biological data set of 201 pseudoknotted struc-
tures from the Pseudobase library to benchmark the performance of our algorithm. We compared
the quality characteristics of the RNA sequences we designed by Enzymer with the results obtained
from the state of the art MODENA and antaRNA. Our results show our method succeeds more fre-
quently than MODENA and antaRNA do, and generates sequences that have a lower ensemble defect, a
lower probability defect and higher thermostability. Finally by using Enzymer and constraining the
design to a naturally occurring and highly conserved Hammerhead motif extracted from multiple
sequence alignment data, we designed eight sequences for a pseudoknotted cis-acting Hammerhead
ribozyme. Enzymer is available for download at https://bitbucket.org/casraz/enzymer.

5.3 Introduction
Ribonucleic acid (RNA) molecules play critical roles in various key cellular processes. Other than
messenger RNA (mRNA) (Singer and Leder, 1966) several other classes of RNAs have been dis-
covered to be functional and the pace of discovery has accelerated over the past decade (Fu et al.,
2013; Roth et al., 2014; Stark et al., 2007; Stefani and Slack, 2008). Functional RNAs are termed
non-coding RNAs (ncRNAs) because they perform their functionality directly and not via their
protein products (Mattick and Makunin, 2006). NcRNAs are involved in translation (tRNA) (Giegé
et al., 1993), splicing (snRNA) (Matera and Wang, 2014), processing of other RNAs (snoRNA)
(Bratkovič and Rogelj, 2014) and other key regulatory processes (Bartel, 2009; Hannon, 2002;
Scarborough et al., 2014; Smith et al., 2010).

Due to their diverse ranges of functionalities, ncRNAs are well suited for applications in synthetic
biology (Khalil and Collins, 2010; Liang et al., 2011; Rodrigo et al., 2013), therapeutics (Burnett
and Rossi, 2012; Lainé et al., 2011; Shum and Rossi, 2013), as well as nanotechnology (Afonin
et al., 2013; Geary et al., 2014). The functional form of any ncRNA often requires a specific 3D
structures (Shapiro et al., 2007) that is primarily determined by the secondary structure, as well as
the sequence composition of the molecule (Dieterich and Stadler, 2013; Leontis and Westhof, 2003).
Despite the difficulties of determining the 3D structure of RNAs, secondary structure prediction
and secondary structure classification provide a major key in determining the potential functions
(Laing and Schlick, 2011) as well as family signature (Griffiths-Jones et al., 2005) of the ncRNA
molecules. Hence, developing better methods to design RNA sequences with specified secondary
structures is a valuable pursuit as it opens doors to multiple applications.

The problem of designing artificial RNA sequences that fold into a targeted secondary structure
is computationally difficult (Haleš et al., 2015; Schnall-Levin et al., 2008) and most of the existing
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methods resort to heuristics and stochastic local search strategies. The widely used RNA design
strategy consists of two steps: first a random seed is generated; next, this seed is iteratively mutated
until it adopts the desired folding properties as predicted by a folding algorithm such as RNAfold
(Hofacker, 2003), mfold (Zuker, 2003) or CentroidFold (Hamada et al., 2009).

RNAinverse (Hofacker, 2003) is one of the first and most widely used RNA secondary structure
design programs. RNAinverse decomposes the given target structure into smaller subunits and
attempts to find an RNA sequence by an adaptive local walk, or greedy algorithm. After the first
introduction of RNAinverse, significant effort by different groups has been put into the development
of improved computational methods to design RNA secondary structures, many of which have
shown significant improvement in the various aspects of the design process (Andronescu et al.,
2004; Avihoo et al., 2011; Busch and Backofen, 2006; Garcia-Martin et al., 2013; Levin et al.;
Lyngsø et al., 2012; Reinharz et al., 2013; Zadeh et al., 2011b).

All of the RNA designer methods mentioned above, ignore a critical structural element called
pseudoknots and therefore have limited use. A pseudoknot is typically formed when crossing base-
pairs occur between the unpaired bases from a loop and other bases outside that loop. Several
ncRNA species with regulatory function such as glmS ribozymes (Klein and Ferré-D’Amaré, 2006;
Soukup, 2006), Delta ribozymes (Nehdi et al., 2007), SAM II aptamer domain (Gilbert et al.,
2008), SAH riboswitch aptamer domains (Edwards et al., 2010), Hammerhead riboyzmes (Perreault
et al., 2011), the fluoride riboswitch (Baker et al., 2012), and Twister ribozymes (Roth et al.,
2014) contain pseudoknots, where the pseudoknots are known to stabilize the functional form of
the structure. Hence, it is of interest to develop RNA designer methods that can handle pseudo-
knots too. The computational complexity of designing pseduoknotted RNA secondary structures
is characterized by (Ponty and Saule, 2011).

We identify three reasons why existing methods can not handle the design of pseudoknotted
RNAs. First, in all of the methods the folding algorithms used to predict the folding properties
of the designed sequences are often RNAfold or mfold. Even though both RNAfold and mfold
can predict the MFE structure and the partition function (McCaskill, 1989) of a given sequence
and a given target structure of length n in O(n3) time and O(n2) space, neither can be used to
characterize any form of pseudoknots. Second, all methods utilize hierarchical structural decompo-
sition methods to speed up the design process. However, the hierarchical structural decomposition
methods used by the previous methods can not be generalized to cover pseudoknots and therefore
are inapplicable. Third, none of the methods make any distinction between the different types of
base pairs (i.e, nested v.s. non-nested) and therefore are not well suited for the cases where the
secondary structure includes a pseudoknot motif. In order to include pseudoknots in the design
process, it is crucial to address all these shortcomings.

To our knowledge, there are three algorithmic reports in the literature for the design of pseu-
doknotted RNAs. antaRNA (Kleinkauf et al., 2015) utilizes an Ant Colony Optimization technique
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(Dorigo et al., 2006) to design pseudoknotted RNAs that are predicted to fold into the target
structure with targeted Guanine and Cytosine (GC) distribution. antaRNA (Kleinkauf et al., 2015)
uses pKiss (Janssen and Giegerich, 2014) to predict the pseudoknotted MFE structure of RNA se-
quences. MODENA (Taneda, 2012) is a multi-objective genetic algorithm (MOGA) for pseudoknotted
RNA sequence design. MODENA attempts to maximize the structural similarity between the target
structure and the predicted fold while simultaneously minimizing the free energy of the design
candidate sequences. MODENA implements a novel crossover operator to handle pseudoknots and
uses IPknot (Sato et al., 2011) as its default folding algorithm. For a given RNA sequence, IPknot
can predict the pseudoknotted secondary structure with maximum expected accuracy (MEA) (Lu
et al., 2009); hence enabling MODENA to design pseudoknotted RNAs. Note that neither IPknot nor
pKiss can compute the partition function and therefore can not be used to measure important
qualitative characteristics such as the ensemble defect and the probability defect of the sequences.
The term ensemble defect corresponds to the ensemble average of the incorrectly paired nucleotides
and the term probability defect corresponds to the sum of the probabilities of all non-target struc-
tures in the structural ensemble at thermodynamic equilibrium (Zadeh et al., 2011b). INV (Gao
et al., 2010) is another RNA designer algorithm to design a restricted class of pseudoknots using a
graph decomposition method and a energy minimization criteria. However, as reported by (Taneda,
2012), the current implementation of INV, does not return any solution for structures larger than
85 nucleotides. It is also worth mentioning that the benchmark data set of the original article for
INV, contains only four structures that are all shorter than 85 nucleotides in length.

In our work, we identify three key choices for the design of pseudoknotted RNAs and devise
a pipeline which implements a novel sequence design algorithm. First is the choice of the folding
algorithm which must recognize pseudoknots. Ideally, one requires the folding algorithm to compute
two key measures: i) the free energy of the folded molecule, and ii) the partition function of a single
RNA sequence when folded into a target pseudoknotted secondary structure. The free energy is
a measure of thermostability, and the partition function makes it possible to characterize the
equilibrium base pair qualities by computing the matrix of base pair probabilities. Most of the
widely used single sequence folding algorithms such as RNAfold and mfold can not characterize
pseudoknots. On the other hand, other existing methods, which can recognize pseudoknots such
as IPknot, Hotknot (Ren et al., 2005), ProbKnot (Bellaousov and Mathews, 2010), pKiss and
NanoFolder (Bindewald et al., 2011), can only compute the free energy of the pseudoknotted
structures and do not make it possible to compute the partition function. To our knowledge,
NUPACK is the only available method which can be utilized to compute the partition function of
a limited but biologically relevant class of pseudoknots (Dirks and Pierce, 2003) and therefore
makes it possible to compute the matrix of base pair probabilities of a single sequence folding into
pseudoknotted target structures. Using the matrix of base pair probabilities, one can compute two
other important measures namely ensemble defect and probability defect as well.
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The second sequence design choice is the choice of an objective function for the optimization
algorithm. antaRNA, MODENA and INV utilize energy minimization approaches to design RNA se-
quences that have the highest similarity to the target structure by favouring design candidates that
have lower free energy when folded into the target. However, as described and demonstrated (Dirks
et al., 2004; Zadeh et al., 2011b), ensemble defect optimization dominates both of energy minimiza-
tion and probability defect minimization approaches. More precisely, ensemble defect minimization
leads to design of molecules with folding energies that are at least as low as those of the molecules
designed by energy minimization approaches and also have probability defect values that are at
least as low as those of the molecules designed through probability defect minimization methods.
Hence, the ideal choice for the objective function would be the ensemble defect minimization and
(Zadeh et al., 2011b) provide sufficient evidence to support this claim. Notably our results ver-
ify the dominance of the ensemble defect optimization approach versus energy minimization and
probability defect minimization approached.

The third sequence design choice is an efficient search and optimization strategy which may be
realized via iterative sequence mutations. It is desirable for the mutation operators to be able to
make a distinction between different types of base pairs (i.e., nested base pairs and non-nested base
pairs), while efficiently exploring the mutational landscape of the design candidates. To efficiently
explore the mutational landscape of the design candidates, the mutation operator must make
effective use of the folding attributes such as the free energy, as well as the two different matrices
of base pair probabilities as predicted by the folding algorithm.

In this paper, we follow an ensemble defect optimization strategy to design RNA sequences that
fold into a single targeted secondary structure that includes pseudoknots. Our method extends the
approach previously introduced by (Zadeh et al., 2011b) to design pseudoknot-free RNA secondary
structures such that the pseudoknots can be handled as well. We introduce a complete RNA design
pipeline named Enzymer which implements a new adaptive defect weighted sampling algorithm, and
use it to progressively mutate design candidates until the specified stop conditions are reached.
When available, Enzymer leverages multiple sequence alignment data to extract catalytic core of
functional RNAs to facilitate seed initialization process for the purpose of reengineering ncRNAs
such as ribozymes. We note that the notion of adaptive weighted sampling technique was previously
used by (Reinharz et al., 2013) in another context. To benchmark our method, we used a biological
dataset from the PseudoBase library (Van Batenburg et al., 2000), containing 201 pseudoknotted
ncRNAs of length 21-144 nucleotides. We compared our results with the results generated by the
state of the art namely MODENA and antaRNA. Our results also show that Enzymer generates sequence
populations that have a lower ensemble defect, a lower probability defect, higher thermostability,
a higher Boltzmann frequency and a higher success rate when compared to the results generated
by antaRNA. Finally, we used the complete Enzymer pipeline and constrained the design process by
using a naturally occurring and highly conserved Hammerhead motif, which was extracted from
multiple sequence alignment data, to design eight RNA sequences for a pseudoknotted cis-acting
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Hammerhead ribozyme.

5.4 Materials & methods

5.4.1 RNA folding measures at equilibrium
Let φ denote an RNA sequence with n nucleotides. Sequence φ = φ1...φn, can be specified by
positional base identities such that φi ∈ {A, U, G, C} for i = 1, ..., n. Secondary structure τ can
be specified by a set of base pairs (φi, φj) where 1 ≤ i < j ≤ n, such that positions i and j

are paired, j ≥ i + 3, and (φi, φj) ∈ {(A − U), (G − C), (G − U), (U − A), (C − G), (U − G)}. We
denote ensemble Γ, as the set of all possible secondary structures of φ including pseudoknots. For
a sequence φ and secondary structure τ ∈ Γ, the free energy ∆G(φ, τ) in kcal/mol, is calculated
using nearest-neighbour empirical parameters for RNA in 1 M Na+ (Mathews et al., 1999). By
calculating the partition function (Dirks and Pierce, 2003) over Γ (equation 4) one can compute
the equilibrium probability of φ folding into τ (equation 5). The equilibrium structural features
of ensemble Γ are quantified by the base pairing probability matrix P (φ) with entries Pi,j ∈ [0, 1]
corresponding to the probability:

Pi,j (φ) =
∑

τ∈Γ
p (φ, τ) Si,j (τ) (16)

that the base pair i.j forms at equilibrium. Here S(τ) is the structure matrix with entries Si,j ∈
{0, 1}. If structure τ contains pair i.j, then Si,j = 1, otherwise Si,j = 0. To describe unpaired bases,
the structure and probability matrices are augmented by an extra column. The entry Si,n+1(τ) is
unity if base i is unpaired in structure τ and zero otherwise. The entry Pi,n+1(φ) ∈ [0, 1] denotes
the equilibrium probability that base i is unpaired over ensemble Γ. Hence, the row sums of the
augmented S(τ) and P (φ) are unity. The term probability defect (Zadeh et al., 2011b) corresponding
to the sum of the probabilities of all non-target structures of ensemble Γ can be computed by term:

π(φ, τ) = 1 − p(φ, τ) (17)

The term ensemble defect (Zadeh et al., 2011b) is defined by:

n(φ, τ) = n −
∑

1≤i≤n,1≤j≤n+1
Pi,j (φ) Si,j (τ) (18)

where n(φ, τ) corresponds to the ensemble average number of incorrectly paired nucleotides at
equilibrium over ensemble Γ. Intuitively, the term normalized ensemble defect is given by:

N(φ, τ) = n(φ, τ)/n (19)

We use NUPACK to compute Pi,j and two extra matrices: the matrix of nested base-pair proba-
bilities P ′

i,j , and the matrix of non-nested base-pair probabilities P ′′
i,j , all in O(n5) time and O(n4)

space. The dynamic programming methods to compute P ′
i,j and P ′′

i,j are described by (Dirks and
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Pierce, 2003). Enzymer uses Pi,j to compute the normalized ensemble defect, and uses P ′
i,j and P ′′

i,j

to guide the mutation operator.

One can formulate the MFE defect by term:

µ(φ, τ) = d(MFEφ, τ) (20)

where d(MFEφ, τ) quantifies the hamming distance between the predicted MFE structure of φ and
the target structure τ . We call a design successful if d(MFEφ, τ) = 0. Furthermore, to measure how
dominant a structure is in the Boltzmann ensemble, one can compute the Boltzmann frequency
by term:

Bf = e−∆G(φ,τ)/kBT /Q(φ) (21)

Finally, for a set of aligned sequences S =
{

φ1...φl
}

generated for a single target τ , the term
sequence identity (Reinharz et al., 2013) defined by:

Sid =
∑

φ1,φ2∈S×S

⎛

⎝ 1
φ1

∑

φ1
i ≡φ2

i

1

⎞

⎠ (22)

quantifies the the degree of similarity of the sequences in the corresponding set S. Intuitively, Sid

quantifies the diversity of a sequence population. Note that in our case all sequences designed for
a given structure have equal length and therefore there are no gaps in the aligned set S.

5.4.2 Enzymer: an adaptive defect weighted sampling algorithm and
RNA design pipeline

Enzymer follows an ensemble defect minimization approach and implements a new adaptive defect
weighted sampling algorithm to design pseudoknotted RNAs with a single target secondary struc-
ture. In our context, the term adaptive means that the total number of positions to mutate at
each iteration is dynamically chosen at the run-time. When the quality of the candidate sequences
are low, more positions will be mutated, and as the quality improves the number of mutations
at each iteration will become smaller. We show this strategy leads to a reduction in the number
of required iterations; hence reducing the run-time required to reach the stop criterion. The term
defect weighted sampling means that at each iteration the probability of mutation of a nucleotide
at each position depends on the type of that position (i.e. free, nested pair or non-nested pair),
and is also proportional to the positional contribution of that nucleotide to the ensemble defect
of the sequence. The positional defect of each position is based on the type of the position and
is quantified by Pi,j for free nucleotides, by P ′

i,j for nested base pairs, and by P ′′
i,j for non-nested

base pairs. Enzymer may optionally use MSA data to extract highly conserved nucleotides often
referred to as catalytic core of RNA structures with known function from Rfam or other literature
in order generate a design template. The use of design template is particularly useful when the
goal is to reengineer RNA enzymes with known function such as ribozymes and riboswitches.
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For a given pseudoknotted target structure τ of size n, our method starts with either a randomly
generated seed φ or a design template. The design template can be generated when MSA data
as well as the consensus secondary structure for the target structure are available. The design
template includes nucleotides that were highly conserved through the evolution and are known
to encode the core function for ncRNAs. Once the seed sequence is generated and the design
template is embedded inside the seed, then Enzymer iteratively samples from the low ensemble
defect mutational landscape of the initial sequence until it reaches the stop condition. We note
that the nucleotide positions that are part of the design template are immutable. Let fstop denote
the maximum value that we accept for N(φ, τ). The iterations stop and return φ when N(φ, τ) ≤
fstop. We note that during each instance of the design trial, there is no guarantee of reaching
N(φ, τ) ≤ fstop. Hence, we limit the maximum number of the iterations and once the limit is
reached, we report the fittest result that was found during the sampling process. Let max it

denote the maximum number of iterations. Then we define the stop condition as the event where
either N(φ, τ) ≤ fstop or max it is reached.

Figure 12 presents the key steps of Enzymer. Algorithm 5 describes the complete design approach.
Algorithms 2, 3 and 4, describe the three mutation operators that constitute the adaptive defect
weighted sampling process. An Enzymer instance, starts with four input parameters: i) τ , ii) fstop,
iii) max it, and iv) design template t as defined by string t = t1...tn, where ti ∈ {A, U, G, C, o}
such that the length of t is equal to n. We use t to specify design constrains.

First, for target τ we initialize a random RNA seed sequence φ that is compatible with the
target structure by enforcing base pairing rules (Algorithm 5, line 3). At the seed initialization
step, the design template t generated by Algorithm 9 is used as a mean to specify a set of positional
nucleotide constrains on the seed sequence. We use a random initial seed if no template is provided.
We further describe the template initialization process in Algorithm 9. Once the seed is initialized,
we update the seed to match the template such that for i = 1...n, if ti ̸= ”o” then φi = ti.
Furthermore, t is also used during the sampling process to safeguard the constrained positions
against mutations. More precisely, for i = 1...n, the nucleotide φi is subject to mutation, if and
only if ti = ”o”. Our algorithm allows the user to specify the percentage of the GC content for
unconstrained regions of the initial seed sequence and if the GC content is not specified, a random
value between of 20% to 80% is used to generate the initial seed sequence.

Second, we use the prob program with -pseudo option from NUPACK, to compute Pi,j , P ′
i,j and

P ′′
i,j . We use Pi,j to compute N(φ, τ) and use P ′

i,j and P ′′
i,j to guide the sampling step (Algorithm

5, lines 6 and 7).

Third, the algorithm executes the adaptive defect weighted sampling process until it reaches
the stop condition (Algorithm 5, line 13). At each iteration the sampling process will uniformly
and randomly select from one of the mutation operator (Algorithm 5, line 15) to sample mutants
from the low ensemble defect mutational landscape of φ. The first mutation operator targets
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unpaired positions and mutates a single unpaired position. The second mutation operator targets
pair positions and mutates a single base pair. Ideally, we would like to mutate multiple positions
at each iteration with the aim of reaching the stop criteria with fewer iterations and therefore
reducing the running time of the sampling algorithm. Therefore we implemented a third mutation
operator to dynamically decide for variable m, which quantifies the total number of positions that
have to go under mutation at each iteration. Once the third mutation operator computes m it
will make random calls to the first and second mutation operators until precisely m positions are
mutated. The details of each of the three mutation operators follows:
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Figure 12: Enzymer design pipeline; Step 1: generate initial seed; if a template if provided then
use it as the initial seed. Step 2: evaluate the quality sequence candidates. If the stop condition is
met, we return the sequence. Step 3: the adaptive defected weighted sampling process starts. In 3.1
the mutation operator is uniformly randomly selected. If the m-mutation schema is chosen then in
step 3.2 compute the value of m. In 3.3 sample from low ensemble defect mutational landscape of
the current sequence by applying the mutation operator; if the quality of the sampled sequence is
improved compared with the , then we discard the old sequence and select the new one for further
optimization. Step 4: when the stop condition is reached, return the designed sequence.

1. single point mutation (algorithm 6): this operator samples a mutant sequence from the
mutational landscape of φ by mutating a single free nucleotide. For an arbitrary unpaired φi,
the probability of mutation is computed by (1 − Pi,n+1), which is the measure of positional
contribution of φi to N(φ, τ). The mutation operator scans through φ until it selects a single
unpaired nucleotide φi for mutation.
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Algorithm 5 Enzymer(τ, fstop, max it, template = False)
1: // input: target structure, target normalized ensemble defect, maximum iterations
2: if (template is False) then
3: φ ← initialize random seed(τ, t)
4: end if
5: if (template is not False) then
6: φ = template
7: end if
8: iteration count ← 1
9: Cdesign begin ← current time()

10: Pi,j , P ′
i,j , P ′′

i,j , π(φ, τ) ← nupack pairs(φ, τ) //compute pair probabilities using NUPACK-pairs

11: N(φ, τ) ← compute normalized ensemble defect(Pi,j , φ, τ)
12: // adaptive defect weighted sampling process starts here
13: while (N(φ, τ) ≥ fstop) OR (iteration count < max it) do
14: iteration count ← iteration count + 1
15: mutation scheme ← random integer(1, 3)
16: if (mutation scheme == 1) then
17: φ′ ← mutate single nucleotide(φ, τ, Pi,j , t)
18: end if
19: if (mutation scheme == 2) then
20: φ′ ← mutate basepair(φ, τ, P ′

i,j , P ′′
i,j , t)

21: end if
22: if (mutation scheme == 3) then
23: m′ ← (length(τ) ∗ N(φ, τ))/5
24: m ← floor(absolute value(normal distribution(m′, m′/5)))
25: if m < 1 then
26: m = 1
27: end if
28: φ′ ← m mutants(m, φ, τ, Pi,j , P ′

i,j , P ′′
i,j , t)

29: end if
30: Pi,j , P ′

i,j , P ′′
i,j , π(φ′, τ) ← nupack pairs(φ′, τ)

31: N(φ′, τ) ← compute normalized ensemble defect(Pi,j , φ′, τ)
32: if N(φ′, τ) < N(φ, τ) then
33: φ = φ′

34: end if
35: end while
36: Cdesign end ← current time()
37: Cdesign ← Cdesign end − Cdesign begin

38: Return φ, N(φ, τ), π(φ, τ), ∆G(φ, τ), Cdesign
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2. pair mutation (algorithm 7): this operator samples a mutant sequence from the mutational
landscape of φ by mutating a single base pair. This operator makes distinction between the
two different types of base pairs. For an arbitrary nested base pair (φi, φj), the probability
of pair mutation is proportional to its contribution to N(φ, τ) and is computed by the term
(1 − P ′

i,j). For an arbitrary non-nested base pair (φi, φj), the probability of pair mutation
is proportional to its contribution to N(φ, τ) and is computed by (1 − P ′′

i,j). The operator
continuously scans through all base pairs to select exactly one base pair for mutation.

3. m-mutation (algorithm 8): this operator samples a mutant sequence from the mutational
landscape of φ by mutating exactly m positions. The value of m will dynamically converge
to a value proportional to N(φ, τ) and n. Let m′ represent the value that m converges to
and be defined by:

m′ = (N(φ, τ) ∗ n)/C (23)

where C is an arbitrary constant. In our simulations we set C = 5. Then we compute m

using:

m = ⌊|normal distribution(m′, m′/5)|⌋ (24)

Once the value of m is determined, the operator will iteratively make uniformly random calls
to the single point and pair mutation operators until exactly m positions are mutated. This
technique causes the sampling process to choose more positions for mutation when N(φ, τ)
is large, and to choose fewer positions as N(φ, τ) diminishes.

The last step of each iteration is to compute N(φ, τ), Pi,j , P ′
i,j , P ′′

i,j . If the newly generated
sequence has improved quality (lower defect), we discard the old sequence and replace it with
the newly generated one (algorithm 5, line 32). Finally the algorithm decides whether the stop
condition is reached or not. When the sampling process reaches the stop condition, the iterations
will stop and φ will be returned.

5.4.3 Run-time requirement
To measure the run-time performance of each Enzymer instance, we count the number of iterations
as well as the number of seconds required to reach the stop criteria. We emphasize that our
algorithm utilizes NUPACK to compute the partition function of each sequence in O(n5) time. Due
to the expensive computational costs associated with computation of the partition function at
each iteration, it would be ideal to utilize an approach that enables the algorithm to reach the
stop criteria in fewer steps. We will discuss in the results section how our third mutation operator
(i.e. m-mutation operator) improves the run-time requirement of our adaptive weighted sampling
algorithm.
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Algorithm 6 mutate single nucleotide(φ, τ, Pi,j , t)
1: // input: sequence, target structure, matrix of pair probabilities and the design template
2: mutation ← False
3: while mutation == False do
4: i ← randomly select unpaired position(τ)
5: if t [i] is not ”o” then
6: continue
7: end if
8: random number ← random float(0, 1)
9: probability of mutation ← 1 − Pi,n+1

10: if random number < probability of mutation then
11: φ′ ← mutate at position(position = i, φ) //replace φi with A,G,U or C
12: if φ′ is not φ then
13: φ ← φ′

14: mutation ← True
15: end if
16: end if
17: end while
18: Return φ

5.4.4 Dataset
To benchmark the performance of our method we use a non-redundant and diverse biological
dataset of pseudoknotted secondary structures prepared by (Taneda, 2012). We note that the
original source of all of the target structures in this dataset is the Pseudobase library. The initial
dataset was composed of 266 structures. We emphasize that the only existing folding algorithm
which enables one to compute P (φ, τ), P ′(φ, τ) and P ′′(φ, τ), is NUPACK and therefore we use it
to filter the dataset. Since NUPACK can only recognize a limited class of pseudoknots, our filtering
process yields a dataset of 201 pseudoknotted structures of length 21-144 nucleotides. Figure 13
in the supplementary material section presents the size distribution of the target structures in the
filtered dataset. We will refer to the filtered dataset as Pseudo. Our algorithm accepts secondary
structures over the alphabet {[, ], (, ), .} presented in standard dot bracket notation. The Pseudo
dataset is available at https://bitbucket.org/casraz/enzymer.
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Algorithm 7 mutate basepair(φ, τ, P ′
i,j , P ′′

i,j , t)
1: //function inputs: sequences, target, nested pair probability, non-nested pair probability, tem-

plate
2: mutation ← False
3: while mutation == False do
4: i, j ← randomly select a pair(τ)
5: if t [i] is not ”o” AND t [j] is not ”o” then
6: continue // The entire pair is locked as specified by the design template t
7: end if
8: if t [i] is not ”o” AND t [j] is ”o” then
9: φ′ ← only mutate j(j, φ) // respecting pair rules, only mutate the unlocked part of the

pair
10: if φ′ is not φ then
11: φ ← φ′

12: mutation ← True
13: end if
14: Return φ
15: end if
16: if t [j] is not ”o” AND t [i] is ”o” then
17: φ′ ← only mutate i(i, φ) // respecting pair rules, only mutate the unlocked part of the

pair
18: if φ′ is not φ then
19: φ ← φ′

20: mutation ← True
21: end if
22: Return φ
23: end if
24: if (i, j) is a nested base pair in τ then
25: random number ← random float(0, 1)
26: probability of mutation ← 1 − P ′

i,j

27: if random number < probability of mutation then
28: φ′ ← mutate position i j(φ, i, j) //replace φi, φj with A-U, G-C or G-U
29: if φ′ is not φ then
30: φ ← φ′

31: mutation ← True
32: end if
33: end if
34: end if
35: if (i, j) is a non-nested base pair in τ then
36: random number ← random float(0, 1)
37: probability of mutation ← 1 − P ′′

i,j

38: if random number < probability of mutation then
39: φ′ ← mutate position i j(φ, i, j) //replace φi, φj with A-U,G-C,G-U,U-A,C-G or U-G
40: if φ′ is not φ then
41: φ ← φ′

42: mutation ← True
43: end if
44: end if
45: end if
46: end while
47: Return φ

64



Algorithm 8 m mutation(m, φ, τ, Pi,j , P ′
i,j , P ′′

i,j , t)
1: // This function mutates exactly m positions. The inputs are the number of positions to

mutate, sequence, target structure, pair probabilities, nested pair probabilities, non-nested
pair probabilities and the design template, respectively.

2: mutation count ← 0
3: while mutation count < m do
4: i ← random(1, length(τ))
5: if φi is a free nucleotide OR mutation count == (m − 1) then
6: φ ← mutate single nucleotide(φ, τ, Pi,j , t)
7: mutation count ← mutation count + 1
8: end if
9: if φi is not a single nucleotide then

10: φ ← mutate basepair(φ, τ, P ′
i,j , P ′′

i,j , t)
11: mutation count ← mutation count + 2
12: end if
13: end while
14: Return φ

Figure 13: Benchmark dataset curated from Pseudobase
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5.4.5 Setup
For each target structure in Pseudo, we ran Enzyner for 30 independent trials. We ran each trial
on a dedicated computational core with a CPU speed of 2.0 GHz and 2GB of RAM. This leads to
30 ∗ 201 (total of 6030) independent instances of the method. In our setup, we set fstop = 0.01 and
max it = 400. Note max it = 400 is an arbitrary choice; however as we will discuss, it turned out
the 400 is a sufficiently large number of iterations to demonstrate the effectiveness of our approach.
Finally, Enzymer returns a single design candidate per trial.

For each target structure in Pseudo, we ran Enzyner for 30 independent trials. We ran each trial
on a dedicated computational core with a CPU speed of 2.0 GHz and 2GB of RAM. This leads
to 30 ∗ 201 (total of 6030) independent instances of the method. In our setup, we set fstop = 0.01
and max it = 400. Note max it = 400 is an arbitrary choice; however as we will discuss, it turned
out that 400 is a sufficiently large number of iterations to demonstrate the effectiveness of our
approach. Finally, Enzymer returns a single design candidate per trial.

We compare the performance of Enzymer with MODENA and antaRNA. We emphasize that for
target structure τ , Enzymer seeks to design sequence φ by minimizing the normalized ensemble
defect value, where MODENA and antaRNA aim to design sequences with high thermostability. In order
to establish a fair basis for comparison with MODENA, we set the maximum number of generations
(i.e. max it) of a MODENA instance to 400. Note that MODENA is a genetic algorithm and is initialized
by a population of P independently generated seed sequences and once it reaches the maximum
number of generations it returns a population of P candidate solutions. In order to observe a
consistent behaviour, the author of MODENA (Taneda, 2012) recommends to set the initial population
size to be equal to 10% of the total number of generations. Hence, for each target structure we
set the P = 40. In the end, for each target structure, we sort the generated sequences based on
the corresponding normalized ensemble defect values and select a subset of 30 sequences with the
lowest normalized ensemble defect. MODENA generated sequences for all of the 201 target structures.
For the case of antaRNA, we ran 30 independent trials and generated 30 sequences for each target
structure. Because there is no guarantee that antaRNA reaches the stop condition, we limit the
running time to be equal median running time that was required by Enzymer to reach the stop
condition for each corresponding target structure. We note that antaRNA failed to recognize four
of the target structures from the benchmark dataset.

Other than MODENA and antaRNA, the only other reported pseudoknot designer algorithm is
INV. As of the date of submission of this article, INV has remained unavailable for benchmarking
purposes. However, as reported by (Taneda, 2012), INV does not return any solution for structures
that are larger than 85 nucleotides in length. Furthermore, even for structures that are shorter
than 85 nucleotides, MODENA has demonstrated superior performance compared to INV. Therefore
comparing Enzymer with MODENA and antaRNA is expected to provide us with sufficient information
about the performance of Enzymer.
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5.5 Results

5.5.1 Benchmark results
To characterize the quality of a designed sequence φ that is predicted to fold into τ , we measure
the normalized ensemble defect N(φ, τ) (eq. 19), probability defect π(φ, τ) (eq. 17), normalized
free energy ∆G(φ, τ), MFE defect µ(φ, τ) (eq. 20), Boltzmann frequency Bf (eq. 21) and sequence
identity Sid (eq. 22).

For each of the three methods and for each target structure τk ∈ Pseudo where k = 1, ..., 201,
we generated 30 sequences φls where l = 1, ..., 30. For each τk, let fk denote the frequency of
reaching N(φl, τk) ≤ 0.01 . Figure 15 presents the fk values we obtained for each τk from a pool
of 30 generated φl by each method. In this performance evaluation, we observed fk ≥ 1 in 188,
140 and 24 cases for Enzymer (Figure 15 (A)), for MODENA (figure 15 (B)) and for antaRNA (Figure
15 (C)) respectively. Furthermore, we observed that there is no single case where the fk of the
results generated by Enzymer was lower than that of MODENA or antaRNA.

The number of successful designs where µ(φl, τk) = 0 are presented in Figure 16. The results
show that Enzymer outperformed both MODENA and antaRNA in 191 and 194 cases respectively. We
also observe MODENA outperformed antaRNA in 127 cases. Respective binomial test statistics with
p-values 1.55e−44 and 1.52e−48 shows Enzymer delivers superior performance compared to MODENA
and antaRNA in generating sequences that have their predicted MFE equal to the target structure.
Moreover, binomial test statistic with p-value 2.26e−4 also shows that MODENA delivers superior
performance compared to antaRNA.

Figure 17 presents the median normalized ensemble defect values of the sequences generated
by each method for each target structure. We observe Enzymer generated sequences with lower
normalized ensemble defect and outperformed both MODENA and MODENA in 200 and 201 cases
respectively. Furthermore, we also observe MODENA outperformed antaRNA in 155 cases. Respective
binomial test statistics with p-values 1.25e−58 and 6.22e−61 shows that Enzymer delivers superior
performance compared to MODENA and antaRNA in generating sequences with lower ensemble defect.
Furthermore, binomial test statistic with p-value 5.28e−15 shows that MODENA delivers superior
performance as compared to antaRNA.

Figure 18 shows median probability defect values of the sequences generated by each method
for each target structure. We observe Enzymer outperformed MODENA and antaRNA in 196 and 201
cases respectively. We also observe MODENA outperformed antaRNA in 153 cases. Respective binomial
test statistics with p-values 1.66e−51 and 6.22e−61 shows that Enzymer delivers superior perfor-
mance compared to MODENA and antaRNA in generating sequences with lower probability defect.
Furthermore, binomial test statistic with p-value 5.72e−14 shows that MODENA delivers superior
performance when compared to antaRNA as well.
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Figure 19 presents the normalized median free energy values of the sequences generated by each
method. We observed Enzymer designed sequences with lower free energy compared to MODENA and
antaRNA in 102 and 198 cases respectively. We also observe when compared with antaRNA, MODENA
generated sequences with lower free energy in 195 cases. Respective binomial test statistics with
with p-value 0.88 shows Enzymer and MODENA generate sequences with similar free energy. However,
respective binomial test statistics with p-values 8.42e−55 and 5.45e−50 shows that both Enzymer
and MODENA deliver superior performance as compared to antaRNA in generating sequences that
have lower free energy and therefore are thermodynamically more stable.

Figure 20 presents the median Boltzmann frequencies achieved by each of the methods. We ob-
serve Enzymer outperformed MODENA and antaRNA in generating sequences with higher Boltzmann
frequency in 197 and 201 cases respectively. We also observe MODENA outperformed antaRNA in 153
cases. Respective binomial test statistics with p-values 4.19e−53 and 6.22e−61 shows that Enzymer
delivers superior performance compared to both MODENA and antaRNA in generating sequences that
have higher Boltzmann frequency values. Moreover, binomial test statistic with p-value 5.72e−14

shows that MODENA delivers superior performance compared to antaRNA.

Figure 21 presents median sequence identity for sequence populations generated by each method.
We observe antaRNA generated sequences with lower sequence identity in all 201 cases. When we
compare Enzymer with MODENA, we observe Enzymer generated sequences with lower sequence iden-
tity in 193 cases. Binomial test statistics with p-value 6.22e−61 suggest antaRNA generates solution
sets that have lower sequence identity than those sequences generated by Enzymer and MODENA. On
the other hand binomial test with p-value 3.72e−47 suggests that MODENA generates solution sets
with the lower degree of sequence diversity than the solution sets generated by Enzymer.

5.5.2 Comparing the run-time performance of the three optimization
algorithms

To compare the performance of our adaptive defect weighted sampling optimization algorithm
with NSGA II of MODENA or ACO of antaRNA, we decouple the effect of the quality evaluation step
which occurs at each iteration of the search and optimization process from the design process. For
each method and trial we compute R = C design

C eval where C design represents the time in seconds to
complete the design process and C eval represents the number of seconds it takes to evaluate the
quality of a single design candidate. The value of R allows us to implicitly compare the relative
performance of each method without requiring an explicit count of the number of times the fitness
method is called. This is particularly useful since there was no clear way to count the total number
of times antaRNA is calling pKiss. Figure 22 shows the R values we obtained after each trial
for each method. We observe that our adaptive sampling strategy shows faster convergence than
NSGA II and ACO while NSGA II shows the worst performance. This observation is expected.
We know the NSGA II evaluated the fitness of an entire population of solution candidates at
each iteration which can be a significantly higher number of fitness evaluations compared to our
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approach where the fitness of only a single solution candidate is evaluated at each iteration. Similar
expensive fitness evaluation schema is also observed in ACO, however, in a more moderate way
as the number of individual ant agents are often smaller than the size of the population pool of
genetic algorithms such as in the NSGA II. Our results show that our sampling strategy computes
the fitness function only once at each iteration is very useful for problems where fitness evaluation
is an expensive task. On the other hand what we also observe in Figure 22 is that our method
is less sensitive than ACO and NSGA II to the size of the target structure in terms of number
of fitness evaluations required while the NSGA II is highly sensitive to the size of the problem.
The observation related to sensitivity of performance to size of the problem implies that adaptive
weighted sampling strategies scale better than ACO and NSGA II. The results show that the
adaptive weighted sampling algorithm of Enzymer is overall a more efficient optimization algorithm
than both the ACO algorithm of antaRNA and the multi-objective NSGA II of MODENA.

Figure 23 (A) compares the run-time performance, including the time required for fitness eval-
uation of Enzymer, with MODENA. The y-axis quantifies the logarithm of the median running time
required by each of the two methods to reach the corresponding stop criteria. The x-axis represents
the size of the target structures in increasing order. As the size of the target structures grow, we
observe a rapid rate of growth in the run-time requirement of Enzymer as opposed to a slower
growth of run-time requirement for MODENA. The computationally costly run-time requirement of
Enzymer is directly related to the expensive task of computing the partition function over the
pseudoknotted ensemble in O(n5) time. We have omitted antaRNA from this figure because in our
simulations we enforced antaRNA to run for the exact same amount of time that was required by
Enzymer to reach the stop condition for each corresponding target structure. We note that the
stop criteria for antaRNA is when the MFE defect becomes zero, however, as Figure 16 shows,
there is no guarantee for antaRNA to reach the stop criteria and therefore an artificial cap on the
maximum running time allowed must be applied. Figure 23 (B) presents the median value for the
number of iterations required for Enzymer to reach the stop criteria. We observe in 179 or 89% of
the cases, the stop condition was reached in less than 200 iterations. Note that given a population
of size 30, the NSGA II must compute the fitness function 30 times at each iteration which means
that by the time Enzymer reaches the stop condition, MODENA has only reached its 6th generation.
Both MODENA and antaRNA have been omitted from Figure 23 (B). MODENA is omitted because it
does not stop the optimization process unless it reaches the maximum number of iterations. We
also omitted antaRNA because it was not possible to measure the total number of iterations before
antaRNA reached the stop condition.

5.5.3 Effect of individual algorithmic ingredients on convergence
The effect of adding the adaptive sampling technique to the normalized ensemble defect and

probability defect values are presented in Figure 24. In order to make a visual comparison possible,
we also added the second degree curve to each dataset. We observe when we enabled the adaptive
sampling schema (i.e., the third mutation operator) we reached the lower normalized ensemble
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defect values in 199 out of 201 cases (figure 24 (A)). We also observe that the adaptive sampling
technique lowered the probability defect values in 181 out of 201 cases (figure 24(B)). Respective
binomial test statistics with p-values 1.26e−56 and 1.25e−33 strongly suggest that when the total
number of iterations are kept constant (i.e max it = 400), the adaptive sampling strategy enables
the algorithm to reach a lower normalized ensemble defect value and a lower probability defect
values and therefore improve on the run-time requirement of the algorithm.

Figure 25 depicts the effect of making a distinction between nested and non-nested base pairs
when a paired position is subject to mutation. To understand this effect, we ran Enzymer in three
different modes. First, Enzymer was ran in the default mode (red triangles in figure 25). Second
Enzymer was ran in local search mode (one mutation per iteration) without making distinction
between nested and non-nested where probability of mutation was read from the pair probability
matrix P (green triangle in figure 25). Third Enzymer was ran in local search mode but this time
we allowed the sampling algorithm to make distinction between nested and non-nested pairs by
reading the probability of mutation from the corresponding pair probability matrices P ′ and p′′

respectively (yellow stars in figure 25). A comparison of the second and third modes reveals the
benefit of making a distinction between the different types of base pairs when a paired position
is evaluated for mutation. More precisely, when during the sampling process with a fixed number
of iterations the paired positions are mutated according to their type (nested v.s non-nested) we
observe better results both in normalized ensemble defect and probability defect values. The 5th
degree curves help to better compare the performances of the three modes. As expected, the first
mode outperforms the other two.

5.5.4 Analyzing the convergence of the optimization algorithm
In principle, our optimization algorithm (Algorithm 5) takes similar steps to genetic algorithms

(GA) we presented in Chapter 3 take. Our algorithm can be regarded as a GA with a population
size of one without the possibility of having a cross-over operator. An advantage of our method
compared with GAs is that because the population size is equal to one, our method does not
require to compute the objective function more than once per iteration. As described by (Eiben
et al., 1990) one can generalize the optimization strategies of GAs by following:

1. Choose an initial random point P in the search space.

2. Until stop criteria is reached, find a neighbouring point P ′ for the current candidate P .

3. If quality of P ′ is better than P , then replace P with P ′ and go to step 2.

4. If quality of P ′ is not better than P , then choose P and go to step 2.

For GAs, Markov chains have been used to prove probabilistic convergence of the best solution
within a population to the global optimum if at each iteration the best solution survives with prob-
ability one (Fogel, 1992; Rudolph, 1994). According to (Rudolph, 1994) convergence to the global
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optimum is not an inherent property of the GAs but rather is a consequence of the algorithmic
trick of keeping track of the best solution found over time. It is proved by means of homogeneous
finite Markov chain analysis that a GA will never converge to the global optimum. One should
refer to theorem three and four on pages 4-5 from (Rudolph, 1994) for the formal proof. However,
according to theorem seven in (Rudolph, 1994) on page seven, maintaining the best solution found
before selection, makes the underlying Markov process inhomogeneous and guarantees convergence
to the global optimum. Notably, according to the above procedure, Enzymer takes precisely the
same steps as GAs do and therefore guaranteed to converge to the optimal solution if enough
number of iterations are passed. The first step, seed initialization of the above procedure is equiv-
alent to lines 2 to 7 of Algorithm 5. The second step of the above procedure is equivalent to the
loop which starts at line 13 and ends at line 35 of Algorithm 5. The selection step (steps 3 and
4 of the above procedure) is equivalent to line 32 of Algorithm 5. The third step of the above
procedure guarantees that the best solution is always surviving. Indeed in Figure 23 we observe
that the probability of reaching N(φ, τ) in less than 200 iterations is 89% that is 179 cases out
of 201. Notably we do not observe correlation between the size of the problem and the number of
iterations required to reach N(φ, τ) ≤ 0.01.

5.6 Enzymer pipeline: Using naturally occurring motif se-
quences to reengineer functional RNAs

To reengineer naturally occurring RNAs such as ribozymes and riboswitches, we add a prepro-
cessing step to the seed initialization step to Enzymer (Algorithm 9). During the preprocessing step
we generate a design template as input seed sequence for Enzymer. For a target molecule, we obtain
the multiple sequence alignment data related to that molecule from Rfam or other sources in the
literature. We use the homology profiles to extract the probabilistic profile of the evolutionarily
conserved catalytic core of the target functional unit. We use the obtained homology profile to
generate a population of design templates (Algorithm 9 line 1). Then we evaluate the quality of
each design template (Algorithm 9 line 2) . For each template, we lock the positions with 90% rate
of evolutionary conservation so they can not change during the optimization process (Algorithm
9 line 3). We allow the rest of the positions (i.e., those with less than 90% conservation rate) to
remain open for mutation during the optimization process. Next we evaluate the quality of each
design template (Algorithm 9 line 4) and choose the best one as input to Enzymer (Algorithm 9
line 5). Figure 14 and Algorithm 9 summarize the above mentioned process.
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Figure 14: For a consensus secondary structure and a homology profile sample from the probability
distribution of the homology profile to generate a population of ten RNA sequences. Note that
10 is an arbitrary number. Then evaluate the ensemble defect of each template in the template
population. Select the best template and apply positional constraints on nucleotides with greater
than or equal to 90% rate of conservation according to the homology profile. Use the final template
as input to Enzymer.

Algorithm 9 Enzymer pipeline(homology profile, conserve rate, τ, f stop, max it, sample size)
1: T ← sample from homology profile(homology profile, sample size, conserve rate) // sam-

ple count is size of the sample set
2: T ← evaluate ensemble defect(T )
3: T ← apply constraints(T )
4: template ← choose best template(T ) // choose template with lowest ensemble defect
5: phi ← Enzymer(τ, f stop, max it, template = template)
6: Return φ

We used the technique described in Figure 14 to reengineer a naturally occurring hammerhead
ribozyme. Hammerhead ribozymes are small self-cleaving RNAs that promote strand scission by
internal phosphodiaster transfer. In this section we use Enzymer to reengineer a cis-acting pseu-
doknotted Hammerhead ribozyme by using a set of naturally occurring and highly conserved
nucleotides, which constitute a highly conserved Hammerhead motif that is extracted from mul-
tiple sequence alignment data. An RNA structural motif is defined as a collection of nucleotides
that fold into a stable three dimensional (3D) structure, which can be found in naturally occurring
RNAs in unexpected abundance.

Figure 26 shows the secondary structure of a Hammerhead ribozyme from the mouse gut
metagenome as reported by (Perreault et al., 2011) and we will refer to it as HH. The reporting arti-
cle also identifies the set of highly conserved motif nucleotides with ≥ 90% conservation throughout
the neighbouring phylogenetic family of the ribozyme. Let the design template tHH specify the
highly conserved Hammerhead motif for the wild type HH. We adopt the motif specification from
(Perreault et al., 2011), and generated a popupation of initial seeds. Then we evaluated the initial
seeds and chose the best one and used it to it to describe the RNA template sequence for HH by
tHH = ooooooooooooooooCCUGAUGAGoooooooo oooooooGCGAAAooooooooooooooooooUCGooo
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ooooooooooo. We used tHH as the design template for Enzymer and use HH as the target struc-
ture and designed 8 sequences φl

HH where l = 1...8 for the Hammerhead ribozyme. We also set
max it = 400 and fstop ≤ 0.01.

Table 2 presents the quality of the sequences we generated for HH. The last two rows show the
mean and median values of the corresponding columns. Notably fstop was satisfied in neither of
the design trials, however, the median normalized ensemble defect achieved was as low as 0.04.
Interestingly, we observed that the median value for the free energy of the designed sequences
is equal to −2.48E + 01 which is equivalent to the free energy of the wild type sequence of the
Hammerhead ribozyme. The sequences we generated are presented in Appendix A.

Annotation N(φl
HH , HH) π(φl

HH , HH) ∆G(φl
HH , HH) max it

φ1
HH 4.01E − 02 5.41E − 01 −3.21E + 01 400

φ2
HH 4.97E − 02 6.33E − 01 −2.13E + 01 400

φ3
HH 5.02E − 02 6.66E − 01 −2.47E + 01 400

φ4
HH 4.34E − 02 5.85E − 01 −2.66E + 01 400

φ5
HH 4.43E − 02 5.76E − 01 −2.33E + 01 400

φ6
HH 4.99E − 02 6.44E − 01 −2.49E + 01 400

φ7
HH 4.29E − 02 5.73E − 01 −2.19E + 01 400

φ8
HH 5.38E − 02 7.05E − 01 −2.65E + 01 400

Mean 4.68E − 02 6.16E − 01 −2.52E + 01 400
Median 4.70E − 02 6.09E − 01 −2.48E + 01 400

Table 2: The data generated for the hammerhead ribozyme
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Figure 15: Frequency of solutions with low normalized ensemble defect - Frequency of the solu-
tions per structure where N(φl, τk) ≤ 0.01. For each target τk ∈ Pseudo for k = 1...201, the
corresponding vertical bar represents the frequency (out of 30 trials) of the generated sequences φl

for l = 1...30, where N(φl, τk) ≤ 0.01. (A) Enzymer generated at least one sequence φl such that
N(φl, τk) ≤ 0.01 for 188 of the structures. (B) MODENA generated at least one sequence φl such
that N(φl, τk) ≤ 0.01 for 140 of the structures. (C) antaRNA generated at least one sequence φl

such that N(φl, τk) ≤ 0.01 for 24 of the structures. Binomial statistic test with 99% confidence in-
dicates Enzymer significantly outperforms both MODENA and antaRNA in generating sequences such
that N(φl, τk) ≤ 0.01. Notably, the binomial test also indicates superior performance of MODENA
compared with antaRNA. Structure IDs on the x-axis are sorted based on increasing size of the
corresponding targets.
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Figure 16: Frequency of successful designs - For each target τk ∈ Pseudo for k = 1...201, the
corresponding vertical bar represents the frequency (out of 30 trials) where MFE(φl, τk) = τk.
Comparison of performance of Enzymer (A) with the performance of MODENA (B) and antaRNA (C)
shows Enzymer outperformed the other two methods in 191 and 194 cases respectively. A binomial
test statistic with 99% confidence indicates Enzymer outperforms both methods in generating
sequences with lower MFE defect. Furthermore, MODENA outperforms antaRNA in 127 cases and the
binomial test statistic indicates superior performance of MODENA compared with antaRNA. Structure
IDs on the x-axis are sorted based on increasing size of the corresponding targets.
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Figure 17: Distribution of normalized ensemble defect values - Comparing normalized ensemble
defect. In each figure, each vertical bar represents the median N(φl, τk) obtained for each cor-
responding target. The results show Enzymer (A) outperformed both MODENA (B) and antaRNA
(C) in 200 and 201 cases respectively. A binomial test statistic with 99% confidence indicates
Enzymer delivers significantly better results compared to the other two methods. Furthermore,
MODENA outperformed antaRNA in 155 cases and the binomial test static indicates that MODENA
delivers significant superior performance compared to antaRNA.
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Figure 18: Comparing probability defect values - In each figure, each vertical bar represents the me-
dian π(φl, τk) obtained for each corresponding target. The results show Enzymer (A) outperformed
both MODENA (B) and antaRNA (C) in 196 and 201 cases respectively. A binomial test statistic with
99% confidence indicates Enzymer delivers significantly better results compared to the other two
methods. Furthermore, MODENA outperformed antaRNA in 153 cases and the binomial test static
indicates that MODENA delivers significant superior performance compared to antaRNA.
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Figure 19: Comparing median normalized free energy - Comparing normalized median free energy.
In each figure, each vertical bar represents the median 2 obtained for each corresponding target.
The results show Enzymer (A) outperformed both MODENA (B) and antaRNA (C) in generating
sequences with lower free energy in 102 and 198 cases respectively. A binomial test statistic with
99% confidence indicates Enzymer delivers significantly better results to antaRNA, however similar
performance to MODENA. Furthermore, MODENA outperformed antaRNA in 195 cases and the binomial
test static indicates that MODENA delivers significant superior performance compared to antaRNA.
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Figure 20: Comparing Boltzmann frequencies - In each figure, each vertical bar represents the
median Boltzmann frequency obtained for each corresponding target. The results show Enzymer
(A) outperformed both MODENA (B) and antaRNA (C) in 197 and 201 cases respectively. A binomial
test statistic with 99% confidence indicates Enzymer delivers significantly better results compared
to the other two methods. Furthermore, MODENA outperformed antaRNA in 153 cases and a binomial
test static indicates that MODENA delivers significant superior performance compared to antaRNA.
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Figure 21: Comparing sequence identity - In each figure, each vertical bar represents the median
sequence identity obtained for each corresponding target. For all 197 out of 201 cases where antaRNA
(C) returned solutions, the median sequence identity was lower than Enzymer (A) as well as MODENA
(B). On the other hand in 193 cases Enzymer generated sequences with lower sequence identity when
compared with MODENA. Binomial test statistic with 99% confidence indicates antaRNA outperforms
the other methods in generating sequence populations that are more diverse while MODENA generates
sequences with the lowest sequence diversity.
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Figure 22: Comparing run-time performance of the optimization algorithms - For antaRNA and
MODENA each data point represents the R value obtained for each target. For Enzymer each data
point represents the median value for R obtained for each target. The data suggests the adaptive
defect weighted algorithm of Enzymer is a more efficient optimization algorithm than the NSGA
II implemented by MODENA and the ACO implemented by antaRNA. The 5th degree curves are fit
to facilitate visual comparison. We iteratively fitted curves from degree 1 and above and stopped
when the change in respective fitting error was smaller than 0.01.
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Figure 23: Run-time performance of design process - (A) Comparing run-time performance of
Enzymer and MODENA. (B) Enzymer reached the stop condition in less than 200 iterations for 179
out of 201 cases.
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Figure 24: Effect of adaptive mutation - The adaptive sampling strategy lowered the median
normalized ensemble defect in 199 cases (A) and also lowered the median probability defect of
the sequences in 181 cases (B). Binomial test statistic with 99% confidence interval indicates for
improving impact of the adaptive sampling strategy on both normalized ensemble defect and prob-
ability defect of the sequences we generated by Enzymer. For both figures the data was generated
by setting max it = 400.
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Figure 25: Effect of base pair distinction - Showing the effect of making distinctions between
different types of base pairs (nested v.s non-nested) on normalized ensemble defect (A) and on
probability defect (B) when a paired position is subject to mutation. In this figure P means at
the time of each mutation, the type of the base pair (nested v.s non-nested) was not taken into
account and the probability of mutation was only read from matrix P . On the other hand, P P P
means at the time of mutation of a paired position, a distinction between nested and non-nested
pairs were was taken into account; hence the probability of the mutation was read from either of
P ′ or P ′′ respectively.
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Figure 26: Secondary structure of hammerhead ribozyme from mouse gut metagenome -
The stems are in blue and free nucleotides are in red. The five nucleotide long pseu-
doknot, starts at position 3 on stem 1. The sequence represents the φ1

HH sequence de-
signed by Enzymer. The secondary structure in standard dot bracket notation is presented
by ”..[[[[[.....(((((......(((..]]]]].......)))..(((((((......))))))).)))))..........” and is extracted from (Perreault
et al., 2011). We used PseudoViewer3 (Byun and Han, 2009) to generate this figure.

85



5.7 Discussion

5.7.1 Summary of contributions
We presented Enzymer, a complete RNA inverse folding pipeline to reengineer functional ncRNA
secondary structures including pseudoknots. Enzymer uses the multiple sequence alignment data
which represent conserved evolutionary signals and implements a novel adaptive defect weighted
sampling algorithm for the design of pseudoknotted RNA secondary structures. Enzymer (1) uses
multiple sequence alignment data to generate design templates for functional RNAs, (2) uses
NUPACK to compute the equilibrium characteristics of RNA design candidates, (3) dynamically
adapts the total number of positional mutations at each iteration during the run-time, and (4)
chooses target positions for mutation in respect to their type (free nucleotide, nested base pair or
non-nested pair) as well as their positional contribution to ensemble defect of the design candi-
date. To benchmark Enzymer, we used a biological dataset of naturally occurring pseudoknotted
secondary structures from the PseudoBase library and compared our results with 1) MODENA which
implements the NSGA II optimization algorithm and 2) antaRNA which implements an ACO al-
gorithm.

5.7.2 Summary of results
Quality of solutions: Our benchmark dataset contains 201 naturally occurring pseudoknotted
secondary structures of size 21-144 nucleotides. For each structure, we used Enzymer and generated
30 RNA sequences and compared our results with the results generated by MODENA and antaRNA. We
showed that Enzymer explores the mutational landscape of the candidate RNAs more efficiently
and generates sequences that have lower ensemble defect, lower probability defect and higher
Boltzmann frequency than those generated by MODENA and antaRNA. We also showed the sequences
designed by our method have similar thermostability when compared to the sequences generated
by MODENA but show better thermostability when compared the sequences generated by antaRNA.
Furthermore, we showed our method succeeds more often than both MODENA and antaRNA do.

We emphasize that Enzymer extends the NUPACK design algorithm so that it can also include
pseudoknots. However, if no pseudoknot is present in the target structure, our method will simply
call the original NUPACK-design algorithm to generate sequences for pseudoknot-free targets.

Run-time performance: We observed that in 89% of the cases where the size of the target
structure is bellow 144 nucleotides, our method can generate sequences with normalized ensem-
ble defect value bellow 0.01 in less than 200 iterations. We also demonstrated that our adaptive
sampling strategy causes the algorithm to reach the stop criteria in fewer iterations and there-
fore reduces the computational cost associated with the sampling process (Figure 24). Given our
simulation results in respect to the run-time requirement of our approach, we conclude that our
method is an excellent choice for the design of pseudoknotted RNA secondary structures of size
up to 150 nucleotides. To our knowledge, there exists no other pseudoknotted RNA secondary
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structure designer algorithm that generates sequences that match the quality characteristics of se-
quences generated by Enzymer. Further experimentation will allow one to obtain a more accurate
understanding about the applicability of Enzymer on larger and more diverse structures.

5.7.3 Novelty and significance
Novelty of our optimization strategy in context of RNA design: Enzymer is the first
computational design method which makes use of the Dirks energy model to design functional
pseudoknots. This is important because the applicability of an energy model first must be verified
in-silico before moving to wet-lab experimentation. Also, in the context of RNA design, this is the
first method which makes a distinction between the nested and non-nested base-pairs in a given
secondary structure. As we see in Figure 25, making distinction between the different types of pairs
leads to faster a convergence towards sequences with higher qualitative values. The mix of usage
of a new energy model, as well as the adaptive sampling search which makes a distinction between
the key structural attributes makes Enzymer a novel RNA designer method.

Significance of our results in context of RNA design: Our algorithm reaches the highest
quality for pseudoknots compared to any other method reported in the literature. This accom-
plishment is significant as there are studies such as (Dotu et al., 2014) which demonstrate how
a small change in quality introduces significant negative effects in functionality of the designed
molecules when tested in biological settings. On another point, we demonstrated that the Dirks
energy model can result in high quality functional pseudoknots; this is particularly important since
the Dirks energy model was not initially designed for this purpose. Our results suggest that any
arbitrary energy model may be useful for a more diverse range of modelling and design contexts
than initially thought.

Novelty of our method as a generic optimization strategy: Our adaptive weighted sam-
pling algorithm dynamically chooses the distance between the current solution and the next candi-
date solution. When the quality of the solution drops during the search and optimization process,
our method takes the liberty to look inside the relatively far sides of the mutational landscape from
the current candidate solution. Conversely, when the quality of the candidate solutions converge
to higher quality values, our method looks in relatively smaller proximities of the current solution.
As we see in Figure 24, such an adaptive search method contributes positively to the ability of
the optimization method enabling it to converge faster to higher quality solutions. While there
are reports in the literature where some form of memory (Tang and Miller-Hooks, 2005) or other
heuristics (Hansen and Mladenović, 2014) are used to adaptively guide the search method, none
have used Boltzmann sampling as a way to dynamically decide on the distance of current solution
and the next candidate solution. To the best of our knowledge our approach in determining how
far a candidate solution from iteration n and iteration n + 1 positioned from one another is new.
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Significance of our results in the context of combinatorial optimization: To characterize
and understand the performance of our optimization method as a generic search and optimization
algorithm, we decoupled the fitness evaluation from the search strategy and presented the results
in Figure 22. We observed that our adaptive weighted sampling method can reach higher quality
solutions while requiring a smaller number of fitness evaluations as compared to two of the most
successful combinatorial optimization methods (NSGA II and ACO). This is particularly significant
when the fitness evaluation is a costly task. In a recent work (Taneda, 2015), NSGA II is coupled
with an ensemble defect optimization objective in order to design pseudoknotted RNAs with low
defect. However, the author concluded that designing molecules larger than 80 nucleotides is not
feasible. The incapability of NSGA II to scale as well as our method does, is another testimony of
the significance of our method as a generic optimization strategy. This observation is even more
significant when we take into consideration how evolutionary approaches —when used in a com-
binatorial optimization setup —often show superior performance compared to other optimization
strategies such as various flavours of local search.

5.7.4 Constrained sequence design to reengineer a Hammerhead ribozyme
Our complete design pipeline allows one to insert evolutionarily conserved motif sequences ex-
tracted from multiple sequence alignment data to generate design templates that are useful to
reengineering naturally occurring RNAs with known function. We used a naturally occurring Ham-
merhead motif and Enzymer to reengineer a cis-acting Hammerhead ribozyme from the mouse gut
metagenome. Our method achieved mean and median normalized ensemble defect values of 0.046
and 0.047, respectively. Future experimentation will allow us to better understand the applicabil-
ity of our design pipeline as well as the applicability of the particular energy model we used to
re-engineer cis-acting Hammerhead ribozymes.

5.7.5 Limitations
We note that the applicability of Enzymer is bound by the ability of NUPACK to recognize different
classes of pseudoknots. NUPACK realizes pseudoknots for single RNA strands such that the search
space can be broken into all secondary structures that can be decomposed into two pseudoknot-free
structures. Due to this limitation, when we used NUPACK to filter the original dataset, which was
provided by (Taneda, 2012), the number of structures were reduced from 266 to 201. However,
to our knowledge NUPACK is the only available computational framework, which can compute the
partition function for a limited but biologically relevant class of pseudoknots. Hence, NUPACK is the
best choice of the folding algorithm to design pseudoknotted RNAs with low ensemble defect, low
probability defect and high thermostability.

5.7.6 Future work
To our knowledge neither Enzymer nor any other existing sequence designer algorithm exists which
can design RNA sequences for multi-strand and multi-target models such as the trans-acting glmS
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ribozyme described by (Klein and Ferré-D’Amaré, 2006) or the oligonucleotide-sensing allosteric
ribozyme based logic gates such as the ones described by (Penchovsky and Breaker, 2005) if
pseudoknots are present.

One can use NUPACK to compute the equilibrium characteristics of pseudoknot-free complexes of
interacting RNA species (Wolfe and Pierce, 2014), or use NanoFolder (Bindewald et al., 2011) to
predict base pairings of pseudoknotted complexes of interacting RNA species. As a future work,
we intent to use NUPACK and NanoFolder as folding algorithms to build on our adaptive defect
weighted sampling algorithm in order to include the ability to design RNA sequences for multi-
strand and multi-target secondary structures where pseudoknots can be present in single stranded
forms. Such an improvement will open a door to design oligonucleotide sensing genetic networks
that implement more complex modular interactions such as networks of interacting RNA species
where each single stranded RNA species can include pseudoknots.
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Chapter 6

Computational design and
experimental validation of
pseudoknotted ribozymes

6.1 Preface

I n Chapter 5 we introduced a novel RNA design methodology named Enzymer for efficient
design of RNA secondary structures including pseudoknots. In this chapter we provide bi-

ological evidence that the RNAs designed by Enzymer are functional in biological contexts. The
content of this chapter except for section 6.4.4 and related paragraphs has been submitted to the
RNA J2ournal (impact factor 4.94) (Zandi et al., 2018).

6.2 Abstract
The design of new RNA sequences that retain the function of a model RNA structure is a chal-
lenge in bioinformatics because of the structural complexity of these molecules. RNA can fold
into secondary and tertiary structures by forming stem loops and pseudoknots. Pseudoknots are
secondary structure motifs where the loop of a stem base pairs with nucleotides of another stem or
of a junction and this motif is very important for numerous functional structures. It is important
for any computational design algorithm to take into account these interactions to give a reliable
result. In our study, we validated synthetic ribozymes designed by Enzymer which implements al-
gorithms allowing for the design of pseudoknots. Ribozymes are catalytic RNAs that have activities
similar to those of enzymes. Ribozymes like the Hammerhead and the glmS have a self-cleaving
activity that allows them to liberate the new RNA genome copy during circular replication or
to control the expression of the upstream genes, respectively. We demonstrated the efficiency of
Enzymer by showing that the pseudoknotted hammerhead and glmS ribozymes it designed were
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active in-vitro. Finally we propose a novel gene regulatory architecture enabling a cis-acting ham-
merhead ribozyme to down regulate the expression of a reporter red fluorescent protein (RFP)
gene in the presence of an external stimuli IPTG. We tested the proposed architecture in-vivo.
Despite being inconclusive our in-vivo results suggest combining ribozyme sequences with protein
coding sequences could potentially open the door to the successful design of novel gene regulatory
networks with new functions.

6.3 Introduction
Non-coding RNAs (ncRNAs) play key roles in some key cellular processes. Among the most

studied ncRNAs, we find micro RNAs (miRNAs), which are about 22 nucleotides (nt) in length
and act as post-transcriptional gene silencing mediators (Huntzinger and Izaurralde, 2011). On the
other hand, some long non-coding RNAs (lncRNAs) act as modular scaffold for histone modification
(Tsai et al., 2010), in cell differentiation and development (Fatica and Bozzoni, 2014). Natural
functions of ncRNAs are numerous, but ncRNAs also have various applications in engineering
biological systems (Ausländer et al., 2010; Cameron et al., 2014; Liang et al., 2011; Prommana
et al., 2013; Zalatan et al., 2015), therapeutics (Esposito et al., 2014; Lienert et al., 2014; Ruder
et al., 2011), and in nano-technology (Afonin et al., 2013; Grabow and Jaeger, 2014; Shu et al.,
2015). Some ncRNAs such as riboswitches with more complex structures, act as receptors, binding
specific metabolite and control gene expression (Serganov and Nudler, 2013). Other intricate RNA
structures such as ribozymes can confer catalytic activities to RNA. The best known example is
the hammerhead ribozyme (HHRz), which is involved in producing single-copy genomes out of the
multimeric RNA resulting from rolling circle replication of viroids (Prody et al., 1986). There are
also hundreds of examples of different hammerhead-type ribozymes for which RNA self-cleavage
still has no obvious function (Hammann et al., 2012). In contrast, the glmS ribozyme has a clear
regulatory function. This ribozyme cleaves the 5′-UTR (UnTranslated Region) of the mRNA where
it is found by using glucosamine-6-phosphate (GlcN6P) as a cofactor , leading to degradation of
the mRNA and repression of genes involved in GlcN6P synthesis when the latter is in sufficient
concentrations (Collins et al., 2007; Winkler et al., 2004).

It is widely accepted that the function of ncRNAs is attributed to their structure (Leontis
et al., 2006; Mortimer et al., 2014), which is determined by the nucleotide composition of the RNA
polymer. An RNA strand folds to form an ensemble of secondary structures which then form stable
tertiary structures. The diverse range of functions of ncRNAs, as well as the relationship between
their sequence-structure and function, highlight the importance of methods for analysis and design
of ncRNAs with desired structural attributes.

Formation of secondary structure is the first step in RNA folding. It starts by forming hydrogen
bonds between the bases. For an RNA sequence φ with length n, a secondary structure is defined
by a set of base-pairs (φi, φj) where 1 < i < j < n such that positions i and j are paired.
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For two base-pairs (φi, φj) and (φk, φl) a non-nested loop or a pseudoknot forms if either of the
nesting rules i ≤ k ≤ j ≤ l or k ≤ i ≤ j ≤ l is violated. Pseudoknots are abundant in nature,
exist in specific types (Condon et al., 2004) and are known to play key roles in the functionality of
active RNAs (Staple and Butcher, 2005), including rRNAs (Powers and Noller, 1991), riboswitches
(Gilbert et al., 2008) and ribozymes (Harris et al., 2015). Experimental methods, such as Nuclear
magnetic resonance (NMR) spectroscopy (Varani and Tinoco, 1991) or X-Ray crystallography
(Muchmore et al., 1996) used for determining RNA structure, are complex and time-consuming.
Hence, computational approaches provide an attractive alternative to study and analyze RNA
structures. In addition, computational methods can generate thousands of RNA sequences in short
amounts of time, at relatively low cost, while providing the means to predict key sequence-structure
attributes useful for further analysis and experimentation.

The classical definition of computational RNA structure prediction or RNA folding (Nussinov
and Jacobson, 1980) is to find the set of base-pairs which are predicted to exist in RNA’s most
stable structure called the minimum free energy (MFE) structure at thermodynamic equilibrium.
The MFE structure can be predicted by computational methods using some energy model. Over
the past few decades, several energy models (Dirks and Pierce, 2003; Freier et al., 1986; Mathews
et al., 1999; Serra and Turner, 1995) as well as computational structure prediction methods such
as RNAfold (Hofacker, 2003), mfold (Zuker and Stiegler, 1981), HotKnots (Ren et al., 2005),
RNAstructure (Reuter and Mathews, 2010), IPknot (Sato et al., 2011), pKiss (Theis et al., 2010),
NUPACK-analyze (Zadeh et al., 2011a) have been developed. On the other hand, the RNA inverse
folding problem is to find a sequence with an MFE structure that precisely matches a desired
target structure. Besides the classical MFE as the design criterion, other criteria such as Boltzmann
probability or ensemble defect optimization criteria have also been used. In the context of RNA
inverse folding, Boltzmann probability quantifies the probability of an RNA sequence folding into
a given structure, where the ensemble defect quantifies the expected number of incorrectly paired
nucleotides at thermodynamic equilibrium (Dirks and Pierce, 2003). It has been shown that the
sequences designed to maximize the Boltzmann probability or minimize ensemble defect tend to
be thermodynamically more stable than those designed to satisfy the MFE criteria (Zadeh et al.,
2011b; Zandi et al., 2016).

The RNA design problem is computationally difficult (Schnall-Levin et al., 2008) and to find
solutions, most existing algorithms resort to heuristics and a combination of local, global and
stochastic search methods. Generally, a random seed RNA sequence is first generated, then the
seed is iteratively mutated until the predicted folding attributes of the design candidate converg
to the desired values. Our recent work, Enzymer (Zandi et al., 2016) utilizes an adaptive weighted
sampling strategy to design RNA secondary structure with low ensemble defect. The in-silico
simulations showed that Enzymer generates RNAs that are thermodynamically more stable, have
higher Boltzmann probability of folding into the desired target and have lower ensemble defect
than those generated by other state of the art pseudoknot designer methods such as MODENA
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(Taneda, 2011) and antaRNA (Kleinkauf et al., 2015).

The wealth of existing computational RNA secondary structure design methods, where each
method utilizes a different design criterion and sequence optimization strategy, makes it a difficult
task for experimental biologists to choose the right method for their particular RNA design purpose.
For instance, some methods such as NanoTiler or NUPACK-design are more suited for the design
of non-functional RNA nano structures, while other methods such as Frnakenstein are specialized
in designing RNA switches. Another decisive factor in the applicability of an RNA designer method
is its ability to realize of all the structural elements necessary for a particular design objective. For
instance, only NanoTiler (Bindewald et al., 2008) MODENA, antaRNA and Enzymer can handle
pseudoknots. Another important consideration is related to the applicability of the underlying
energy model used by each design method. Still another important consideration is the availability
of experimental evidence in support of the applicability of a design method for a specific design
purpose. Ultimately, it is wet-lab experimental data that provide the most reliable measures of the
usefulness of a design method. To the best of our knowledge, as summarized by (Churkin et al.,
2017) there seems to be no comprehensive report in the literature that provides experimental
evidence on the applicability of all inverse RNA folding methods in the design of pseudoknotted
ncRNAs.

In this study, we demonstrate that Enzymer can be used as a reliable method for the design of
pseudoknotted ribozymes. We used Enzymer to reengineer three naturally occurring ribozymes: a
self-cleaving HHRz from the mouse gut metagenome, a self-cleaving HHRz from Yarrowia lipoly-
tica (Perreault et al., 2011) as well as a self-cleaving glmS ribozyme (Klein and Ferré-D’Amaré,
2006). For each ribozyme, we obtained the minimal required catalytic core extracted from mul-
tiple sequence alignment data and used the catalytic core as a design template for Enzymer. We
generated a population of candidate sequences for each ribozyme. For each ribozyme, we sorted
the generated sequences by their predicted normalized ensemble defect value, chose a small set for
in-vitro studies and measured their catalytic activities. We designed pseudoknotted HHRzs active
to levels comparable to the wild type sequences, and we also designed a non-HHRz: the GlcN6P-
dependent glmS ribozyme. Finally we describe a new architecture for combining the sequence of
HHRz of Yarrowia lipolytica with the coding sequence of RFP and study the effect of HHRz on
expression of RFP in-vivo.

6.4 Results

6.4.1 Synthetic hammerhead ribozymes with a pseudoknot for the stem
I-II interaction

The activity of an RNA depends on its folding in defined secondary and tertiary structures
(Bhartiya and Scaria, 2016). To have a functional synthetic RNA the structure of the original
RNA used as template should be conserved. In our study, we used three different ribozymes as

93



templates to design sequences with Enzymer that fit these functional structures and tested them.
To validate the efficiency of Enzymer’s designed sequences we tested experimentally two types of
self-cleaving ribozymes; HHRz and GlmS ribozyme. For the hammerhead, two ribozyme structures
from different genomes and contexts were used as templates: one from the mouse gut metagenome
and the other from Yarrowia lipolytica (Perreault et al., 2011). Both of them are type I hammerhead
ribozymes having a pseudoknot formed between stem I and the loop of stem II.

The HHRz from the mouse gut metagenome was chosen because its stem II is only two base-
pairs (Figure 27 A, B), thus making it a good model to test Enzymer since misfolding could easily
prevent stem II from folding correctly following a faulty design. Using the secondary structure of
this HHRz (Figure 27 A,B), Enzymer generated 14 sequences to test and compare their activity
with the wild type ribozyme. The sequence MM-HHRz3 could not be transcribed properly, but the
other thirteen ribozymes were active compared to the wild-type which cleaved at 84% (Figure 27
1C). Ribozymes 4, 5, 11, 13 and 14 had higher cleavage activities than the wild type with cleavage
respectively 96%, 88%, 87%, 92% and 88%. The rest of novel ribozymes showed variable cleavage
efficiency either similar to the wild type (7, 8, 9, and 12) or less active (1, 2, 6, and 10) (Figure
27 C,D). By these results we demonstrated that Enzymer was able to design active hammerhead
ribozymes using the inverse folding approach by conserving the pseudoknotted structure.

We initially planned to assay ribozymes at different temperatures, so the parameters used to
design HHRz 1, 2, 4, 5 and 6 were set for optimal folding at 37◦C, HHRz 13 and 14 at 17◦C,
11 and 12 at 27◦C, 7 and 8 at 47◦C and 9 and 10 at 57◦C. However, all ribozymes were assayed
for self-cleavage and therefore cleaved during transcription at 37◦C. While there might be a weak
trend of better activity for HHRzs designed for lower temperatures, there is no significant difference
between them.

6.4.2 Pseudoknotted hammerhead ribozymes overlapping coding sequence
Using Enzymer, we designed ribozymes with a sequence flanking the beginning of the coding

sequence for the RFP. As a template, we used the Yarrowia lipolytica hammerhead (Figure 28 A,
B). Sequence constraints include the conserved catalytic core, the Shine-Dalgarno sequence and
the first 10 codons of RFP (Figure 28 A). The identity of the rest of the nucleotides could vary in
order to accommodate these constraints and permit proper folding of the HHRz, while ensuring
that we did not modify to the RFP protein. The aim is to have a non-defective protein and to be
sure that if there is a decrease in protein expression it is caused by ribozyme’s activity and not by
a mutation in the protein sequence.

To have uncleaved size markers, we modified both ribozymes in the catalytic core without
affecting the coding sequence. The ribozymes were tested for their cleavage efficiency during in
vitro transcription and their activity was compared to the wild type. Both ribozymes were active
with cleavage efficiencies of 76% for the YLHHRz 1 and 83% for the YLHHRz 2 not far from the
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Figure 27: (A) Design template and secondary structure of the mouse gut metagenome HHRz
structure used as the input for Enzymer. All of the original sequence was modified except the red
nucleotides forming the catalytic core. (B) Secondary structure with a new sequence generated by
Enzymer, with a colour scheme corresponding to that of the design template in A. Cleavage site
is shown by an arrow head. (C) Cleavage activity of the ribozymes during transcription compared
to the WT. (D) Cleavage activity of the ribozymes. Average of three experiments with standard
deviation shown.

cleavage efficiency of the wild type (86%) (Figure 28). In both the active and inactive versions of
the constructs, the expression is lower than in the no-ribozyme controls, suggesting that the HHRz
stems hinder translation, whether cleavage occurs or not.

6.4.3 Synthetic glmS ribozymes activated by glucosamine-6-phosphate
To be able to see if Enzymer could successfully design structures more complex than the HHRz,

we used the glmS ribozyme as another template. This ribozyme has a multi-stem structure, three
pseudoknots and many highly conserved nucleotides (Figure 29 A,B). To design such a ribozyme we
used the glmS ribozyme from Thermohermoanaerobacter tengcongensis (Klein and Ferré-D’Amaré,
2006).

We used two glmS sequences generated by Enzymer to compare their activity to the wild type
glmS ribozyme. These ribozymes were transcribed in the presence or absence of GlcN6P. We also
modified the catalytic core of the wild type glmS ribozyme to use as an uncleaved size marker and
an RNA corresponding to the cleaved part of the ribozyme was used as a cleaved size marker. The
wild-type ribozyme has a cleavage endpoint of 76% and glmS 2 designed by Enzymer had 45%
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Figure 28: (A) Design template and secondary structure of the Yarrowia lipolytica HHRz structure
used as the input for Enzymer. The original sequence of the ribozyme was modified except for the
red nucleotides forming the catalytic core. Nucleotides corresponding to sequence constraints for
fusion with the coding sequence and the Shine-Dalgarno are indicated. (B) Secondary structure
with a new sequence generated by Enzymer, with a color scheme corresponding to that of the
design template in A. Portions corresponding to the sequence of the RFP gene are underlined
in yellow for the coding sequence and in orange for the Shine-Dalgarno (SD). The cleavage site
is shown by an arrow head. (C) The cleavage activity of the ribozymes during transcription as
compared to the WT ribozyme. Cleaved products of YLHHRz 1 and YLHHRz 2 are different from
wild type because we reduced stem III by four base pairs and one nucleotide from the loop as
compared to WT to permit proper spacing between SD and start codon.

cleavage efficiency while glmS 1 was inactive (Figure 29 C). As with the wild-type, self-cleavage of
glmS 2 is completely GlcN6P dependent due to no detectable cleavage, showing that in addition
to self-cleaving capabilities, glmS 2 also has a competent binding pocket for GlcN6P.

6.4.4 Effect of hammerhead ribozyme on expression of RFP
The two YLHHRz 1 and YLHHRz 2 sequences which overlapped the coding sequence of a RFP

were tested in-vivo by inserting each into a plasmid which was then transformed into BL21DE3
(Pan and Malcolm, 2000) bacteria. After cultivation of the bacteria overnight, the amount of
fluorescence emitted from the RFP was measured for each bacterial culture and then normalized
(Figure 30). Each construct and the corresponding mutant constructs were cultivated in three
different bacterial cultures. In Figure 30 each group of bars corresponds to the level of fluorescence
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emitted in the presence of IPTG at three different levels. In the absence of IPTG, this system
is constitutively repressed and is expected to show very low levels of RFP. By adding IPTG, we
expect to observe a reduction in the expression of RFP as compared to the positive control. For the
positive control (the RFP+ column) we observe high amounts of fluorescence and for the negative
control column (bl21) we observe relatively low amounts of fluorescent. Note that there is no need
to add IPTG to the positive and negative control cultures.

Figure 29: (A) Design template and secondary structure of the glmS ribozyme used as the input
for Enzymer. All of the original sequence was modified except the red nucleotides forming the
catalytic core. (B) Secondary structure with a new sequence generated by Enzymer, with a colour
scheme corresponding to that of the design template in A. Cleavage site is shown by an arrow head.
Red nucleotides in bold are those conserved from the WT sequence. (C) Cleavage activity of the
ribozymes during transcription compared to the WT with and without glucosamine-6-P (GlcN6P).
Inactivating mutations were made to the WT sequence to get the glmS inactive size marker and
glmS cleaved is a shorter RNA corresponding to the expected size of the cleaved product.
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In the bacterial population including the YL1 ribozyme, in two out of three cases (YL1(1)
and YL1(2)) we observe a significant decrease in the amount of fluorescent when IPTG is added
and for the case of YL1(3) we observe only a small reduction in the expression of RFP. We also
observe for the bacterial population containing the mutant strains of YL1 in two out of three cases
(YL1(2)m and YL1(3)m) the addition of IPTG did not lead to a significant change in the amount
of fluorescence. We obtained similar results for YL2. Based on our results it appears the bacterial
cultures expressing the designed ribozymes tend to emit lower the amounts of fluorescence when
IPTG is added to the medium compared to the cultures expressing the mutant ribozymes. Overall
in seven out of 12 cultures (YL1(1), YL1(2), YL1(2)m, YL1(3)m, YL2(2), YL2(3) and YL2(1)m)
the measured relative light emission levels are aligned with our expectations. Our results are
inconclusive however the data suggests that is may be possible that the reduction in expression of
the RFP reporter gene is caused by the ribozyme activity.

Figure 30: Each group of bars corresponds to the normalized level of fluorescence emitted using
three different levels of IPTG.

6.5 Discussion
In this work we proved that Enzymer can successfully design functional pseudoknotted RNAs.
We tested experimentally a total of 18 ribozymes designed by this new inverse folding algorithm.
Despite the fact that glmS 1 was inactive, the rest of the results show that Enzymer successfully
designed pseudoknotted functional ribozymes that were active in-vitro. We also demonstrate for
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the first time that the Dirks energy model (Dirks and Pierce, 2003), which was developed for
characterization of pseudoknotted RNA shapes, can be effectively used to model and design func-
tional ribozymes. Notably despite previous attempts to reengineer the glmS ribozyme (Lau and
Ferré-D’Amaré, 2013, 2016; Lau et al., 2017) the glmS sequence we designed has the least sequence
similarity with the wild-type sequence for any designed glmS ribozyme. Interestingly, both glmS 1
and glmS 2 diverge slightly from the more recent alignment consensus found (McCown et al., 2011)
but glmS 1 diverges at 16 positions, vs 11 for glmS 1, that differs from positions with at least 75%
of conservation. This suggests that rather than being a faulty Enzymer design, glmS 1 would likely
be inactive because the provided model lacked important information. Indeed, glmS 1 was gener-
ated in our early attempts to design a sequence for this complex ribozyme and as such it lacked
some constraints (underlines in Table 3). In other words, all of the ribozymes designed with an
appropriate model were active. Despite being inconclusive our in-vivo results lead us to hypothesize
that hammerhead ribozymes overlapped with coding sequence of a reporter gene could potentially
facilitate modulation of the expression of the target gene. The validity of this hypothesis requires
further investigation.

To our knowledge, only one group actually tested ribozymes designed through inverse folding
(Dotu et al., 2014), where they used a type III HHRz from a portion of the plus polarity strand of
Peach Latent Mosaic Viroid (PLMVd). To make their design, they used RNAiFold and they tested
the generated ribozymes experimentally. These ribozymes were active, but RNAiFold does not take
into account pseudoknots. On the other hand, others have designed pseudoknotted ribozymes, like
the HDV ribozyme, but without experimental validation (Taneda, 2012). This is, to our knowledge,
the first experimental validation of pseudoknotted ribozymes designed by inverse folding.

The ability of Enzymer to design sequences for complex active structures with many sequence
constraints, such as for the Yarrowia lipolytica HHRz, paves the way for combinations of sequence
elements. With proper design many useful arrangements can be made to engineer new regula-
tory elements by overlapping important sequences, such as coding sequence or splicing sites, with
structures, such as ribozymes or riboswitches, to gain new functions.

6.6 Materials and Methods
We obtained the secondary structures as well as the minimum catalytic core for the HHRzs from
(Perreault et al., 2011). For the glmS ribozyme, we used the secondary structure as well as the
minimum catalytic core from the model presented by (Klein and Ferré-D’Amaré, 2006) but in
its natural cis-acting form. Given a secondary structure and a set of nucleotides representing the
minimal catalytic core, the step to initialize a design template is to generate a seed sequence using
the catalytic core and then using the letter “o” for any position which is not part of the catalytic
core, or highly conserved nucleotides, of the ribozymes.
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Figure 31 shows the architecture of the construct we devised to test the effect of overlapping
hammerhead sequence with RFP. In our proposed architecture, we added a DNA promoter up-
stream of the ribozyme sequence to control triggering the transcription of the sequence. In our case
we used a DNA transcription promoter which is blocked by the LacI repressor binding to it. When
an external stimuli which in our case is IPTG is added to the medium, the IPTG binds to the LacI
repressor and disallows it to tightly bind to the DNA promoter; thus allowing the transcription
process to be triggered. The last component of our architecture is a gene located downstream of
the ribozyme sequence. We overlapped 24 nucleotides from the 3′ ending of the ribozyme sequence
with coding sequence of a RFP reporter gene. To express the downstream gene in-vivo, we also
needed to include a Shine-Dalgarno sequence before the RFP coding sequence.

Figure 31: Architecture of a ribozyme system that can be triggered by addition of an external
stimuli which in our case is IPTG. Without IPTG this system is repressed because the LacI
repressor is blocking the transcription by binding to the DNA promoter. Addition of IPTG initiates
transcription process.

We ran Enzymer using the design templates as input and set the maximum number of iterations
to 600. We generated 14, 2 and 2 sequences for the mouse gut metagenome hammerhead, Yarrowia
lipolytica hammerhead and the glmS ribozymes respectively in independent trials. For most trials,
we chose the Mathews parameters (Mathews et al., 1999) but for optimal folding at temperatures
other than 37◦C we used the Serra and Turner energy parameters (1995). For all cases, we used
the additional parameters for pseudoknots from the Dirks and Pierce model (2003). The sequences
we generated for in-vitro analysis are presented in Table 3. The sequences generated for Figure 31
are presented in Table 4. In table 4 the coding sequence of the conserved catalytic core, RBS and
RFP are in bold. In the mutant sequences, the nucleotides changed are underlined. The wet-lab
protocols for the in-vitro experiments are presented in Appendices 2 and 3 respectively.
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Label Mouse gut metagenome hammerhead ribozyme RNA se-
quences

defect

MHHRz 1 UCGUAGCGAA AAGGGUCCUG AUGAGCCAGU UACAC-
CGUAG GCGAAAGUUA UAUUCCAUUA UAACUCGACC
CAAUAUAUAC U

7.0E − 02

MHHRz 2 AACGGAGCCC UUCCGCCCUG AUGAGCAACU CU-
GAAUAAAA GCGAAACUGU AGAACUACCU ACGGUCG-
GCG GUUUUCUAUA C

4.4E − 02

MHHRz 3 CUCUCCGAAA CUUGGUCCUG AUGAGGCCCG GAGU-
UAACCG CCGAAACUGC GUAAACCGAU GUAGUCGACC
ACAAAAUACU A

7.49E − 02

MHHRz 4 CCGUCGCAAA AAGGGUCCUG AUGAGCAAGC
GACAAAAAAA GCGAAACCCG UCGAUUAAGA UGGGUC-
GACC CAAAAAAAAA A

4.0E − 02

MHHRz 5 AAGUCCCAAA AAGGGCCCUG AUGAGCGAGG
GACAAAAAAA GCGAAACUUC GUGAAAGAGC
GAAGUCGGCC CGAGAAAAAA A

7.6E − 02

MHHRz 6 GACGGCCCCC CCGGUCCCUG AUGAGCUAGG CC-
GAAAACGA GCGAAACCGA GAUCUUUUUC UCGGUCG-
GAC CUCUACCUAU U

9.9E − 02

MHHRz 7 AAGCGGGAGA GAGGGGCCUG AUGAGUGACC CGC-
GAAAAAA ACGAAACCUG GUUCAGCUGC CAGGUCGCCC
CAGGAGAAGU G

9.5E − 02

MHHRz 8 AACCACCAAA AAGUGCCCUG AUGAGCGAGG UG-
GAAAAAAA GCGAAAGGGC CCAUGAACGG GUCCUCG-
GCA CAAAAAAAAA G

9.1E − 02

MHHRz 9 AGCGGACAAG AAGCGGCCUG AUGAGUGAGU CCG-
GAAAAAA ACGAAAGGCA CUAGAUAGAG UGCCUCGCCG
CAAAUAAAAC G

1.0E − 01

MHHRz 10 AACCAGGAAA AAGGGCCCUG AUGAGCGACC
UGGGAAAAAA GCGAAAGGUC CGAACGAGCG GAC-
CUCGGCC CAAAAAAAAC G

9.7E − 02

MHHRz 11 GAGAGACAAA AAAGGCCCUG AUGAGCGAGU CU-
CAAAAAAA GCGAAACGGG AUUGAUAUGU CCCGUCG-
GCC UGGAGGAAAG A

8.2E − 02

MHHRz 12 AAGGUCCAAA AAGGGCCCUG AUGAGCACGG AC-
CAAAAAAC GCGAAACUCC AUGACAGAGU GGAGUCG-
GCC CACAAAAAAC C

7.7E − 02
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MHHRz 13 AAGAGGGAAA AAGGUUCCUG AUGAGCGACC CU-
CAAAAAAA GCGAAACAGC ACGAGAAAGU GCUGUC-
GAAC CAAAAAAAGA A

7.9E − 02

MHHRz 14 AAUGGCCAAA AAGGGUCCUG AUGAGCACGG
CUAAAAAAAC GCGAAACCGG UCAGAUAAGG CCG-
GUCGACC CAAACAACAC C

8.0E − 02

MHHRz 3mut AACUAGCAAA AAGCGGAGGG AUGAGGAAGC
UAGAAAAAAA CCGACCGCAA GCAUAUACGC
UUGCUCGCCG CAAAAAAACA C

1.28E − 01

Wild type GGUACCGAAU AAAUCCCCUG AUGAGCAACG GUGA-
GAGCCG GCGAAACUAC CCAAACAAGG GUAGUCGGGA
UAGUACCAUA A

3.80 − 01

Design template oooooooooo ooooooCCUG AUGAGooooo oooooooooo oC-
GAAAoooo oooooooooo ooooUCGooo oooooooooo o

−

Secondary
structure

..[[[[[... ..(((((... ...(((..]] ]]]....... )))..((((( ((......)) ))))).)))) ).........

.
−

Yarrowia lipolytica hammerhead ribozyme RNA sequences
YLHHR 1 AUAUACCCGU CUUCCCUGAU GAUCCAAAAA AAUUU-

GAUGA AGGAGAAACG AGGCAUGGCU UCGUCGGAAG
ACGUUAUCAA AGA

8.0 − E02

YLHHRz 2 AUAGUGUCGU CUUCCCUGAU GAUCCAAAGA GAUUU-
GAUGA AGGAGAAACG GAGCAUGGCU UCGUCGGAAG
ACGUUAUCAA AGA

8.0 − E02

Wild type GGGGGACUGG CUGCCCUGAU GAGAACAAAC CCAU-
GACUAG CGUCGAAACA UCAAGGGUUG GUGUCGGCAG
CCACUAGUCA UAA

3.93E − 01

YLHHRz 1mut AUAUACCCGU CUUCCCUUGC AAUCCAAAAA AAUCU-
GAUGA AGGAGAAACG AGGCAUGGCU UCGUCGGAAG
ACGUUAUCAA AGA

7.72E − 01

YLHHRz 2mute AUAGUGUCGU CUUCCCCCAU AAUCCAAAGA GAUUU-
GAUGA AGGAGACACG GAGCAUGGCU UCGUCGGAAG
ACGUUAUCAA AGA

8.02E − 01

Design template oooooooooo ooooCCUGAU GAoooooooo oooooooooo AGGA-
GAAAoo ooooAUGGCU UCGUCGGAAG ACGUUAUCAA
AGA

−

Secondary
structure

.......((( (((((..... .(((...... ..[[[[[[[[ ..)))..((( ((((...))) )))).)))))
)))]]]]]]] ]..

−

glmS ribozyme RNA sequences
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glmS 1 AGCGCCAGCU CUAUGUCAGA AAAAAAAAGC UGA-
CAUGGAG GACGAGGGCC CAGCAAAUCG AAAAAUCGGC
GGAAGCUGGG GGGGCAGUGC GGGCCCCAAA
AGGCGACCUC AAAUAGGCGU GAAAACGCCU
AAUACACGGU UGCCACCGCA CA

6.96E − 02

glmS 2 AGCGCCAGGU CGCGUCUAUA AGGUUAAAAG UAG-
GCGCGAC GACGAGGGCC AGCCAAAUCG AGACAUCGGC
GGGAGGCUGG GGGCCGGGUG UGGGUCCAGA GAG-
GUGGUGC AAAACAGGGG GAAACUCCUG CAUAAAAGCC
ACCGACGCAC UC

6.36E − 02

Wild type AGCGCCUGGA CUUAAAGCCA UUGCACUCCG GCUU-
UAAGUU GACGAGGGCA GGGUUUAUCG AGACAUCGGC
GGGUGCCCUG CGGUCUUCCU GCGACCGUUA GAG-
GACUGUG AAAACCACAG GCGACUGUGG CAUAGAGCAG
UCCGGGCAGG AA

3.37E − 01

Mutant AAAACCUGGA AUUAAAGCCA UUGCACUCCG GCUU-
UAAGUU GACGAGGGCA GGGUUUAUCG AGACAUCGGC
GGGUGCCCUG CGGUCUUCCU GCGACCGUUA GAG-
GACUGUG AAAACCACAG GCGACUGUGG CAUAGAGCAG
UCCGGGCAGG AA

3.11E − 01

Design template AGCGCCoGoo Cooooooooo oooooooooo oooooooGoo GAC-
GAGGooo ooooooAUCG AGACAUCGGC GGRoGooooo oG-
Gooooooo oooooCoooo oAooooooGo AAAAoooooo GoRAoooooo
CAoAoAoooo oooGoooooo oo

−

Secondary
structure

..[[[[.[(( (((((((((. .........) )))))))))) ..[[[...(( ((((...]]] (....)]]]]
]...)))))) (((((.[[[[ [[)))))... ..((((((.. .(..(((((( ....)))))) ..)....)))
)))..]]]]] ].

−

Table 3: RNA sequence data generated by Enzymer for all ribozymes

Annotation Designed DNA sequences
YLHHRz 1 GFP TTTACACTTT ATGCTTCCGG CTCGTATGTT ATAGTGTCGT

CTTCCCTGAT GATCCAAAGA GATTTGAUGA AGGAGAAACG
GAGCAUGGCT TCGTCGGAAG ACGTTATCAA AGA

YLHHRz 2 GFP TTTACACTTT ATGCTTCCGG CTCGTATGTT ATATACCCGT
CTTCCCTGAT GATCCAAAAA AATTTGATGA AGGAGAAACG
AGGCATGGCT TCGTCGGAAG ACGTTATCAA AGA
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YLHHRz 1 GFP mut TTTACACTTT ATGCTTCCGG CTCGTATGTT ATAGTGTCGT
CTTCCCCCAT AATCCAAAGA GATTTGATGA AGGAGACACG
GAGCATGGCT TCGTCGGAAG ACGTTATCAA AGA

YLHHRz 1 GFP mut TTTACACTTT ATGCTTCCGG CTCGTATGTT ATATACCCGT
CTTCCCTTGC AATCCAAAAA AATCTGATGA AGGAGAAACG
AGGCATGGCT TCGTCGGAAG ACGTTATCAA AGA

Table 4: Designed ribozyme DNA sequences including the Lac operon
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Chapter 7

Conclusions and Future Work

W e present a summary of our objectives and contributions. We describe the significance
of this work in the field of computer science as well as bioinformatics and engineering

of artificial nano structures with complex structural attributes. Finally, we propose directions for
future studies.

7.1 Summary of thesis objectives
RNA structures such as ribozymes are attractive molecules as they are abundant in nature

and have applications in several domains such as nano-engineering, therapeutics and synthetic
biology. The first objective of this thesis was to devise a novel computational method for the
design of functional RNA secondary structures. Computational methods for the design of RNA
structures have numerous benefits when compared with experimental approaches. Computational
design methods provide better flexibility and can perform the design task in shorter times and at
significantly lower costs than the experimental methods. In this work, our main focus was to extend
the class of structural features one can include in the design process by realizing an important
structural feature called a pseudoknot. Pseudoknots are abundant in nature and are known to
play key roles in stabilizing the functional forms of several different classes of ncRNAs such as
ribozymes and riboswitches. The few existing methods that can handle pseudoknots result in low
quality in-silico designs. Our aim was to improve on our current ability to design pseudoknots.

Despite availability of numerous computational methods for the design of RNA structures, only
a few provide experimental evidence to support the applicability of their design approaches. Even
fewer of them are capable of handling the more difficult cases where complex and important
structural features such as pseudoknots are present. Without biological evidence, the applicability
of computational methods remains questionable. A useful computational model is one that can
produce high quality in-silico data and also shows validation of the results in-vitro or in-vivo.
Beyond the development of a new and efficient computational method for the design of high
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quality pseudoknotted RNA structures, our second objective was to validate the applicability of
our computational method in-vitro. Biological validation of the quality of computationally designed
RNA molecules is an important milestone in the development of reliable molecular design and
synthesis pipelines. A reliable RNA designer method, which can handle pseudoknots opens the
door for wet-lab practitioners and bioinformaticians to design novel RNA structures with novel
and valuable structural and functional attributes.

7.2 Summary of thesis contributions in computer science
RNA design can be modelled as a combinatorial optimization problem and is shown to be NP-

hard. We needed to develop an efficient optimization process to solve the RNA design problem
including pseudoknots. An important consideration is the quality. It turns out that existing pseudo-
knot designer methods use inferior quality measures. If one is required to optimize for significantly
higher quality, then the fitness evaluation becomes an expensive task. For instance, it has been
shown that the ensemble defect minimization gives the best results (Zadeh et al., 2011b). The
problem is that computing the ensemble defect of a given RNA molecule which includes pseudo-
knots is in O(n5) time (Dirks and Pierce, 2003). We needed to develop an optimization algorithm
which can design pseudoknotted molecules with higher quality than our current reach while mak-
ing sure designing diverse and large molecules remain tractable. It is desired to manage to design
molecules that are as large as our existing energy models can characterize. Existing energy models
can accurately model RNAs of up to 150 nucleotides in size.

Our first computational contribution is a new adaptive defect weighted sampling algorithm named
Enzymer to solve the RNA design problem where pseudoknots can be included. The term adaptive
means that during the optimization process the algorithm will dynamically decide how far in the
mutational landscape the next solution candidate should be positioned relative to the current
solution. This distance is calculated at each iteration as a function of the quality of the current
candidate as approximated by the Boltzmann distribution. Using this technique the algorithm
can jump from one corner of the mutational landscape to another far corner with the aim of
improving the odds of finding better solutions. Our results showed our adaptive search technique
leads to faster convergence hence reducing the number of times the expensive fitness function
needs to be computed (section 5.5.3). The term defect weighted sampling means the probability of
mutation of a position inside of a current solution, is proportional to the positional contribution
of that position in the global ensemble defect of the molecule. We added an extra twist to the
defect weighted sampling process. Our defect weighted sampling method, which is responsible for
introducing positional mutations inside the solution candidate does not treat all positions inside
of a candidate solution equally. The sampling method treats each position inside of the molecule
according to the defectiveness of that position as specified by the Boltzmann distribution, which
describes the quality of that position given its type (nested base pair v.s non-nested base pair
v.s free base). Our data shows treating different positions of the molecular structure based on
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the type of the position introduced noticeable gain in convergence of the optimization process.
Our benchmark dataset shows that the combination of our novel adaptive search and novel defect
weighted sampling strategy leads to reduction in the number of times the fitness function is required
to be computed (section 5.5.2). Our adaptive defect weighted sampling method makes it possible to
reach quality levels much higher than those of other pseudoknotted RNA designer methods that
implement the NSGA II and ACO algorithms (section 5.5.1).

Our second computational contribution is a design pipeline named Enzymer-pipeline to reengi-
neer naturally occurring RNAs. This pipeline uses the catalytic core of functional RNAs, which
may be extracted from multiple sequence alignment studies to initialize a design seed for our op-
timization algorithm. This pipeline allows one to describe a set of constraints as an input design
template for the optimization process and let the algorithm derive the rest of the content by mini-
mizing the ensemble defect. Enzymer is the name of our RNA design pipeline and makes use of our
new optimization algorithm. Enzymer is implemented as a python 2.7 application and is publicly
available. Our work including the proposed algorithm, the design pipeline and the software product
has been published in the RNA section of the Frontiers in Genetics journal (impact factor 3.78)
(Zandi et al., 2016).

7.3 Summary of thesis contributions in bioinformatics
RNA designer methods rely on energy models. Given a nucleotide composition, energy mod-

els describe the characteristics of RNA molecules at thermodynamic equilibrium. Energy models
enable one to compute equilibrium attributes such as free energy, partition function, base pair
probability and ensemble defect. Generally speaking, energy models are derived for specific con-
texts. For instance some models are tailored to model functional RNAs while some others are to
characterize RNA shapes such as tiles and origamis. It is important to validate energy models in
different contexts to obtain an accurate understanding about their applicability in various design
contexts. On the other hand, the molecules designed by optimization algorithms which themselves
use some energy model, need to be tested in experimental setups, so their functional and structural
properties can be validated. Experimental validation is a testimony for usefulness of the designer
computational method used as well as the applicability of the underlying model.

We presented our third contribution by using the Enzymer pipeline (Algorithm 9) to reengineer
and test 18 novel artificial ribozyme sequences from three different species. The ribozyme species
are one hammerhead ribozyme from mouse gut metagenome, one hammerhead ribozyme from the
fungus Yarrowia lipolytica and one glmS ribozyme from Thermoanaerobacter tengcongensis. We
tested all of the ribozymes in-vitro and showed that all except two were active (sections 6.4.1 to
6.4.3). To the best of our knowledge this is the first time a computational method has been used to
design pseudoknotted functional RNAs followed by successful experimental validation. Our results
demonstrate that Enzymer is a reliable tool for designing active ribozymes even when complex
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structural features such as pseudoknots are included. Moreover, our results show for the first
time the underlying energy model of Dirks and Pierce (Dirks and Pierce, 2003) can be effectively
applied to design active ribozymes. Our validated results bridges the gap between RNA design and
experimental validation of complex and relatively large functional RNAs of up to 150 nucleotides.
Our experimental results have been submitted to the RNA Journal (impact factor 4.94) and at
the time of writing this document are under review (Zandi et al., 2018).

As our fourth contribution, we proposed a novel architecture for a ribozyme based gene reg-
ulatory network and tested it in-vivo. In our proposed architecture, the 3′ end coding sequence
of a self-cleaving hammerhead ribozyme from Yarrowia lipolytica was designed in such a way to
overlap with the 5′ end coding sequence of a reporter gene which in our case was the RFP protein.
The transcription activation of the ribozyme was put under the control of the LacI DNA promoter
which can be triggered by IPTG. In 7 out of 12 cases we observed the expected results. We observed
that when the IPTG inducer was added, the expression of the GFP was intensified as expected.
Our results allow one to hypothesize that by fine tuning this architecture, one may be able to
design novel gene regulatory networks by combining ribozymes with protein coding sequences as a
way to modulate the expression of the reporter gene. Our results were inconclusive hence, omitted
from our journal submission.

7.4 Significance of our work
The final output of our work is an easy to use and publicly available software named Enzymer.

Enzymer implements our new optimization algorithm and combines it with a design pattern for
designing novel or reengineering naturally occurring functional RNA. Enzymer enables one to
design novel RNA sequences with targeted secondary structures that include pseudoknots with
quality higher than those of the best leading edge approaches. Notably our designed ribozymes
were experimentally tested and almost all of the cases proved to be effective. The diverse sequence
composition and quality that can be achieved by Enzymer gives wet-lab experimentalists the
means to study RNA molecules and their associated sequence-structure attributes such as ensemble
defect, free energy, mutational robustness, and molecular plasticity. Our work opens the door to
the reliable and efficient design of complex ribozymes and other RNAs with given, possibly novel
functionalities.

7.5 Areas for future studies
Interesting areas for future exploration from a computer science prospective may include de-

velopment of multi-objective optimization methods for the design of functional RNAs that can
fold in more than a single secondary structure. Multi-target design is particularly useful when
designing RNA switches such as riboswitches. On another point, recent developments (Wolfe and
Pierce, 2014) have made it possible to compute the partition function of a test tube of interacting
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RNA strands. An interesting area of future research is to develop sequence optimizers for targeted
RNA-RNA interactions allowing design of complex RNA based circuits.

Areas for further research and lab work may include large scale studies to characterize the rela-
tionships between the design temperature and testing temperature. In our experimental validation
we designed the ribozyme sequences for optimal folding at various temperatures, however only
tested them all at the same temperature. Although our current energy models are not able to
characterize equilibrium characteristics at varying salt conditions, varying the design temperature
may be an effective way to design for varying salt conditions. It will be useful to observe the sen-
sitivity of enzymatic activity of the designed ribozymes at varying design temperatures, varying
test temperatures as well as varying salt conditions. Large scale in-vitro testing will allow one to
perform such sensitivity analyses.

It remains in our interest to further understand the sensitivity of functionality of the RNA
structures relative to different quality measures such as folding energy and ensemble defect. The
normalized ensemble defect of the ribozymes we tested were varying between 5% to 10% however
there was no clear signal in our data to correlate the ensemble defect value to cleavage. It will
be an interesting study to deign and test ribozyme sequences with varying ensemble defect to
understand the relationship between cleavage and various sequence quality values. We suspect
it may be possible for ribozyme sequences that have a higher ensemble defect to still remain
highly functional. If this hypothesis turns out to be correct, one can save significant amounts of
computational time by adjusting the stop criteria during the sequence optimization process. The
relationship between the ensemble defect, sequence composition and catalytic activity requires
further investigation.

Finally, despite our in-vivo results for the gene regulatory construct which we proposed were
inconclusive, we believe it is worth fine tunning the design of the proposed construct. One may
move around the position of the ribosome binding site or tweak the size of the overlap between
the reporter gene sequence and the ribozyme sequence. Another potent tweak would be using
different hammerhead ribozyme species than the one used in the original design. It is desirable to
characterize the minimal set of sequence and structural requirements which would lead to a robust
gene regulatory architecture similar to the one we proposed in Chapter 6.
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Scarborough, R. J., Lévesque, M. V., Perreault, J.-P., and Gatignol, A. (2014). Design and evalu-
ation of clinically relevant SOFA-HDV ribozymes targeting HIV RNA. Therapeutic Applications
of Ribozymes and Riboswitches: Methods and Protocols, pages 31–43.

Schmitz, M. and Steger, G. (1996). Description of RNA folding by ”simulated annealing”. Journal
of Molecular Biology, 255(1):254–266.

Schnall-Levin, M., Chindelevitch, L., and Berger, B. (2008). Inverting the Viterbi algorithm: an
abstract framework for structure design. In Proceedings of the 25th international conference on
Machine learning, pages 904–911. ACM.

Schultes, E. A. and Bartel, D. P. (2000). One sequence, two ribozymes: implications for the
emergence of new ribozyme folds. Science, 289(5478):448–452.

Schwefel, H.-P. (1975). Evolutionsstrategie und numerische Optimierung. PhD thesis, Technische
Universitat Berlin.

Seeman, N. C. (2010). Nanomaterials based on DNA. Annual Review of Biochemistry, 79:65–73.

Serganov, A. and Nudler, E. (2013). A decade of riboswitches. Cell, 152(1):17–24.

Serra, M. J. and Turner, D. H. (1995). Predicting thermodynamic properties of RNA. Methods in
Enzymology, 259:242–261.

Shapiro, B. A., Bindewald, E., Kasprzak, W., and Yingling, Y. (2008). Protocols for the in silico
design of RNA nanostructures. Nanostructure Design: Methods and Protocols, pages 93–115.

Shapiro, B. A., Yingling, Y. G., Kasprzak, W., and Bindewald, E. (2007). Bridging the gap in
RNA structure prediction. Current opinion in structural biology, 17(2):157–165.

Shen, Y. and Bax, A. (2013). Protein backbone and sidechain torsion angles predicted from NMR
chemical shifts using artificial neural networks. Journal of Biomolecular NMR, 56(3):227–241.

130



Sheng, Q., Moreau, Y., and De Moor, B. (2003). Biclustering microarray data by Gibbs sampling.
Bioinformatics, 19(suppl 2):ii196–ii205.

Shintani, K., Imai, A., Nishimura, E., and Papadimitriou, S. (2007). The container shipping
network design problem with empty container repositioning. Transportation Research Part E:
Logistics and Transportation Review, 43(1):39–59.

Shmygelska, A. and Hoos, H. H. (2005). An ant colony optimisation algorithm for the 2D and 3D
hydrophobic polar protein folding problem. BMC bioinformatics, 6(1):30.

Shu, D., Li, H., Shu, Y., Xiong, G., Carson III, W. E., Haque, F., Xu, R., and Guo, P. (2015).
Systemic delivery of anti-miRNA for suppression of triple negative breast cancer utilizing RNA
nanotechnology. Acs Nano, 9(10):9731.

Shum, K.-T. and Rossi, J. J. (2013). RNA Nanotechnology approach for targeted delivery of
RNA therapeutics using cell-internalizing aptamers. In DNA and RNA Nanobiotechnologies in
Medicine: Diagnosis and Treatment of Diseases, pages 395–423. Springer Berlin Heidelberg.

Sietsma, J. and Dow, R. J. (1991). Creating artificial neural networks that generalize. Neural
networks, 4(1):67–79.

Singer, M. F. and Leder, P. (1966). Messenger RNA: an evaluation. Annual Review of Biochemistry,
35(1):195–230.

Smith, A. M., Fuchs, R. T., Grundy, F. J., and Henkin, T. (2010). Riboswitch RNAs: regulation
of gene expression by direct monitoring of a physiological signal. RNA biology, 7(1):104–110.

Smith, K. A. (1999). Neural networks for combinatorial optimization: a review of more than a
decade of research. INFORMS Journal on Computing, 11(1):15–34.

Song, Y., Zhang, C., and Fang, Y. (2008). Multiple multidimensional knapsack problem and
its applications in cognitive radio networks. In Military Communications Conference, 2008.
MILCOM 2008. IEEE, pages 1–7. IEEE.
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Appendix A

Designed sequences for mouse gut
metagenome

The following table presents the dataset for the mouse gut metagenome generated by Enzymer
in Chapter 5. Bold letters represent the catalytic core of the ribozyme as inferred by MSA analysis

Annotation Designed RNA sequences
φ1

HH CCGUCGCAAA AAGGGUCCUG AUGAGCAAGC GACAAAAAAA GC-
GAAACACC GCGAAAAAGC GGUGUCGACC CGAGAAAAAA G

φ2
HH CUGAUAGACC CCGGAUCCUG AUGAGCUACU AUCCCUAAAU GC-

GAAACACA GGCAUGAACC UGUGUCGAUC CUAUAAAACC C
φ3

HH CCCCUCUAAA AAGGGACCUG AUGAGCCCAG AGGAAAAAAC GC-
GAAAGGCU GCUAAAGUGU AGUCUCGUCC CAAACAACAU A

φ4
HH CAGUUCGAAA AAGCCUCCUG AUGAGCAACG AACAAACCUA GC-

GAAACCGU GGUUAACUCC AUGGUCGAGG CGACAAAAAA U
φ5

HH AACGGAGCCC UUCCGCCCUG AUGAGCAACU CUGAAUAAAA GC-
GAAACUGU AGAACUACCU ACGGUCGGCG GUUUUCUAUA C

φ6
HH CCCCUCGAAA AAGUGUCCUG AUGAGCAACG AGGAACCCCC GC-

GAAAGGCG UGAAAUACCG CGUCUCGACA CAAGAGAAAA G
φ7

HH ACGGACCACC CCCAGUCCUG AUGAGCAAGG UCCAAAAAAA GC-
GAAACUUG AUGUAAUAGU UAAGUCGACU GAAAAAAACC A

φ8
HH ACGGAGGGUG UGGGGCCCUG AUGAGCUGCC UCCUUGAAUU

GCGAAAGUUG GAAUGAUCUC UAACUCGGCC CGUUGAGUUG U
φwild

HH GGUACCGAAU AAAUCCCCUG AUGAGCAACG GUGAGAGCCG GC-
GAAACUAC CCAAACAAGG GUAGUCGGGA UAGUACCAUA A

Design template tHH oooooooooo ooooooCCUG AUGAGooooo oooooooooo GCGAAAoooo
oooooooooo ooooUCGooo oooooooooo o

Secondary structure ..[[[[[.....(((((......(((..]]]]].......)))..(((((((......))))))).)))))..........

Table 5: Designed sequences for the mouse gut metagenome hammerhead ribozyme.
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Appendix B

in-vitro transcription protocols

B.1 Transcription template preparation
This section presents the wet-lab protocols used to transcribe the ribozyme sequences for in-vitro

experiments described in Chapter 6.

The PCR reaction was made with 100 µM dNTP, 1X thermopol Taq reaction buffer (20 mM
Tris-HCl, pH 8.8, 10 mM (NH4)2SO4, 10 mM KCl, 2 mM MgSO4, 0.1% Triton X-100), 1X of Q
solution (Qiagen) and 1 µM of each primer at their corresponding annealing temperatures. The
14 sequences generated for the mouse gut metagenome hammerhead were amplified by a PCR
of 15 cycles. 1 µM of a primer with the T7 promoter sequence was used because each ribozyme
oligonucleotide sequence already has a T7 promoter, required for transcription with the T7 RNA
polymerase. The oligonucleotides to generate the DNA templates for ribozymes were ordered from
BioCorp DNA Inc, IDT or sigma.

The wild-type ribozyme (from the mouse gut metagenome) was used as a positive control.
We made five mutations in the catalytic core of one of the ribozymes generated by Enzymer (in
MHHRz3) to use as a size marker for uncleaved RNA. For the Yarrowia lypolityca HHRz, the
two designed sequences and the wild type sequence were amplified by a PCR of 25 cycles. Inactive
strains of each ribozyme were also amplified to be used as uncleaved size markers. We also amplified
the WT glmS ribozyme, the two designed sequences and their modified strains with a PCR of 30
cycles. To observe the results of the cleavage reaction of the glmS ribozyme that naturally generates
one nucleotide at the 5′ side we added a sequence of 20 adenosines (As) at the 5′ end.

B.2 Transcription
The synthesis of the ribozymes by in-vitro transcription was made in the presence of radioactive
UTP32 to be able to visualize and quantify the self-cleavage activity during the transcription. The
reaction of 50 µl contained the DNA produced by PCR, 2 mM rNTPS (2 mM each of ATP, GTP,
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CTP) and 0.8 mM UTP, 1X transcription buffer (80 mM HEPES-KOH pH 7.5, 24 mM MgCl2, 40
mM DTT, 2 mM spermidine), 1U/µl of inorganic pyrophosphatase (Sigma Aldrich, USA) , 1U/µl
RNase inhibitor (Thermofisher), 1U/µl T7 RNA polymerase and milliQ water for 2 hours at 37◦C.
Then 1U/µl of Dnase (RNase free) (NEB) was added to each reaction with incubation for 30 min
at 37◦C. For the glmS ribozymes, for each ribozyme we had two reactions with or without 1 mM
of GlcN6P.

B.3 Self-cleavage analysis
An aliquot of 1 µl of each ribozyme transcription product was taken and diluted in 9 µl of milliQ
water. To each aliquot an equal volume of the 2X dye formamide buffer (95% formamide, 10 mM
EDTA, 0.025% bromophenol blue and 0.025% xylene cyanol blue) was added. The full length
and the cleaved ribozymes were separated by electrophoresis on a 1% polyacrylamide gel in 1X
TBE buffer (89 mM Tris, 89 mM boric acid, 0.02M EDTA). The gel was exposed to a storage
phosphor screen for (30 min to 1 hour) and scanned with a Typhoon FLA9500 (GE Health Care)
and quantified with ImageQuant.
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Appendix C

in-vivo transcription protocols

This section presents the plasmid and in-vivo protocols used in Chapter 6.

Figure 32: PUC57 plasmid
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Plasmids (pUC57) containing the two active or mutated ribozymes were each digested by SacI
and SphI for 1 hour at 37◦C in the presence of 1 x cutsmart buffer. Digestion products were
purified on a 1% agarose gel to extract the insert to be recloned, the band corresponding to the
ribozyme-RFP insert was cut and the DNA extracted by the EZ spin column plasmid DNA kit
Kit (Biobasic).

Ligation of the plasmid digested with the insert (at a 1:10 ratio) was made at room temperature
for two hours in the presence of T4 ligase and its 1X buffer (50 mM Tris-HCl, 10 mM MgCl2, 1
mM ATP, 10 mM DTT, pH 7.5). Subsequently, the plasmids were transformed into E. coli BL21
DE3 competent cells.

The next day three colonies of each culture were stitched and seeded in LB in the presence
of ampicillin and incubated overnight at 37◦C under rotation. The next day, the OD of each
culture was measured by the nanodrop, a triplicate for each culture was used to make a technical
triplicate with three different concentrations of IPTG (1mM, 2mM, 4mM). From each culture 1 ml
was diluted in 9 ml of LB to eventually have 36 cultures (three cultures each at a concentration
of IPTG from each of 12 cultures initiated from the initial stitched colonies). The cultures were
incubated at 37◦C and OD and fluorescence intensity were measured (using typhoon FLA) once
every hour for five hours and after overnight culture.
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