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Abstract

Machine Learning Approach for an Advanced Agent-based Intelligent Tutoring System

Roya Aminikia

Learning Management Systems (LMSs) are digital frameworks that provide curriculum, train-

ing materials, and corresponding assessments to guarantee an effective learning process. Although

these systems are capable of distributing the learning content, they do not support dynamic learning

processes and do not have the capability to communicate with human learners who are required to

interact in a dynamic environment during the learning process. To create this process and support

the interaction feature, LMSs are equipped with Intelligent Tutoring Systems (ITSs). The main

objective of an ITS is to facilitate students’ movement towards their learning goals through virtual

tutoring. When equipped with ITSs, LMSs operate as dynamic systems to provide students with

access to a tutor who is available anytime during the learning session. The crucial issues we address

in this thesis are how to set up a dynamic LMS, and how to design the logical structure behind an

ITS. Artificial intelligence, multi-agent technology and machine learning provide powerful theories

and foundations that we leverage to tackle these issues.

We designed and implemented the new concept of Pedagogical Agent (PA) as the main part of

our ITS. This agent uses an evaluation procedure to compare each particular student, in terms of

performance, with their peers to develop a worthwhile guidance. The agent captures global knowl-

edge of students’ feature measurements during students’ guiding process. Therefore, the PA retains

an updated status, called image, of each specific student at any moment. The agent uses this image

for the purpose of diagnosing students’ skills to implement a specific correct instruction. To develop

the infrastructure of the agent decision making algorithm, we laid out a protocol (decision tree) to

select the best individual direction. The significant capability of the agent is the ability to update

iii



its functionality by looking at a student’s image at run time. We also applied two supervised ma-

chine learning methods to improve the decision making protocol performance in order to maximize

the effect of the collaborating mechanism between students and the ITS. Through these methods,

we made the necessary modifications to the decision making structure to promote students’ perfor-

mance by offering prompts during the learning sessions. The conducted experiments showed that

the proposed system is able to efficiently classify students into learners with high versus low perfor-

mance. Deployment of such a model enabled the PA to use different decision trees while interacting

with students of different learning skills. The performance of the system has been shown by ROC

curves and details regarding combination of different attributes used in the two machine learning

algorithms are discussed, along with the correlation of key attributes that contribute to the accuracy

and performance of the decision maker components.
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Chapter 1

Introduction

In the past years, technology has shaped the education from the earliest stages of primary school

to the advanced stages of graduate school. Thanks to the considerable advances of online learning

management systems, noticeably students, teachers, employees, managers, and others showed an

unprecedented desire to enhance their skills and promote their knowledge for future professional

advancement using modern styles rather than the traditional education system.

For the growth of the eLearning era, Learning Management Systems (LMSs) [3, 53, 17] have

been enhanced to serve electronic coursework for distance learners. A LMS is a system frame-

work for designing, organizing, classifying and presenting courses accessible through a distributed

system. Primary LMSs have been used only in academic organizations to afford lessons and train-

ing programs in schools. However, during recent years, it has become fashionable among many

corporations to deliver training to internal clerks and clients using LMSs.

A typical LMS yields the following capabilities to the teacher: (a) uploading the contents using

different appropriate tools; (b) setting up and categorizing the materials as lessons; (c) designing

well-structured self assessments; (d) determining due dates to complete assignments; and (e) coop-

erating with students to maintain high quality lesson engagement during the learning period. The

system also generates a wide-range of charts corresponding to students’ grades and performance

by evaluating their progress in a learning activity. Likewise, a classic LMS provides the following

abilities to students: (a) accessing the lectures; (b) performing quizzes and assignments; and (c)

communicating with their teachers throughout the semester.
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Nowadays, there is a diverse range of LMSs available with different features to accommodate

users’ different requirements. For example, Canvas [12] is one of those LMSs, which is used by

educational and non-educational organizations. Moodle [28, 33] is another well-known LMS used

world-wide [48]. Dokeos [12] is a popular LMS in French and Spanish-speaking countries. Sakai

[12, 2] is an academic LMS that was built by universities of Massachusetts Institute of Technology

(MIT), Stanford and Berkeley for handling students’ group projects. Lately, some modern LMSs [4,

5] have been developed based on cloud, which provides modern features such as mobile accessibility

and analysis.

Intelligent Tutoring Systems (ITSs) [61, 9, 10, 41, 58, 59, 69] are software systems that have

been developed to improve the operation of LMSs. The main intention of a typical ITS is to give

the perception to students that a virtual tutor is available during the whole learning process. For in-

stance, during a quiz, if the student solves some questions incorrectly, the ITS steps in and elaborates

on why the answers are wrong and provides guidance towards the correct solutions. Therefore, the

ITS has been constructed to play a passive tutor role which facilitates student monitoring in order to

set up convenient directions by generating customized and personalized advice to every individual

student. Because ITSs have originally been developed to serve as intelligent virtual tutors, feedback

from such systems depend on students’ learning skills. Similarly, it was expected that a classic ITS

could modify its functionality when interacting with students of various abilities such as knowledge

and performance. However, this objective is better achieved using agent-based ITSs, where agent

is an intelligent component that is able to make a decision about what action it needs to take in a

given moment. In agent-based systems, agents are generally organized specifically to complete the

assigned goal by considering the current situation and previous experiences [22].

The implementation of a powerful ITS component was an ambitious goal for many years, and

conducted efforts led to the creation of a static complex structure. ITSs were operating without

any intelligent decision making procedure. In other words, legacy ITSs are composed of different

algorithms that execute simultaneously and do not generate the dynamic feature for a decision-

making mechanism. To address this problem of original ITSs, an additional module to operate as a

dynamic component that is able to make decisions was needed.
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To overcome the lack of intelligence in ITSs, agent technology has been used in the struc-

ture of the system to apply artificial intelligence techniques and improve the feedback mechanism.

Improving such a mechanism is conducted by modulating the decision-making algorithms and ap-

plying changes caused by the external environment, in addition to tracking the collected information

whilst interacting with students. The purpose of using agent-based ITSs is to simulate a human tu-

tor. In other words, an agent-based ITS operates such as a human tutor in guiding students. It can

also distinguish students in terms of a variety of features. By considering the information collected

from a student monitoring system, an agent-based ITS modulates an individualized guidance and

prepares the new topics to provide a comprehensive learning process.

A key feature of agent-based ITSs is their ability to self-adapt and change functionality de-

pending on students’ needs, ability that is lacking in the original ITSs. Consequently, a basic ITS

lacks the capability of modifying its decisions according to the external factors captured from the

environment. It then only follows a static and regid algorithm and applies it whilst interacting with

students regardless of their skills in an identical manner. Thus, attention to external factors is a core

element when developing modern ITSs.

1.1 Problem Statement

The use of eLearning education brings time and location flexibility, which attracts several types

of learners. However, in spite of its flexibility, many learners face new challenges for the lack of

human guidance, which prevents them from successfully completing their courses. In fact, one

of the main issues in online education is students’ engagement [2, 3]. Students often start online

courses with enthusiasm. However, this deteriorates over time, as they begin to feel isolated and

loose motivation. In fact, when starting distance learning courses, all students are passionate to learn

new materials and are dedicated to achieving high scores. However, at the mid-point of the course,

students fall behind schedule, have difficulty with time management, may become demotivated and

encounter difficulties during learning, finding themselves incapable of overcoming these issues.

Therefore, self-motivation and time management are two essential requirements, which a distance

learner should consider to benefit the most from eLearning systems.
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Thus, the critical challenge for an eLearning system is to build an interactive presence to avoid

loss of concentration. As a solution, there should be a virtual tutor that is perceived as an actual

human teacher who engages in the students learning progress. Engaging a tutor in this process, pro-

viding individualized appropriate guidance, monitoring progress and performance, and essentially

leading the students as an interactive environment are the first research problems to be discussed in

this thesis. The aim is to design a dynamic system which assists students easily overcome learning

challenges and improve their knowledge.

Machine learning provides powerful theoretical and practical foundations that, in the domain

of interest for this thesis, allow the design of automatic education systems which are able to rec-

ommend new topics according to students preferences. That is, machine learning methods can be

effectively used to modulate the intelligent Pedagogical Agent (PA), which forms the main part of

our ITS, to act as a virtual human tutor. The idea is to empower the virtual tutor with a classifier

to help predict students needs based on their updated status, called image, captured from the data

collected during previous interactions. The use of machine learning improves the quality of tutors

understanding in order to better guide the student towards the ultimate goal. The more information

the pedagogical agent has of the users characteristics, the better it can predict their requirements

and thus adapt to their reading and comprehension style.

Another challenging issue we aim to address in this thesis is to enable the PA to automatically

adapt to the user’s profile. Such an approach is not fully practiced or achieved by actual teachers

in real classrooms as they do not have substantial resources and flexibility to modify their lessons

to accommodate a large number of students with various learning skills. A machine learning-based

methodology can, for this issue as well, effectively contribute in adding this crucial feature to the

PA to offer personalized guidance. Having a private tutor and individualized guidance throughout

the specified lessons and assessments makes the learning experience more attractive for students so

that they can maintain their concentration.

1.2 Objectives and Contribution

Objectives
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The main objective of this thesis is to contribute in designing an intelligent PA to guide learners.

Correct recognition of students categories plays a notable role in the decisions made by the PA in

order to choose the applicable direction to guide those students. Therefore, the machine learning

algorithms to be used by the PA should be carefully selected. Nowadays, there are a collection

of patterns in the machine learning field where different algorithms could be used to manage and

assist students towards their unique learning objectives. Selecting suitable algorithms depends on

many factors such as size, quality and nature of data. It is difficult to predict which methods are

most appropriate without trying them. Hence, different methods should be tested by considering the

data characteristics to choose the most suitable for students prediction and classification process.

The aim is to have a PA that can select the desirable teaching technique according to the student’

group, which reflects his needs and skills. Technically speaking, each teaching method which is

selected by the PA is an individual decision tree, making the learning process attractive for students

to maximize their learning outcome.

Contribution

This thesis is mainly about introducing a dynamic decision maker component that works as a

main part of the PA. The agents used in intelligent tutoring systems are programmable and rational.

They are also empowered with intelligent modules that let them process external data and rationally

react to the environment. However, this mechanism does not necessarily make them adaptive to

the environmental changes, unless the predictions are made and necessary adjustments have been

hard-coded in the agent’s code. In this thesis, we propose an intelligent PA that can learn from

the environment and foster a descent knowledge to formulate a system adapting to the external

factors derived from the environment. The dynamic decision maker component helps the PA adapt

to the student’s learning skills by considering the uncertainty factors when engaged in an interaction

with human learners. Deploying such a framework would enhance the performance of the ITS to

a certain level as the system is agile to uncertain acts that a student could perform while using

agent’s guidance prompts. Therefore, the deployment of such a system has a dramatic influence

on the accuracy of the learning skills classification and therefore, the overall performance while

interacting with students. The results provided in the experimental chapter provides evidence of the

fact supported by strong foundations of the framework.
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1.3 Assumptions

In this research, to run a system based on the intelligent PA, several assumptions are considered.

These assumptions are categorized into three groups: general assumptions, technical assumptions

and domain-specific assumptions.

General assumptions: The calculation of some factors is crucial to classify students into related

categories and compare these groups by pre-defined evaluations. Based on these measurements,

ITS offers adequate teaching methods to various students. Therefore, to be able to measure these

factors (such as the average of a class knowledge in a learning progress), it has been assumed that

all students are in the same grade. By considering this assumption, we do not need to consider

the differences between age groups. Another assumption in this category is applying the Blooms

Taxonomy approach [1] for categorizing educational goals. This is a famous framework that has

been applied by teachers and college instructors in their teaching structures.

Technical assumptions: This system is developed to run in a mid-sized classroom and cannot

facilitate a countless classroom (such as five hundred students) simultaneously. Whereas in a class-

room consisting of an enrollment size of two hundred or less, students can benefit from online

learning services through this system at the same time. This means the software structure, network

infrastructure and programming strategies of this framework are assumed to assist a limited number

of learners. As another technical assumption, it is considered that machine learning will provide

the appropriate support for the PA. Consequently, substantial research is conducted to find the most

suitable machine learning methods for this research, according to our data specifications.

Domain-Specific assumptions: In this thesis, models have been developed to support the inter-

action between the ITS and students. The user model depicts students status in a learning activity,

whilst the ideal model depicts the best movement on the learning activity. The best movement is

computed based on the teachers idea and the self-development model, which indicates the students

self-measured status whilst being occupied in a learning session. Moreover, we considered a com-

prehensive decision tree as a core of the ITS to guide students to become closer to the ideal model.

Using such an inclusive decision tree enables the ITS to make dynamic decisions based on past ex-

periences. As a result, the flexibility of adjusting existing decision trees supports the ITS in acting
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smoothly to guide the students in an accurate and dynamic manner. As final assumption, we process

the collected data partly in this study. This allows us to decide in a momentum way which data will

be processed. The data processing will then commence by receiving data without considering any

previously stored data.

1.4 Thesis Overview

The organization of this thesis is as follows. In Chapter 2, we present the related work, which

is categorized into different subsections based on the relevant topics to what we proposed in this

thesis. We also explain in details the concepts needed to understand the rest of the thesis. Finally,

a discussion of different learning environments ends the chapter. In Chapter 3, we introduce the

proposed framework with its relevant components in details. We provide a case study to show how

the teacher and student engage in an interactive learning environment. In this chapter, we provide

a theoretical mechanism, which is an extension of Markov Decision Processes (MDPs) to improve

the PA’s decision making in order to guide learners in an effective way. In Chapter 4, we discuss

an experiment for collecting data. We focus mainly on the raw data structure and data collection

steps in details. Then, we propose the suitable machine learning techniques: Logistic Regression

and K-Nearest Neighbor (KNN) to practice by considering the nature of the collected data. Steps

for the implementation of the selected machine learning algorithms and obtained results are part of

this chapter. In Chapter 5, conclusions and future work are presented and the contributions of the

thesis are summarized.
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Chapter 2

Background and Related Work

2.1 Background

In this section, we elaborate more in details about the preliminaries and the subjects/concepts

that a reader should be aware of before reading the rest of the thesis. The preliminaries are followed

by a discussion of related work that shed light on the state-of-the-art about eLearning.

Interactive Learning Management System (ILMS)

The Interactive Learning Management System (I-LMS) is a LMS, which interacts with human

learner through a series of relevant advices. In other words, it is not only a schema for content

sharing, but also it dynamically interacts with users to improve their learning experience. The basic

LMSs [31, 2, 3] were a kind of digital frameworks that suggested curriculum, training materials,

and corresponding assessments, whereas the modern version of LMSs [42] have further to offer.

Some I-LMSs use an evaluation mechanism to compare each students with their classmates to

develop worthwhile guidelines to guarantee an effective learning process. For example, an ordinary

I-LMS enables a feature that warns the student about the assignments’ due dates and upcoming

quizzes to avoid any missing deadlines. On the other hand, the more prominent feature of I-LMS

is student following/monitoring feature. Through students’ monitoring phase, the LMS captures

a global knowledge of students’ feature measurements for diagnosing their skills to implement

specific correct instructions.
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The more dynamic the LMS is, the simpler students communicate with it. This is the reason

for the success of I-LMS in contrast to early LMSs, which had been carried out simply for file

distribution. In fact, LMS is accepted as a content and assessment delivery environment, however,

the I-LMS is more advanced solution that collaborates with students through informing them of

mistakes and limitations with more details and directions. Moreover, I-LMS provides immediate

help to influence students by giving prompts during learning sessions.

Intelligent Tutoring System (ITS)

The ITS records students’ attributes such as pre-existing knowledge level, time management and

students’ score in the quizzes to build a background corresponding to each student. ITS frequently

updates the background information in order to offer personalized hints to guide the students. As

ITS usually comes with a LMS, there is an interface for interaction between the student and system

that helps the ITS to monitor students’ progress and get more information as they operate. As a

significant feature of ITS it can be referred to its simulation in a way that it provides the benefits of

one on one learner without paying attention to distance in a large scale of students.

Another objective of using the ITS is establishing adaptive learning module. In more details

ITS is able to diagnose the weaknesses of students, hints when mistakes are made, then presents

the new topics to help them strengthen their weaknesses. Most ITSs start the instructional process

by considering the learners’ pre-existing knowledge level, which is estimated typically through a

pre-assessment mechanism. The status of learner will be updated automatically based on different

triggers depending on the structure of the ITS. In fact, a typical ITS compares what specific student

needs to know with what is already known, then provides suitable individualized instructions that

is needed to improve the learners status. Therefore, these instructions are the system’s reflection

to the students’ current knowledge. Some of the ITSs [61, 9, 10, 41] are designed to develop and

present the useful graphic reports, which is a significant source for instructors to diagnose the extent

to which their teaching methods are useful.

As explained above, the ITS originally has been developed to serve as an intelligent virtual

tutor. Therefore, feedback of such system depends on students’ learning skills. In other words, it

was expected that ITS could modify its functionality when interacting with students with various
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abilities such as knowledge and performance.

Agent

There are some specific factors to clarify the agents with arbitrary programs such as reaction

to the environment, autonomy, goal-orientation and persistence. As explained before, an agent is a

piece of a software that perceives its environment and acts upon that. Therefore, by changing the

environment, the agent’s behavior would accordingly change. One of the agent’s essential factors

is rationality. A rational agent is the one that chooses the right action which makes the agent

more successful. An agent’s success evaluation depends on the defined criteria that determines how

successful an agent is. One other agent’s attribute is autonomy that would lead to its independency.

An autonomous intelligent agent is capable of choosing between different actions. In other words,

an autonomous agent is the one that determines the appropriate operation by its own experience and

understanding of environment rather than following of a statistic predefined structure.

Multi agent System

A multi agent system follows an intricate decision making mechanism since there is a compli-

cated accurate link between perceptions, representations, and actions of whole available agents. A

precise decision making algorithm is required for the environment that several agents exist at the

same time to share common resource and communicate with each other. However, the hierarchic

connection of agents is vital to synchronize them to choose the best action in order to achieve the

highest success in a multi agent system. In addition, as there are multiple agents which commu-

nicate together, choosing the protocol for their communication play a principal role in decision

making mechanism. Therefore a protocol which is chosen for type of messages that they can send

to each other and also the syntax of these messages, is one of the challenging parts of design and

development a multi agent system.

Pedagogical Agent

The potential of emotional interaction between human and computer has been interested by re-

searchers in computer science, artificial intelligence, and education domains. The integration of
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intelligent tutoring systems, autonomous agents, and educational theory has been built the pedagog-

ical agent. In other words pedagogical agent has been developed to overcome some constraints of

distance learning. As explained before, the intelligent tutoring systems were used to support indi-

vidualized learning to meet individual student’s needs, and assist each learner in the achievement

of proficiency learning. Using a pedagogical agent-based system as a part of the ITS, provide the

conditions that the students perceive the learning process as a social and winsome environment.

Providing a social interaction between agent and student makes PA distinctive, as an intelligent tu-

tor that teaches the lessons to the students not only in a static course framework but also through an

interactive learning environment. Moreover, PA produces encouragement, information, guidance,

or any other collaboration to communicate with students.

The intelligent pedagogical agent systems are developed to infer the students’ emotional through

online learning when they may participate in virtual classroom from far distance. PA is capable of

collecting students’ data while they are reading the contents or performing any assigned assessment.

It also act based on it’s knowledge which is gotten from each specific student up to the moment.

Moreover, it supports individualized guidance, content rephrasing, content suggestion and chart

creation to aware the students of their strengths and weaknesses to improve.

2.2 Related Work

In this section, we carry on the discussion with respect to the related work that are categorized

in different subsections.

2.2.1 Learning Management System (LMS)

Because of the eLearning benefits, it may be supreme revolution in modern online education

frameworks. Nowadays, many educatioal institutes have started to use LMS, since they found it

as one of the easiest and cheapest way to study that is available for everyone even in far distances.

So in response to this demand, the LMS market is growing every day by a great leaps. Finally,

these mutations has created various LMSs such as Moodle [28, 33], Canvas [12], Schoology [46, 6],

Edmodo [8, 51] and Blackboard [37, 17]. These are some of the most popular LMS software that
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have been used by well-known schools and universities for online courses worldwide.

As there are many training platforms available, it is very important to understand the role of

the learning management systems in the learning environment to select the one that provides the

highest attention to concerns. However, all of these frameworks are essentially a digital learning

environment to handle the students’ learning process, which a human tutor usually performs in a real

world. In all LMSs the instructor has the option of organizing learning time-line and assignments

with deadlines. Therefore the main feature of LMS is giving the ability to deliver learning contents

straight to the students as well as allowing them to create assessments for evaluating purposes.

Despite all the similarities, different LMSs have various characteristics to meet specific needs.

In spite of all the LMS advantages, they have some limitations that sometimes prevent the

students from continuing the learning sessions. The students often start online courses with a great

excitement, however, many of them especially those with poor study habits, lose their motivation

and fall behind their schedule in long run of the session. Some of them prefer traditional learning

system since they want to have communication with their teacher in order to ask questions, whereas

there is no social interaction in basic LMSs to connect the students to teacher and other classmates.

Moreover, competition between students can be very encouraging for them in order to work harder,

while there is no environment for competition, communication or discussion. One another issue in

basic LMSs is that students need to be informed of their learning progress as it is necessary to know

what they learned and what they are about to learn. If students are not aware of their progress, they

become confused and may feel isolated and loose their passion continuing the learning process. In

addition, they need someone to track them during the learning session and guide them when they

made mistakes. So lack of such a valuable guideline is an considerable cause that learners are bored

while doing a learning activity. By considering the aforementioned points, it is clear that the know

how of the merits and demerits of the LMS improves its characteristics in order to raise students’

interest in such learning framework.

2.2.2 Intelligent Tutoring System (ITS)

Originally, learning management system was developed to provide personalized training as-

sistant for each student instead of an environment that is just used for file sharing. Alternatively,
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once can use many other easier ways to share files such as email and google docs. But that is not

the objective. Nowadays, everyone is aware of the benefits of individualized instructions, so, the

ITS emerged as add on to the LMS to produce the purposeful interaction with students during the

learning session. Therefore, lack of social human communication is the crucial cause to deploy

intelligent tutoring systems to support dynamic interactions while students are studying as a dis-

tance learner. In fact, the ITS plays a passive assistant role when students are reading the uploaded

lessons or performing assignments through the LMS. Virtual training tutor is the most important

feature of ITS that supports the benefits of one-on-one instructions. To meet the users’ (students’,

teachers’) expectations many investigations have been done and as a result a variety of ITSs have

been developed that include unique characteristics. For instances Sophie [47], Meta-Tutor [55],

CANVAS [12], Simself [14], Atutor [7], and SmartTutor [10, 41] are among intelligent tutors that

aim to provide immediate and customized feedback to students.

Although the various ITSs consist of different components and strategies, however, all of them

have a common ultimate objective that is producing individualized and immediate instructions to

students in a practical format. ITS enables students to better learn by practicing their skills within

highly interactive learning environment. It assess the students’ actions within those interactive en-

vironments as well as builds a model of students’ knowledge, performance, time management and

other cognitive and non-cognitive skills. In other words, ITS monitors students in terms of skills,

then records the information taken as characteristics. ITS is also able to update the collected infor-

mation to perform an accurate evaluation of each student. Based on knowledge that ITS receives

from students and its evaluation, ITS adjust the instructions and presents relative explanations, hints,

quizzes and new topics as needed. Therefore, it is a critical feature for ITS that modify its func-

tionality while interacting with various students and provide accurate and customized directions

corresponding to each specific student automatically.

According to the previous explanations, two inseparable properties of the ITS are intelligence

and tutoring. The lack of each of those features produces two conceptual problems for ITS. The

first problem happens when intelligence is ignored in the architecture of the ITS. It is expected

from the ITS to operate as an intelligent component that acts upon the students’ instantaneous

acts, then automatically adapts to better improve students’ skills. The ITS is able to adapt to by
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analyzing students’ strengths and weaknesses. Accordingly, it selects the appropriate action from

other available actions for guiding students to become closer to the ultimate goal through shortest

path. In the mean time, the intelligence feature is missing in many of the proposed frameworks as

ITS. The notable reason for the lack of success of these kind of ITSs is that they follow a predefined

structure (decision tree) to feedback upon the students’ actions in a static way. Sometimes these

structures developed by complex algorithms, but even with these algorithms the system is incapable

of choosing the action autonomously. Some of the ITSs which are introduced above such as Simself,

Meta-Tutor, Atutor are categorized in this group.

In the first category the ITSs focus on efficient interaction between students and system follow-

ing the objective to act as a smooth mentor. The problem in this kind of systems is that, they act

poor as an intelligent component. Whereas in the second group, the focus is on intelligence of the

ITS. So, in this category the problem occurs when the concept of tutoring is missed in the architec-

ture of the ITS. These ITSs incorporate some algorithms in order to monitor the students and try to

personalize instructions on the basis of adaptation to students’ skills to provide appropriate teaching

strategies. In other words, this group of ITSs are able to select the relevant and customized action

autonomously to interact with various students. Therefore, the second group use a powerful intel-

ligent structure for decision making mechanism to adapt themselves with variety of learners with

different skills. However, they are poor in tutoring students toward the best learning path, during

the distance learning. Some of the ITSs which are introduced above such as Canvas classifies in this

group. As explained before, the ITS has been developed to act as an intelligent system, as well as

tutors the students smoothly such as a human tutor. In order to this emphasis, the ITSs should be

built in a way that supports an artificial intelligence to operate dynamically and autonomously, as

well as guides students smoothly in order to achieve their objectives.

2.2.3 Agent

An agent can be of many types such as machine, person or a software program. In computer

science domain, an agent is a piece of a computer program that acts in a software environment. In

more details, a software agent is a goal-oriented computer program that reacts to its environment

without direct human intervention. It is important to note that a software agent possesses some
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necessary properties such as autonomy, interactivity, rationality, and adaptability. In this thesis, we

narrow down the types to pedagogical agents that are programmed specifically for the purpose of

serving as a virtual human tutor.

Prior to discussing the pedagogical in depth, it is worth to elaborate on different types of agents

in further details. There are different types of agents that are categorized into collaborative agents,

interface agents, mobile agents, and reactive agents. Collaborative agents are a network of intelli-

gent autonomous agents that communicate with one another to decide about their functional opera-

tions. This operation should be selected in order to build an effective interaction between users and

system for achieving a defined ultimate goal [67, 19, 15, 41]. The global companies use this type of

agents to respond to rapid changes in customer needs and increase the efficiency of the whole sup-

ply chain. [19] introduces production-distribution planning system to intercede the planning gaps

between two planning functions: production and distribution by using collaborative agents.

Interface agents are those agents that apply artificial intelligence techniques to the system’s

architecture, in order to provide a human like assistant for students [67]. It acts as a personal

assistant who collaborates with learners during a learning activity. Intelligent Tutoring Systems

[40, 9], Meeting Scheduling systems [13], and also News Filtering systems [67, 29] are among the

interface agents. For instances, in [67], authors attempted to address the problem of managing the

big amount of news feeds in media. They introduced Fido, as an interface agent in order to solve

the news feeds overload problem. Fido filters news by considering user preferences and feedback

to display personalized news to the users.

A Mobile Agent is an executing program that is launched by a user to migrate from one node

to another autonomously in a network. In each machine, each agent interacts with other agents to

continue its operation in order to accomplish its defined tasks in the destination. This kind of agent

is generally attractive to use in distributed information retrieval applications [18, 21] as they are able

to migrate to the location of an information resource and locally search the information. In [18],

authors developed a system to manage the distributed information retrieval processing in order to

search for the required technical papers from distributed database through a network. In this system,

mobile agent can travel from a host machine to different destinations, perform data processing, then

send the related information back to the host.
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2.2.4 Pedagogical Agent

The aforementioned types were a general classification of agents used in industry. In the follow-

ing, we carry on the discussion with deeper details regarding our specific type of interest: Pedagog-

ical Agents [52, 23, 66, 44, 45]. This kind of agents are all used in intelligent tutoring systems for

the purpose of interaction with human learners to provide the information that is gathered to convey

a piece of information as knowledge representation. Interactive Narrative Tacit Adaptive Leader

Experience (IN-TALE) [34, 35, 36] is a practice environment that authors applied the experience

management framework for educating cognitive skills such as leadership, and decision-making un-

der pressure. In this framework, learners play a leadership role in a simulation of a military exercise

to achieve a specified effect. Authors also have developed narrative mediation, which is a technique

where a story is defined by a linear plot progression to support related learning situations.

FearNot! [16, 50] is another pedagogical environment, which is a generative experience man-

agement framework to give students helpful roles to learn strategies for coping with bullying. In this

framework, VICTEC FearNot! is a virtual learning environment to help the students to tackle the

problems and allow them to explore ways of dealing with problems. They use believable synthetic

characters and narrative structure to create a close relationship between characters and students. In

each episode of bullying, students interact with one of the characters on each occasion by offering

the appropriate advice.

In [43], authors have developed a system that is called Thespian. Their approach provides the

benefits of speeding up the development of Interactive Pedagogical Dramas (IPDs) [24], support-

ing open-ended interaction, achieving pedagogical and dramatic objectives as well as supporting

quantitative metrics for evaluating the learners’ achievement. The architecture of thespian uses

autonomous software agents to control each character with their personality and the defined motiva-

tions as defined for the agent as goals. The ability of goal-driven agents that can autonomously select

the appropriate actions by considering the current state of the world help them to act responsively

to open-ended user interactions.

In [26], Bradford W. Mottauthors have developed a narrative centered, an inquiry-based system

to promote exploratory learning in the field of microbiology. This system is designed for the students
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who desire to discover the origin of an unidentified infectious disease at the research station. In

this approach they use of U-DIRECTOR architecture, which has been implemented in a narrative

planner for Crystal Island [26, 27] to cope the uncertainty enforce by student actions.

In Teatrix [25], children gain the opportunity to create their storyboards of existing fairy tales.

To prepare their story, they should choose three items: (a) scenes whereas they choose their desir-

able scenes and connect them just with a line; (b) props whereas the characters can perform more

complex actions in the story world using the props; and (c) cast as the characters that are going to

play it in the story world. The pedagogical agent acts as an implicit agent that is developed as a

story director, which is responsible for the narrative guidance of the story as an intelligent module

in this system.

Table 2.1: Comparison of LMS, ITS, Agent-based ITS, and PA

Table 2.1 investigates the various learning environments that are discussed in this thesis in terms

of dynamism, interactive-ness, intelligence, and adaptability. The LMS as one of the basic platforms

in online learning is the learning environment to provide students’ registration and learning content

management through the web. As it is explained in Table 2.1, there is no dynamic relationship

between students and system in LMS. However, many students need the effective communication

mechanism in order to use of an active tutor in their educational path. Online tutoring via the LMS

can be successful by incorporating with an ITS. In ITS there is a method for delivering customized

instructions to the students based on their abilities. At first, ITS promise of a adaptive learning

experience, but in spite of promising they support the students’ learning process only by a number

of static algorithms. Therefore, artificial intelligence has used in the architecture of ITS, to design

the intelligent system. This type of ITS, not only are independent from static decision making

mechanism, but also are able to act autonomously. But despite of these advantages, this type of
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ITS is unable to adapt itself with different students with different characteristic. As a solution, the

pedagogical agents has been developed to play the role of a learning partner or a human-like tutor

in a learning environment. The feature that distinguishes a PA from other agents is its adaptive

functionalities but as it is clear from Table 2.1, it also does not satisfy all the criteria of students

needs. Perhaps the most important hurdle to overcome is the difficulty to develop a system with

whole the features that each of mentioned learning environments provides. In this thesis, we got

helped from machine learning technology to construct a system to satisfy the students’ needs when

they are studying online regardless of where they are located.
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Chapter 3

MDP-based Intelligent Tutoring System

In this Chapter, we briefly explain the essential parts of an advanced eLearning system including

Learning Management System (LMS), Intelligent Tutoring System (ITS), AI-based ITS and Peda-

gogical Agent (PA). Then we introduce the proposed framework, which includes both LMS and ITS

that closely cooperate. In this approach, we consider PA deploying a decision making mechanism

to develop a user model. The proposed model serves as the main part of the proposed ITS. More-

over, this chapter consists of the model explanation and system workflow demonstration. Also, we

introduce the Markov Decision Processes (MDPs) as a mathematical foundation. We continue the

chapter with the relative experimental section to present the extracted outcomes from the collected

data. We also explain the data set and the machine learning algorithms, which are used in this ex-

periment as well as the discussion over the findings. A detailed comparison between the outcomes

of different algorithms will conclude the section.

In recent years, students, parents, and governments have become increasingly excited about

the online learning by decreasing costs and improving performance. LMSs are among the most

productive methods in deployment of the elearning courses. LMSs are considered as web-based

frameworks with the role to integrate with the academic community and manage student-related

activities like content management, course administration, course registration and reporting. Using

LMSs, teachers take a practical approach to address students’ needs regardless of time and place

by sharing files and providing guidelines. ITS, the core part of LMS, is a computer system which

enables student monitoring in order to develop appropriate instructions by generating customized
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and personalized guidance to every individual student. There can be an effective interaction between

human learner and ITS. The guidance provided by ITS and given to the students as a prompt makes it

easier for them to focus on their weak points and improve their underprivileged skills in an effective

way. It can also provide real-time data to instructors and developers looking to refine teaching

methods.

Because of the educational concerns worldwide, there exist many significant studies about ITSs.

Some studies defined ITS as a system that is capable of diagnosing and adapting to student’s knowl-

edge and skills. According to these studies, ITS is able to provide precise feedback when mistakes

are made and able to present new topics when the student is ready to learn. There have been also

frameworks developed to interact between ITS and the student using some models (i.e. User model,

Ideal model, etc.). Some recent investigations propose AI-based ITS. The common belief is that the

overall aim of developing AI is to enable the computer to be effective and act as a knowledgeable

agent in the teaching and learning process. Nowadays Agent-based systems play a fundamental

role in the development of pedagogical systems. Using agents in intelligent pedagogical systems

provides a more efficient system. Therefore, some studies are done in this topic. In such studies, the

aim is to infer the learner’s emotional state in distant learning. The main functionality of the system

is to collect data and interact with the learner while the learner’s data acquisition component col-

lects learner’s data. Following similar objectives, some other research works use machine learning

to recognize the learner’s emotional behaviors (i.e. sadness, happiness, fear, etc.).

In this research, we provide a system which establishes an effective interaction between the ITS

and human learners. A typical student registers in a course and participates in a learning session

through the LMS. The ITS part of the system monitors the student in terms of knowledge, per-

formance, time and other characteristics predefined in advance and stores them in an appropriate

database. The decision making mechanism (the most crucial part of the ITS) needs the data to

judge the student in a specific time interval and provide an appropriate guidance as a prompt. To

accomplish more effective communication, the system should distinguish the unique characteristics

of each human learner, generate a customized guidance for that specific person, and suggest an ap-

propriate topic. To attain this objective, we have developed a PA empowered by machine learning

capabilities for instituting smooth and practical interactions.
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Our main goal in this study is to provide a more productive learning and understanding expe-

rience for students. To achieve this goal, we have introduced a system including both LMS and

ITS, closely cooperating with each other. The ITS consists of four main parts: Pedagogical Agent,

Decision Making Mechanism, User Model and our Markov Decision Process (MDP)-based tool for

decision making. The LMS also incorporates four main parts: GUI, Self-Developed Model, Ideal

Model, and a Database to store and retrieve data. The human learner can communicate with the

system through the GUI. In the ITS part, we present The MDP-based component to form the PA’s

decision making mechanism aiming to make the user model closer to the ideal model. We propose

the reward function as an artificial intelligence concept computed in the form of score relative to

the target point (the goal). So the closer user model gets to the ideal model, the higher expected

reward would be. We also carried out an experiment to collect data to apply appropriate machine

learning algorithms in order to predict the performance level of the learners. The logistic regression

and KNN methods are selected in this experiment due to the nature of the data. Considering the

results obtained from these two supervised learning algorithms, we can calculate the performance

and accuracy to select the most appropriate one.

3.1 The Model

Figure 3.1: System general framework with relative components
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3.1.1 Preliminaries

In this section, we introduce the proposed model and explain its components. There are differ-

ent relevant pieces that are referenced in the framework illustrated in Figure 3.1 The model is an

advanced LMS [3] empowered by an ITS deployed to provide real-time data to instructors and con-

tent developers looking to refine teaching methods. The guidance is provided given that the overall

learning objective is already predefined. To efficiently maintain high quality guidance, there is a data

processing center that closely cooperates with a decision-making mechanism to select best actions

to be taken in any specific situation. The combination is therefore responsible to generate mean-

ingful information to interact with students using an appropriate interface. The combined methods,

alongside the effective content of the prompts, create an ITS that provides customized feedback to

learners in order to improve their learning skills based on their input into the system. Some ITSs use

intelligent agents to better perform artificial intelligence-based feedback and modulate the decision-

making process to effectively apply changes and track the collected information while interacting

with human learners. These agents are programmable and called Pedagogical Agents (PAs).

PAs provide practical solutions for ITS’s objectives. They facilitate monitoring students, track

information changes, customize and order information according to individual needs to help stu-

dents reduce work overload and stress. They are helpful in teaching students to become effective

and benefit from the offered content. With regard to the functionality of a PA, it receives (or seeks)

input data from the environment, processes the data to find out the updates from the environment,

and reacts to the environment with the appropriate action. The updates are recognized by compar-

ing the environment status to the virtual environment (i.e. image in the form of user model) that

the agent has created at the beginning of its life cycle, and by continuously updating the image to

be synchronized with the outside world. In this domain of research, the input data is in the form of

human-related activities, which defines the environment where the human is actively doing a work

that involves the agent.

A typical PA is a rational intelligent agent that cooperates with the rest of the system com-

ponents (i.e. database, interface, communication mechanism, LMS configuration system, etc.),
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processes the collected data, and provides guidance to human learners with respect to the prede-

fined learning objective under which the agent has been programmed. The guidance is usually done

through interactive communication with human learner. The communication is usually part of an

ITS. The pedagogical agent is intended to acquire knowledge about the surrounding environment

by receiving data from users in the form of students’ activities while doing a learning activity. The

agent then compares the latest environment status changes to update its image (virtual internal saved

environment), from the outside environment. This comparison is of great importance since it indi-

cates how good is the student’s status at a specific moment with regard to time, knowledge level,

order, reading status, and performance.

The core of the tutoring system is the decision-making mechanism, which is rather a widespread

process. There are three sources of information that tutor’s decision-making mechanism uses: (a)

teacher’s estimation of the ultimate goal; (b) system assessed user model that depicts student’s status

in learning activity; and (c) student declaration of self-assessed status in learning activity. Decision-

making mechanism considers this data as an input which leverages the communication between the

PA and the student. The communication is managed based on user model that the system assessed

and the difference between the student’s status and system-generic ideal status. Agents follow ratio-

nal aptitude in dynamic decision-making, which involves algorithmic infrastructure and theoretical

framework that will be explained in Section 3.2.

The theoretical foundation of this mechanism helps a pedagogical agent effectively communi-

cate with human learners based on the processed input data via decision-making protocol as a part

of ITS. Agents then effectively identify the moves that treat the best reaction towards the students

with various learning characteristics. The parametric break down of user model elaborates details

in deep level of granularity, which highlights the weaknesses and the approach to fix them. Agents

then act confidently, however with certain level of uncertainty, and guide the students towards the

predefined learning objective. This cycle is carried on till the end of the session. The session may

consist of some reading materials, few quizzes and break. Finalizing each iterative interaction with

student, the system-generic user model will be updated. Depending on PA decision, the learner will

be either prompted according to the approach taken towards learning objective or it will tend to

provide more time and not to interfere with improving students self-planning skills.
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In agent’s decision-making mechanism, we assume that the external environment is composed

of two models: Ideal Model and Self-Developed Model. These models follow the same template

and contain a list of certain parameters with defined range and assessment/update formulation. Us-

ing these parameters, the agent assesses learner’s knowledge, time management, performance, and

learning skills in the form of associative score. Ideal model is the imaginary student that depicts

the best movement on the learning activity based on teacher’s opinion. Therefore, before learning

session launches, the teacher creates and updates the ideal model in order to define the target point

using which learner is guided towards the learning objective. In the proposed model, the teacher

influences the special user model known as ideal model. This ideal model represents the best user

model, which as subject expert could experience the learning material given the predefined learning

objective.

Outside the agent goal-identification mechanism, this ideal model is set with the teacher and

the agent configures this special model to its internal system and becomes ready to guide students

using this target point as benchmark. Therefore, all students are going to be guided using the same

benchmark. As a result, our advanced LMS can compare students’ performance and highlights their

strengths and weaknesses in various pedagogical aspects.The teacher can also modify or customize

the learning sessions according to new emerging needs before launching a new learning session

following a new learning objective.

The Self-Developed Model is initially created by ITS and continuously updated by learner who

indicates self-measured status of learning status while being engaged in a learning session. The

Learner can always input new values for self-measured report set. However, the system prompts the

student encouraging to report self-measure learning status based on some pre-defined points that the

agent recognizes. The agent always compares the status of the user model with the one indicated

in self-developed model. The rationale behind this comparison is the fact that the agent needs

to identify substantial differences between these two models, which normally indicates student’s

confusion and promotes the importance of guiding prompts to be triggered. In some cases, such

big different is indicative of agent’s miscalculation of student-related user. In these cases, usually

the agent increases its uncertainty level and the guiding mechanism acts more cautiously while

interacting with a student with rare aptitude of learning.
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3.1.2 The Workflow

Figure 3.2: The proposed system framework

In this section, we explain a case study which demonstrates the work flow of a day-of-a-life sce-

nario for a teacher-type user designing a learning session and engaging students into an interactive

agent-based intelligent tutoring experience. The interactive learning environment is developed by

deploying the rational pedagogical agents programmed and planned to follow pre-defined goals we

explained in the previous section. The work flow elaborates on the relative data collected which

represents the learning skills of the human learners. As shown in Figure 3.2, the teacher begins by

creating the content (or modifying the previously developed content) to structure a base that is used

for agent-based guidance.

To create a new learning session, the teacher selects a learning objective, which identifies the

learning target the teacher is following. The learning objectives are inspired from Bloom’s Taxon-

omy [70] and are in the form of improving students’ learning, memorizing, problem-solving, and

analyzing skills. In addition to these predefined and widely used learning objectives, the teacher

can customize a new objective by setting new parameters or modifying existing structure of the

parameter cube. Once the learning objective is set, the teacher can upload learning materials in the

form of reading text blocks (that could contain a number of pages), quizzes in the form of pre-test,
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post-test, pop up questions, complete questions, and breaks to group learning materials into a learn-

ing modules. Obviously, there is no limit in terms of the number of text blocks or quizzes, but the

teacher is aware of the overall learning activity time and fits to the learning objective already set at

the beginning of the learning session design process.

By selecting each learning objective, the system associates a list of parameters that form peda-

gogical agents’ aptitude in guiding human learners. However, the teacher can modify the parameters

to promote a parameter for a specific reason. For example, in improving memorizing skill objec-

tive, the time management score is used to a certain extent when the agent guides the student. If the

teacher promotes this parameter, the agent acts more cautiously regarding the time-related activities

such as the time spent on reading a text block or taking a quiz. The extent to which the teacher is

restrictive in any aspect (i.e. time, performance or planning) directly influences the relative param-

eter in a sense that the pedagogical agent can convey the guiding aptitude to students. Using the

associative parameters and additive ones set by the teacher helps the agent to create the ideal model

that is used as benchmark to guide the students doing learning activities at best performance. The

ideal model is set once and remains static during the learning session.

The teacher can preview the session from the student standpoint and experience the pedagogical

guidance the agent provides to apply necessary changes if needed. After providing appropriate

corrections and necessary changes, the ideal model is shaped representing the idealistic manner,

which the agent can adopt in order to guide the students towards learning objective. After launching

the learning session, the student is notified through the user interface in the form of notification. The

student become acquainted with the principal information about the learning session, such as the

due date, session duration as the whole learning activity, number of breaks, learning objective, and

the teacher note that highlights the important issues. Moreover, the student is informed about some

statistics that represent the other students who are invited to take the same session. The statistics

provide details regarding the percentage of the class who accomplished the session and the one

who has started the learning activity but yet to be finished. The student then starts the session with

complete information regarding the learning objectives, as well as the status of its classmates.

Once the student engages in the learning session, the pedagogical agent initiates a user model

that depicts student’s progress throughout the session. The user model is continuously updated as

26



the system collects more information while the student is navigating through the reading text blocks

and taking pre-tests, post-tests, completing quizzes as well as pop up questions. The aforementioned

parameters in subsection 3.1.1 are updated according to the data collected through the user interface

interacting with human learner. The updates in these parameters cause a new user model version

that is recorded in the form of the numeric vector and represents the instantaneous status of the

user in terms of learning progress. Holding the user model and recording continuous updates is a

great resource for the agent to compare the instantaneous status of the user with the ideal model

defined (or verified) by the teacher. However, in addition to what the system depicts for the student,

there is another model that is generated by the student directly in the form of self-developed model.

This model could be updated whenever the student inputs self-measured data that are indicative of

student’s progress in the learning activity. The agent does not have any control on this model expect

that the student is encouraged to fill in such information on an occasional basis.

At the end, the agent also has access to what the student inputs as self-measured learning

progress, and the comparison of the three models in a triangular shape is the core of the agent’s

decision-making before triggering prompts to the student to form effective guidance service. The

details of such decision-making are explained in the following section as our main contribution.

The process of guiding the student throughout the learning activity is done by our intelligent tutor-

ing system protocol, which involves a lot of data processing features used by the pedagogical agent

to perform effective guidance under specific learning objective. When the student is navigating be-

tween text-blocks and quizzes or taking breaks, the user model parameters such as reading status,

knowledge level, order score, performance, and time score are updated accordingly. This process is

carried on till the learner reaches the end of the session.

The ITS has different parts including pedagogical agent, decision-making mechanism, and our

proposed model. The aim of PA is guiding learner to get closer to the ideal model as much as

possible, by considering the self-developed model. The ultimate goal is to maintain a situation

where the user model is at closest possible distance to the ideal model, which indicates the successful

guidance done by PA. The ITS uses our proposed model and decision making mechanism to improve

guiding student in a useful and accurate manner. Our framework receives data that is collected by the

system as an input, applies some predefined mathematical functions to optimize the output, and then
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send it to the decision-making mechanism. By receiving this input Decision-making mechanism

uses a comprehensive decision tree to choose the best and shortest way to guide the human learner

to get closer to the ideal, by prompting timely and accurate.

When the session reached the due date, the system classifies the collected data to generate

progress reports with extensive information about students’ cognitive and non-cognitive skills. This

information helps the teacher to make prudent decisions and make productive adjustment in upcom-

ing sessions. Moreover, the system generates recommendations in the form of tips to students to

take into account and become better learners by improving specific skills that the system has rec-

ognized in a customized and personalized manner. Upon teacher acceptance, the recommendations

are sent to students to consider a relative session following the one the recommendation was based

on.

Connecting the sessions would let the agent to retrieve the data from past session to use in dy-

namic decision-making mechanism explained in the following session. Once the recommendation

is sent to the student, there are two options that the student can choose: accepting and rejecting the

recommendation. By accepting recommendation, the student’s name will be added to the recom-

mended students’ list automatically, that system offers to the teacher for the next session. However,

it is still optional for teacher to add/ remove this particular student to the next session. By rejecting

recommendation by student, there is no update in the recommended students’ list, but teacher can

see which recommendation has been rejected by student. The sequence of sessions followed by rec-

ommendations that encourage the student to take another session is called adaptive learning feature

that we support in our proposed platform. However, without loss of generality, we skip details of

this feature to move into the dynamic decision making protocol as our main module in the proposed

system. In further details, we highly concentrate on our model, which configures agent’s dynamic

decision making core.
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3.2 Theoretical ITS Mechanism

3.2.1 Mathematical Foundation

As described in previous sections, the primary objective of the ITS is to shrink the gap between

the user model and ideal model. It is also important to evaluate the self-measured model and check

out how close it is to both other models. Therefore, a successful ITS is the one that minimizes the

(euclidean) distance between the two described models as much as possible. To reach this goal, the

ITS decision making mechanism requires a deep and complete methodology to deal with this critical

issue via the accurate mathematical mechanism. The deployed mechanism serves as an appropriate

pre-programmed procedure to manage the decision making part by employing the precise parameter

in a pre-defined path.

In this section, we propose a natural extension of general Markov Decision Processes (MDPs)

to organize pedagogical agent’s decision making mechanism on guiding human learners by taking

into account the ideal model compared with instantaneous user model. This mechanism is managed

through the extended MDP with partial access to the environment, given that interacting with human

learners would generate irrational data which could influence agent’s expectation on user model

supported by self-measured model. The mechanism is defined by a tuple < I, S,A, P,R, yi >.

As a matter of fact, the tuple contains the snapshot of students’ status evolving over time. It also

provides the action which each particular student selects to move to the next state. In more details,

each snapshot contains each particular student’s user models, list of possible states, list of reasonable

actions, the probability of each selected action at any time/state, the pre-defined reward, which is

associated to each action, and list of the possible updates once the action is selected and the state

transmission took place. The proposed ITS decision making mechanism uses the aforementioned

tuple to process the status of the human learner with respect to ideal, user, and self-measure models.

Using a proper classification tool (a machine learning method), the system is able to guide the

students towards the best and shortest path to achieve the ideal result during a learning session. The

details of the proposed framework used by the decision making module of the ITS is described in

the following.

• I denotes the set of models including ideal, user, and self-measure;
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• S denotes the finite set of states identifying various situations;

• A denotes the finite set of actions to manage navigation through different status;

• P denotes the state transition probability of transitioning from state s0 to s1 when the action

a has been taken by the agent considering all models represented in I;

• R denotes the reward function, where R(s, a) is the immediate reward for being in state s

taking action a;

• yi denotes the finite set of updates for each model i in I .

Lets elaborate more on the I parameter, which represents the user model set. In a nutshell, the

ITS follows a goal to minimize the difference (euclidean distance) between different models. In

further details, the ITS reaches out to the stable point, where the difference between the models

are at their minimum case and cannot be any closer. That way, the system generated model (user

model) is close enough to the ideal model. That phenomenon denotes the fact that the user is doing

a good job, which is close enough to the ideal case originally generated by the knowledge expert

(teacher in this case). Likewise, if the self-measured model is also close enough to the user model, it

denotes the fact that the human learner is aware of his/her status in the learning session. Therefore,

one of the top priorities held by the ITS is to guide students towards choosing actions that cause

standing on the closest position to the ideal model. The ITS provides the update feature whereas

teachers can update the ideal model to adjust to students prior to the beginning of a session. Such

an update would influence the ideal model thresholds, states and actions. But at all time during the

active learning session, the ITS takes the static ideal model as the benchmark to guide students to

maximize their performance by diminishing the gap between the system evaluated model and the

ideal model. The point of the self-measured model is to aware the human learner of their status

evaluated by the system and run a dialogue to point out the differences that the student can be aware

of and perhaps could do better for the rest of the learning session.

The learning session’s stages as well as different status points that a typical human learner can

experience are all collected as set of states. An example of a state could be Quiz F inished Poor,

which denotes that the finished the quiz with poor score. Another example of the state is Reading
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Summary Fast, which represents the state where the learner manages the summary page reading

in fast pace. It is important to note that the states represents a map of possible scenarios that a learner

could navigate through and reach out to different out coming points. However, the role of ITS is to

guide the learner to navigate through optimal path where the goal is reached at minimum cost (that

could be time and effort to read and do exercises). Therefore, there is a path that is caused by the hu-

man learner, which is the main reason of standing on a particular state (i.e., Quiz F inished Poor)

and the ITS is the means to navigate through the optimal path that is always end up with the learn-

ing session goal (starting from any user-made state). In other words, the ITS specifies a finite set

of states (along the optimal path) for students by looking at the image that it builds from student’s

strengths and weaknesses. The proposed path is also affected by the ideal models’ factors. In gen-

eral, all learners start from the initial state and navigate through different paths by acting differently,

and visiting different set of states. But at all time, the ITS guides the students to reach to the final

goal state through the shortest path with maximum performance. The more the student chooses the

correct action to go to the next state, the higher performance recorded for the student by the system

as the optimal path is not deviated. To the best of the system’s knowledge, that would end up in the

best result that is defined by the knowledge expert (teacher in this case) as the ideal model.

As it is described in the previous section, there is an optimal path to reach the final state by

navigating through different possible (static) states. The ITS defines the optimal path by looking

at students’ characteristics and the ideal defined model to provide a coherent way to reach out the

maximum performance by meeting the ITS’s standards. This is done by following the optimal

path until a deviation occurs via the learner. Then recalculation is made to shrink the gap between

the user model and ideal model as much as possible. Therefore, students are guided to follow

the optimal path that ends up with the final state. The ideal navigating path (sequence of states-

actions) is defined by the knowledge expert (teacher). Therefore, ITS always has the best path

used as benchmark, which is produced by teacher to provide an effective navigation through the

states by students while active in a learning session. Therefore, there is a relevant meaningful

action related to each state that takes place with relatively high probability. For instances, an action

could be Downgrade the Quiz Threshold. This action could be a valuable option for the state

Quiz F inished Poor, but definitely an irrelevant action for other states like Reading state. Thus,
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it is concluded that if a student takes the inappropriate action to move towards the next step, they

will deviate from the final state and accordingly they are detoured via a new path to reach out to the

final state, however, with longer time. To this end, it is important that the human learner reasonably

chooses the actions to reach out to the ultimate state through an optimal path with high performance.

The fourth parameter in the proposed mathematical model is the probability set. The set iden-

tifies the probability distribution that is used to make gesture on students’ actions in any particular

state. In each state, there are a number of possible actions that are defined to provide the navigation

between different possible states. It is now clear that the most important issue for ITS is guiding

students towards the final state. The probability set is used to estimate a measure of confidence that

a particular path is going to be used to get to the destination. While the student starts from the initial

stage and moves to next steps, the ITS takes into account the relevant probability of selecting the

optimal action in each state transition. Selecting the reasonable action would cause a legitimate state

transition, whereas the selection of irrelevant action would cause deviation from the optimal path

as well as a minor/major update in the rest of probability distributions. It is important to note that

the probability distribution in each state is different from one human learner to another. This is the

adaptability feature of the proposed model that could provide effective learning solutions personal-

ized to human learner’s learning aptitude. Moreover, every time that an action a is taken by student,

the system makes the transition from state si to sj and accordingly updates future state transition

probabilities.

The fifth tuple member is the reward function R that denotes the immediate reward for being

in state s taking action a. This function is used to encourage/discourage the system generated user

model to stay with optimal path and reach to the ultimate goal by navigating throughout the optimal

states defined by the knowledge expert (teacher). In further details, there is a vector of predefined

rewards relevant to each state transition process, which is specified by ITS to each particular tran-

sition. The assigned rewards value identifies the extent to which the selected action is relevant to

guide students to the next step. The impose of relatively high reward value would encourage the

system to positively rate the selected actions and adversely, the impose of relatively low value would

cause the system to negatively rate the selected action. Accordingly, the system is always alert to

make necessary changes to detour the bad path back to an optimal path that ends up reaching to
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the ultimate goal. In fact, this is the juice of an adaptive system that is able to process the external

data and optimally react to the environment with the high efficient action selection. Therefore, it is

concluded that high reward value as a result of selecting reasonable actions denotes that the student

is moving in optimal and relatively precise path towards the final state.

The last parameter in the proposed model is regarding the updates that the system would receive

with respect to the three underlying models. The change in a model simply influences the distribu-

tions (probability & reward) and eventually cause the system to act dynamically and adapt to the

environmental changes. Considering the tuple as the mathematical framework that is used as the

main brain of the system before any action, we would like to boost the performance of the learning

guidance process by maximizing the gained rewards while navigating through different states in the

system. The objective would be then formulated to the following equation (Equation 1).

argmaxΘ

∞∑

t=0

R(st, at; θ) (1)

In this equation, the parameter θ denotes the joint-policy among different models (ideal, user, and

self-measure) and t denotes the time steps on agent’s move and guidance. The reward value is

associated to the action at that is taken at state st given the policy (the probability distribution

indicator) at time t.

Before we define the objective function to address the maximization problem stated above,

we need to clarify agent’s policy in regards to model i as θi parameterize that via πi, λi, and γi

as θi = (πi, λi, γi). π denotes the strategy of choosing action and we define it in the following

p(a|b;π) shortened as πa,b identifies the probability of choosing action a when in state b. Therefore,

selecting a particular action depends on the policy π at any moment of acting. In further details, the

system computes the probability of each action taking place by considering its current information

of the best choice to achieve the defined goal. Thus, the policy π looks at only to the next step,

otherwise, the policy θ has a broad view of its environment. The policy θ does not only looks at

the next step, but also considers the whole upcoming steps to find the optimal path towards the

ultimate goal. Consequently, the policy θ computes the probability of each action by considering its

current information of the best choice of whole upcoming steps. We know that, the agent has limited
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information in state S so, the policy π might assigns high probability to the action a, but accordingly

to the policy θ, it might not be the best action. As a result, there are two different perspective view

for these two policies. In some cases the policy π might relates a higher probability to a specific

action but the policy θ consider a low probability because of their different perspective. Depends

on the data (external data factors), the policy θ might change the policy π elements with different

levels.

By updating the model, the agent’s status might change from St to St+1, where λst,st+1,y iden-

tifies the probability.

Now we formalize the update procedure from one model (p) to another (q) during which the

user model changes through the pedagogical agent’s guidance. In other words agent’s choice on the

type of guidance directs the action to be selected and the move from p to q is taken place under the

adopted policy Θ and validated by the student’s reaction that is formed in observation y.

V (p, q, s) =
∑

a,b

πa,pπb,q[R(s0, a, b) +
∑

s1

p(s1(s0, a, b))

×
∑

p′,q′

λp′,p,yλq′,q,zV (p′, q′, s1)] (2)

To maximize the expected reward on the agent’s joint policy on different models, we need to select

the optimal values for π and λ, where V reaches to its maximum value and lead to expected reward

to get maximized.

In the aforementioned equation, the joint action causes the system to undergo different states

that are not desirable. In the other words, the pedagogical agent calculates the relevant probability

associated with each action by looking at each individual students’ characteristics to move to the

best possible state. As it is clear, the student might take the action to move to the next step, which is

not acceptable one from the agent’s points of view. As it is pointed out, the pedagogical agent will

recalculate the action’s probability by model’s renewing. In the current situation, when the student

chooses the action b to travel to the next step which is different to the proposed one (a) by the

pedagogical agent, the agent will revise the actions’ probabilities in the forthcoming path to draw a

fruitful direction towards the eventual objective. In this equation πa,p denotes the action a that the
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student chooses when she/he stands in state p and πb,q denotes the action b that the student takes

when she/he lives in state q.

Solving the Problem

Recently, we introduced a tuple to set up the pedagogical agent’s decision making mechanism.

This tuple is built of some finite sets of dynamic arguments like the desirable states to illustrate

the possible situations that might be appeared for each individual student, reasonable actions on

guiding students to move optimally between different states, various predefined models by system

(user, self measured, ideal), state transition probability that presents the value which is assigned by

the agent for each particular action, rewards function which plays a very significant role in guiding

students toward the final goal and finally whole updates that might be happen for each model which

causes the system to undergo the student’s various actions. The key role of the pedagogical agent is

applying a mechanism to address the human learner to the eventual step through the shortest path.

This mechanism employs the reward function to perform its advice more productive. In further

describes, the agent allocates the unique reward to each action which is taken by students to go

to each upcoming states. The most appropriate action which is taken by the human learner, the

system specifies a larger value as a reward for that particular student. As a result, the greater reward

value means that the student has performed a better decision on choosing actions. Therefore, the

maximize rewards show that the human learner follows the straightest, and the most optimal path

towards the objective and stands in the closest position to the final step. Accordingly, as we clarified

earlier the important objective is addressed to the maximization of reward that has a positive effect

on directing students towards the predefined steps. Although, we are aware of how this problem

could be solved, but this is hard to address because of the derivative complexity. As we know, the

aforementioned tuple consists of some sets of parameters to process the student’s status over time.

So, to solve the problem we have to maximize the n-dimensional function in order to obtain the

maximum of the reward function. Solving this problem enable the agent to distinguish between the

students that follow the agent’s guidance with the ones that don’t care about the guidance. In this

section we provide a known algorithm to solve the mentioned problem.

To maximize the expected value mentioned earlier, we deploy EM algorithm (Expectation Max-

imization Method). EM is a popular tool to solve the statistical estimation problems which consists
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of incomplete data or the problems that can be located in a equivalent form. It also uses in different

motion estimation platforms. Generally, it uses as maximum likelihood estimation when some of

the variables in the problem are unobserved. EM tries to guess a distribution for the unobserved

data then for the given data, we calculate the value of each parameter that explains that data in the

best way by maximizing something that is a lower bound on the actual likelihood function.

In our problem, EM does great in a sense that the increase in value is carried on till the con-

vergence takes place. However we might not end up with global maximum point. We address this

problem in experimental analysis.

Let X denote the observable variable and Z denotes the hidden variable. θ would be our model

parameter . Then we argmax the probability sum with respect to θ.

argmaxθ log
∑

z

p(x, z; θ) (3)

This is a hard problem to solve as it might go to a non-convex optimization problem with ex-

tremely high complexity. Solving this would end up with continues coordinate ascent in the pa-

rameter space. To avoid the aforementioned problem, we first compute the lower bound of the sum

function and evaluate it asθi. L(θl) is defined in the following

L(θl) =
∑

z

p(z|x; θl) log p(x, z; θ)−
∑

z

p(z|x; θl) log p(z|x; θl) (4)

Using the lower bound θl an initial input, we identify better parameter estimate θ0 through an

interaction. It means that θ0 is the local optimal point started from θl. The same interaction could

be repeated until θl does not change to any better parameter estimate.

3.3 Relavant Related Work

This research is inspired by the some earlier proposals. Because of the importance of the stu-

dents’ educational system, many researchers studied to find the most effective factors on students’

learning. Du Boulay & Luckin [56] focused on the modality and restriction of the teaching and

learning approaches that is existed in 1980s. They also focused on the different perspective of
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learning approaches in the past and now. The authors believes the ITSs were less focused on

attaining reflection and representing the student’s meta-cognition in the past but Nowadays, that

perspective has changed and they are focused on implementing diverse strategies that attain educa-

tional interaction and a more learner-centred approach, which encourage meta-cognition skills such

as self-evaluation and self-explanation. Arroyo et al. [57] developed an ITS for the mathematics

section of the Scholastic Aptitude Test (SAT) which has several distinctive features; help with mul-

timedia animations and sound, problems embedded in narrative and fantasy contexts, alternative

teaching strategies for students of different mental rotation abilities and memory retrieval speeds.

The evaluations proved that students learn with the tutor, but learning depends on the interaction

of teaching strategies and cognitive abilities. Analyzing the students’ behavior and representing a

unique guidance is one of the important part of our work. In connection with this subject Canfield

[58] defined an intelligent tutoring system (ITS) as a system that is able to diagnose and adapt to stu-

dent’s knowledge and skills. According to this study ITS is able to provide precise feedbacks when

mistakes are made and able to present new topics when the student is ready to learn. He believes

that the intelligent tutoring systems are part of a new breed of instructional computer programs. As

we explained before we used of some models (User model, Ideal model, ....) for development an

effective interaction between the ITS and the student. Duchastel [59] defined the Tutorial Model

and the Student Model which the Tutorial Model contains information about effective tutorial prac-

tices and monitors the status of the Student Model. It recommends appropriate dialogue between

the ITS and the student. Both the Tutorial Model and the Student Model cooperate with each other

to work effectively. Tutorial Model controls the learning process, applies different educational

strategies according to the cognitive and essential personal features of the student, together with

his/her educational progress. Recent proposed ITSs is classified into two types: AI-based models

and Agent-based models. Undoubtedly in AI-based models some artificial intelligence is used and

its value depends on the system. [Patterson (1990)]Patterson introduced the use of AI in interac-

tive learning environment. Also He presents AI as a system that can understand a natural language

and able to perform other types of feats that require human types of intelligence. He stress the

importance of human based interactive learning environment because it involves students in active

learning. Heffernan [69] focused on the importance of AI in the field of educational computing and
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asserts that has also undergone changes in educational system. He also stressed that the overall aim

of developing AI is to enable the computer to be effective and act as a knowledgeable agent in the

teaching and learning process. His major research has been the design of the so-called Intelligent

Tutoring Systems (ITS) which require knowledge representations to provide models of the subject

domain, the learner capabilities and the tutorial pedagogy. [61] To make the students’ learning and

understanding efficient, Freedman coupled ITSs with virtual laboratories or educational games. To

achieve this aim he also introduces four main modules of ITSs: the domain model, the student

model, the teaching model and the graphical user interface (GUI) which these modules can contain

AI techniques, which use representations of the domain knowledge to understand the student’s be-

havior and provide an intelligent response. One of the main ITSs’ tasks is communication between

pedagogical agent and student.

The challenge here is determining how messages are received and understood and how answers

have to be formulated. To attain more effective communication it is necessary to look at the se-

mantic meaning beyond the words, since the students input is still not completely understood. In

the past ITSs had an irregular progress in areas such as provision and implementation of pedagogi-

cal actions and strategies, development of communication skills and implementation of theories of

motivation and affect. Du Boulay & Luckin [56] used AI techniques to incorporate into computer

tutoring the skills and abilities of human tutors required to overcome these issues. Nowadays Agent

and Multi-Agents-based systems play a fundamental role in development of pedagogical systems.

Using agents in intelligent pedagogical systems make the system more efficient and smoth. [62]

For instance Neji & Ben Ammar introduced Emotional Multi-Agents System for Peer to peer E-

learning (EMASPEL). EMASPEL recognises the students affective state using a web-cam and the

analysis of facial features. This system communicates an effective response through an emotional

Embodied Conversational Agent. Another study is done in this topic. Chalfoun et al. [63] imple-

mented the Emotional Response Predictor Agent (ERPA) that aims to infer the learners emotional

state in distant learning. The system is collecting data and interacts with the learner through the

GUI while the Learners data acquisition component collects data of the learner. In this system some

quizzes is embedded which through these quizzes the data related to the cognitive state is collected

and it is compared to the expected and passing scores and the quiz start time. The ID3 decision

38



tree algorithm calculates the data gain and selects the one with the highest gain. This data is used

by the Rules Extraction component to generate the rules and to store them in the Rule Base. They

considered a component as emotional reaction prediction which will use these rules to predict the

students emotional state. Some studies are using multiple pedagogical agents [64] They introduce

MOCAS architecture which has multiple pedagogical agents with diverse roles and attitudes. The

student uses the Learner’s agent to navigate and interact with Pedagogical agents in the 3D envi-

ronment. The Communication interface is used by the student to communicate to other students

and the learning content interface. The learning content interface adapts the domain knowledge to

the student’s cultural traits, is modular and enables the display of video files, questions and answers

interfaces. Multiple Pedagogical Agents cooperate with the student’s agent to provide pedagogical

responses according to the teaching strategies and domain knowledge. Multiple Learner’s Agents

manage each students interaction with the client interface, which can be modified by the learners

agent to adapt it to the student’s cultural context. The World Agent monitors all the activity and

determines the strategies of action followed by pedagogical agents. To build an intelligent tutoring

system we can apply Machine Learning methods or we can use other not Machine Learning appli-

cations. We’re going to mention some of the studies that used machine learning algorithms. Chaffar

& Frasson [65] implemented a machine learning technique through rules in the Optimal Emotion

Extractor module was used to identify the optimal affective state according the students personal-

ity. They defined a component as Emotion Inducer which was used to elicit the optimal state and

Different GUIs with guided imagery, vignettes, music and images were used to induce the affective

states of joy, anger, fear and sadness. After, they applied a pre-test and post-test before and after

inducing the learners optimal state, which was identified through directly enquiring 137 students.

Results showed that more than 28% of the students whose personality is Extraversion selected joy,

36% of the students whose personality is Lie selected confident, 29% of the students whose person-

ality is Neuroticism selected pride and 50% of students whose personality is Psychoticism selected

joy. Finally to select the optimal affective state identified by the students they used a Nave Bayes

Classifier. [66] PrimeClimb is an educational game for teaching maths to students in an age range

between 10 and 12. In PrimeClimb, the student’s emotions are recognized using a student model

implemented with Dynamic Bayesian Networks (DBN). This cognitive theory of emotion defines
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types of emotion according to their origin. They also defined specific intensity variables and a

threshold value which each type of emotion is influenced by them. A DBN involving the causes and

effects of emotion during learning, was defined too. This approach is focused on identifying imme-

diate emotions, which evolve during time until they become long-term effective states or moods. In

the following study they used an architecture including two models and a prototype-based machine

learning to implements the ITS[S. Gross, B. Mokbel, B. Hammer, and N. Pinkwart]The authors de-

fined the term ”solution space” including both a technical dimension on how to analyze such spaces

of learner solutions using machine learning techniques, and a pedagogical dimension on how to give

useful feedback to a learner’s solution within such a space. To apply and test these feedback provi-

sion strategies in multiple domains they designed a middle-ware architecture that provides typical

components of ITSs and prototype-based machine learning via standard interfaces. It implements

the typical components used in ITSs: a student model stores information about learners and their

actions; a pedagogical module contains pedagogical strategies implementing the above mentioned

feedback principles.

In this research we introduced new technologies that allow students and teachers to interact

better in the classroom as well as outside the classroom. The LMS is used by teacher to provide

the students’ needs regardless of time and place And ITSs is used to monitor the students and

diagnose their important features to generate personalized guidance. We developed a pedagogical

agent conforming AI methods to provide a smooth interaction for making the students education

productive.

The raw data is collected by system while students were doing the learning session online

through the system. There is a vector corresponding to each student which is included nine columns

as nine features. The output also is calculated from the input by applying formula. By considering

the nature of collected data which has a known result we utilized two supervised machine learn-

ing methods which are KNN and Logistic Regression. We used these algorithms to learn data for

prediction label of the future input. We also classify the data into high and low performer to make

some appropriate reports for teacher.

As we explained, there is a pedagogical agent for making decision in the ITS and we used the

machine learning to make this agent more accurate. In this moment we developed an agent, figured
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it to the system and then launch the system. The data which is gotten from this launch is used as

an input for machine learning methods. The results which came from applying machine learning

is used to change the agent’s threshold offline. In the future we’re going to applying machine

learning online, it means while the agent is working, the system applying the methods time to time

and change the PA threshold and settings to improve the agent’s guiding system. In this research we

employed two machine learning algorithms to affect the PA. From now on we’ll try more algorithms

to see if we can get more efficient ways to achieve our goal.
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Chapter 4

Experimental Results

As mentioned earlier, the intelligent agent plays a crucial role to speed of students move towards

the final step through the most optimal direction. The significant point of the agent is that it picks

the instructions according to each specific students’ skills. This experiment has been done in the

direction of maximizing the performance of the intelligent agent. In further details, we searched

for a convenient algorithm in order to improve the decision making mechanism ran by the agent.

In this experiment, we considered two different machine learning methods and applied them to the

data which has been collected by the intelligent system during a learning session. The preferred

methods are explained in the following and the implementation approach is described in details. We

will further dig into the attributes of the data set then provide more details related to the structure of

the collected data.

4.1 Data Set

In this section, we explain details of data collection phase and explore the outcome which is

extracted from the deployed methodologies. We will also discuss the raw data structure by details

and serve the techniques those are suitable to practice by considering the nature of the data set. To

simulate an eLearning environment, 650 students have been invited as participants to interact with

the intelligent agent based system for data collection. In this simulation, all of students have been

attended to one unique learning session.
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The intelligent agent collects data and regularly stores measures while students are engaged in

the learning session. These measurements form the raw data, which is collected with respect to

participants’ learning skills and other features that represent students’ performance.

Discussed measurements are computed by accurate mathematical functions in form of eleven

features: (1) Travel Time; (2) Study Time; (3) Failures; (4) Family Relation; (5) Free Time; (6)

Go Out; (7) Health; (8) Absence; (9) Grade 1; (10) Grade 2; (11) Grade 3. In this data structure

traveltime refers to the number of travels the student has gone. Studytime represents that how

many hours each student spends to finish the specified learning session. Health means how many

hours the student was healthy during the session. Failures counts the number of students’ fails in

the relevant assessments. In this eLearning system, three types of assessment have been identified

for evaluating students. First one is displayed at the beginning of the session just before the content

and is called pre − quiz. The second assessment is quiz that is shown by the system while the

student is studying the content and the third one is Post− quiz which is displayed at the end of the

session just after finishing the session by the student. Grade1, Grade2, and Grade3 respectively

refers to these predefined self-assessments.

Table 4.1: Summary of data set

To efficiently run the machine learning algorithms, we process the input data and use relevant

features extracted from the raw data. So the input represents a set of eleven numbers assigned to

each student as the result of his/her participation in the shared learning session. We also have labeled

the output corresponding to the input to run the supervised learning algorithms. In more details, the

output is a binary set of numbers indicating the status of the student (1 for high performer and 0 for
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low performer). For performing cross validation, we divide the data set into five folders that each

folder consists of 519 training and 130 testing data. Associating data into two groups of training

and testing is different in each folder to cover all the possible situations (see Table 4.1 for detailed

breakdown of the data).

For a better view of the mentioned database in this study, we illustrate different charts in the

following analyzing individual aspects of the data set. The graphical presentation of the data set

depicts the relation between different attributes of the collected data. The labeled y value is a

measure to distinguish the high performer students from low performer ones.

Figure 4.1: Distribution of number of high versus low performer learners as well as their average

final grade

In Figure 4.1, the left plot compares the number of students who are labeled as the high per-

former student versus the number of students who are labeled as the low performer student. As

this plot shows, 461 students have been assigned to zero and are represented as the weak group. In

contrast, 188 of students are represented as the strong group holding 1 as y value. The right plot

compares students’ category but in terms of percentage. It is clear that around 71% of students stand

in the weak category.

Plot 4.2 illustrates the average values of travel time, go out, and absences associated with dif-

ferent groups: labeled 0 and 1. It is clear that the absences associated with the weak group are

relatively higher than the ones associated with the strong class. This is not the case for the average

go out as the average for both classes are more or less the same. The travel time average is also

different in both groups and is slightly higher in the weak group. It is overall the case that negative

attributes are relatively valued higher in the weak group compare to the values in the string group.
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Figure 4.2: Distribution of dataset parameters to compare high performers versus low performers

The following plot (Figure 4.3) is the average health categorized into two groups. The string

group relatively have a higher health level scored 3.75, whereas the average health associated with

the weak groups is scored 3.45. This difference in health level score is not highly significant, but it

is considered as it has the major impact on students’ progress in studies.

Figure 4.3: Comparison between corelation of parameters of the dataset in high performer and low

performer groups

This difference is highly significant in the average of study time and the failure level. These

attributes play an important role in students’ classification into high performance (labeled 1) and

low performance types (labeled 0). In contrast, the differences are not significantly different in the

family relations, travel time and study time.

Figure 4.4, in the left plot, we illustrate the average grades associated with each category. It

is shown as not significantly different in two classes, but overall the high performer students score

more top grades. This derives us to the conclusion with the right plot, where the average grades
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Figure 4.4: Continued comparison between corelation of parameters of the dataset in high performer

and low performer groups

are compared and shown next to average study time associated with both groups as well as the

average failure rate. Although there is not a significant difference between the two groups, the

impact of classification should be analyzed using the two machine learning methods to theoretically

distinguish the two groups from the intelligent agent’s perspective. In the following, we dig into

further analysis with more descriptive details about the methodology.

4.2 Experimental Protocol

This section provides details about the algorithm implementation, feature extraction, cross val-

idation, result prediction, data labeling, the comparison of labeled to real data, measurements ob-

taining, performance-oriented curves plotting and the contrast of each method’s measurements. The

database explained in details in the previous subsection is ready to be used here. Both logistic re-

gression and KNN use this database. We have implemented the logistic regression model to train

the input data and build a model to classify the test data. We will explain the implementation of

logistic regression in the following.

It is explained in details in the previous subsections that the input data contains associated

feature vectors of eleven features representing students’ learning skills engaging in an interactive

learning session with the same content. We took 130 data points for testing and used 519 for training

(see Table 4.2 for details). We also explained that we had folded five times to circulate the process

over the one hundred thirty testing block. The first step is getting minimum weight vector by the

NewtonRaphson method, a reliable technique to solve the equations numerically by given training

example (X;Y ) and the number of iterations. To get the best weight vector for the test part, we
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assume a vector of ones in the training section as an initial weight vector. The iteration affects

directly the way by which we can achieve the minimum weight and stable position. That is, how

many times the weights will be updated to reach the optimal weight? For the counter from one

to iteration, we estimate the Y value by multiplication of weight and X . We then compute the

hypothesis using a sigmoid function for each j where j is the size of Y estimated vector according

to Equation 5.

hypothesis(j) =
1

(1 + exp(−x))
(5)

We then use the results from the hypothesis function to generate new minimum best weights

according to Equation 6, where weight is the old weight vector and hypothesis is the hypothesis

result calculated in the previous step.

newWeight = transpose(weight) + α ∗ (transpose(Y − hypothesis) ∗X) (6)

To get the hypothesis results in the testing part, we perform the same steps as in the training

part, but the only difference is that the initial weight vector, while we are doing the test, is the one

calculated in the training part. In other words, we did not calculate the weight vector in the testing

step again. We use the one we obtained when we trained data to compute the hypothesis result in

the testing part. For comparison, we labeled the hypothesis function result (which came from the

multiplication of the weight vector calculated in the training part and testing X) using the threshold

which can be updated anytime. In more details, to obtain the label vector, we make a comparison for

each I between the hypothesis result and the specified threshold where I is the size of the hypothesis

vector. If the hypothesis is bigger than the threshold, label is going to be one, otherwise is going

to be zero. One point that must be considered here is choosing a suitable threshold which brings

significant changes in the label vector, by changing the number of one and zero labels.

To recognize the importance of choosing an appropriate threshold, we tried an interval of num-

bers between zero and one that starts from zero and increases by one percent each time to realize

which one affects the result reasonably and efficiently. As a result, we provide the number of zeros

and ones labeled and stored in one vector called label vector. Up to this point, we used the initial
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Table 4.2: Algorithm 1, Logistic Regression Data Breakdown

weight vector, a vector of ones for calculating the new and minimum weights and use them as initial

weights in the testing part. We then predict the output by labeling the data. As described previously,

the prediction is done by comparing the hypothesis, calculated by using the formula, to the consid-

ered threshold. Therefore, with this information, we can provide the error by estimating how many

of our predictions are correct and how many of them are incorrect. To evaluate our prediction, we

compare the real Y value of each X to the associated label. If both are ones, it means the real Y

is one and we predict correctly. If both are zeros, it says the real Y is zero and our prediction is

correct. If the real Y is one, but we the label is zero, or the real Y is zero, but we labeled it as one,

then we conclude that the prediction is wrong. Finally, the result of correct and incorrect predic-

tions are used to generate the performance and subsequently the accuracy. We have calculated the

performance using the errors according to Equation 7:

performance = (2 ∗ PR ∗RC)/(PR+RC) (7)

where PR denotes the number of correct ones divided by the number of correct ones plus the

number of incorrect ones and RC indicates the number of correct ones divided by the number of

correct ones plus the number of incorrect zeros. We also calculated the accuracy using the errors

according to Equation 8:
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Accuracy = (correct1 + correct0)/(correct1 + correct0 + incorrect1 + incorrect0) (8)

In the KNN methods, the data division between training and testing is the same as Logistic

Regression, 519 for training and 130 for testing (see Table 4.2 for details). In the training part for

each I between one to the size of the training data, we get the distance from each point to all other

points, then sort and store these distances in one matrix. To get one point distance to other points,

we used Equation 9:

resultTot = resultTot+ (valueITest(k)− valueIInput(k))2 (9)

This equation is repeated for K times where k is between one and the size of data features

(columns), to consider the whole features which are eleven in this experiment. Predicting the Y

value for each trained data is the most critical phase, which is done after building the distances

matrix. For prediction, we calculated the sum of distances of all the data from one to c where c is

the data set size. We then divide this value by c each time and compare the result to the underlying

threshold. As explained in the previous section, there is an interval of numbers between zero and

one that starts from zero and increases by one percent each time we tried them to select the best

threshold.

To predict the output as we described previously for each c, we considered 5 numbers including

(5, 10, 20, 30) for k to analyze the results. If the result of dividing the real Y values’ sum (from 1

to k) by k is bigger than the predefined threshold, the prediction will be one; otherwise, it will be

zero. Then for computing the error, the labeled vector is compared to the real Y values. If both have

the same value, then the error will be zero, but if they have different values, the error will be one.

Excepting the cross validation which folded the data five times, there are two other assortments in

the KNN method, but not in the logistic regression one. As explained above, the first assortment

is since K is forty in this experiment for KNN, four number have been selected to study. In other

words, these numbers represented what nearest neighbor we were working on. For instance, if K

was five, it means we are calculating the errors for 5 nearest Neighbors. We performed the whole
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processes to achieve the error and the necessary data in the testing part to compute the performance,

accuracy and plot the performance related curve.

Table 4.3: Algorithm 2, K nearest neighbors

4.3 Steps for Deployment of Machine Learning Methodologies

In the previous section, we introduced two machine learning algorithms as supervised learning

methods. In this part, we continue in depth explaining the mechanism of supervised learning ran

by these methods and how they label the outputs. The first algorithm is logistic regression and the

second one is KNN. Logistic regression is one of the most popular machine learning regression

algorithms and KNN is one of the instance-based algorithms. Like the other regression methods,

logistic regression encompasses modeling the relationship between variables, which is continuously

being updated by an error in the predictions. KNN, like all the other instance-based methods, is a

decision making method based on instances or points of training data, which seems to be more

important than others.

4.3.1 Logistic Regression

In logistic regression as a regression model, there are two different types of variables: dependent

variable and independent variable. In this study, the independent variable is the input and the de-

pendent variable indicates the output that can take only two Y values 0 or 1. The value 1 represents

a high performer student, in contrast, 0 introduces a low performer student.
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The process starts with training the data for calculating the weight measurements. To fulfill this

aim, the process is using an initial weight per student equal to one in the training part. The weights

(for all the students) will be updated by doing some mathematical process over the training data and

using the sigmoid function. The updated weights will be used through the next step, which is the

testing part. These weights are used for extracting the Y estimated value by applying the sigmoid

function on the testing data. Results taken from the sigmoid function are used as a basis for decision

making with regard to the labeling data. Finally, the function searches to find how many output data

including 0 and 1 have been labeled correctly and how many of these labels are not correct. The

performance and accuracy have been calculated by considering this information. The whole process

is run for both training and testing parts separately, and we analyze the results for both.

4.3.2 K Nearest Neighbors

Although KNN is usually used for both classification and regression, in this thesis, it has only

been used as a classification method. Because of being in the supervised learning category, it is

necessary to use known outputs. So the input and output used in the logistic regression part to

perform regression are also used by KNN, but this time for classification. Also, we considered

five-fold-cross validation on the data like what we did for logistic regression.

In this approach, the goal is finding the nearest neighbors due to the value of k. For instance,

if k was five, we should look for those five points which have the least distance from the others.

To achieve this goal, we find out the distance between each point to all other points and sort them

to extract the k closer points. By applying some mathematics on the real Y value and comparing

them with intended threshold, each data point will be labeled as either zero or one. The threshold

can affect the variation of correct and incorrect predictions. We repeated this process three times by

multiplication of two intervals of numbers generated randomly using a predefined external function.

In the first round, we just did the comparison with the k closest data points by considering the

original distances without any modification. For the second and third rounds, the extracted distances

are multiplied by the random numbers between 0.7 to 1.3 and 0.5 to 1.5 and then compared with the

appropriate threshold. We tried divers intervals of numbers to get the wider range of distances to see

how it affects the predictions in order to find out the best threshold. Finally, the function searches
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to find how many outputs including 0 and 1 are labeled correctly and how many of them are not.

By considering this outcome, the performance and accuracy are calculated. This process is run for

each training and testing part separately, and we analyze the obtained results.

The ultimate goal of this paper is improving the agent performance to guide students accurately

with detailed and relevant tips. To achieve this goal, we decided to apply two different machine

learning technics on the data which was collected before by the agent. Performance and accuracy

of methods which are used in this study are two significant measures to evaluate and select the best

algorithm to improve the decision making mechanism of the intelligent agent in terms of perfor-

mance. These two measurements are calculated by the number of correct and incorrect predictions

of each method, then in the next steps, the results came from each method compared together to find

which one has better performance and is more accurate and apply it to the agent. Therefore two al-

gorithms were selected with different approaches, logistic regression is used for studying regression

and k Nearest Neighbor for performing classification. We did some experiments by the objective

of comparing the measures achieved by the logistic method to that obtained by KNN method to

apply the one with higher performance to the agent. For this reason we compare the performance

of two methods in different form. We perform five-fold-cross-validation for logistic that each folder

is composed of different sort of training and testing data. It is considered five hundred nineteen of

inputs for training and one hundred thirty of them for testing. Each experiment is done for each

folder separately and it is kept how many correct predictions of one, how many incorrect predic-

tions of one, how many correct predictions of zero and how many incorrect predictions of zero as

an information that we need to plot the obtained curves for further analysis purposes.

In KNN method we do five-fold cross-validation as we did in logistic regression. It is clear

there are five folders with different sort of data for training and testing part. For KNN there is one

more assortment which is done by k that it can be any number between one to five hundred nineteen

because of training data set size. We applied the method to all five folders and subsequently for each

k from one to five hundred nineteen. Four number as K is selected randomly which they were five,

ten, twenty, thirty. The experiment is done with these numbers using k Nearest Neighbor algorithm

and kept the useful information like how many correct predictions of one, how many incorrect

predictions of one, how many correct predictions of zero and how many incorrect predictions of
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zero to plot performance curves. ”Therefore, for each experiment which is related to one of the

five folders, we plot and interpret one chart that is including training curve for both logistic and

KNN algorithms to simplify the comparison and perception the performance for both algorithms

simultaneously.” In this way, we can choose the best method that brings us to goal.

4.4 Discussions

For the comparative trial, we followed a general procedure comparing model’s accuracy preci-

sion, and recall. In testing the accuracy of a classification rule, it is widely known that error rates

tend to be biased if they are estimated from the same set of data as that used to construct the rules.

Since we did not have a very large data set, we used all instances as training and test data set with

5 folded groups. The predicted and true classifications on the test data give an unbiased estimate

of the error rate of the classifier. Before the comparison, we analyzed basic model assumptions,

such as the homogeneity of covariances, which is relevant to classification methods such as the lo-

gistic regression. There are few measures that capture the essence of a model’s usefulness, among

which, we use Receiver Operating Characteristics (ROC) curves to compare the efficiency of the

two models.

4.4.1 Logistic Regression

The binary logistic regression provides good results using all possible variables (all-possible

model). Because logistic regression cannot deal with non-numeric attributes these were omitted

by the procedure of identifying the false positives. It is well known that linear regression models,

including logistic linear regression models, become unstable when they include many predictor

variables relative to the sample size. This translates into poor predictions when the model is applied

to new data. Newton raphson method is an established procedure for this purpose and actually

produced the best results among all classifiers. In the following, we present the results in the form

of ROC curves with area underneath the curve (AUC). Typically, the higher the AUC value is, the

more accurate and high performance the classifier is operating.

There are two sets of results for this classifier that present results for different groups of data as
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Figure 4.5: ROC Curve for Group1 using Logistic Regression with learning rate of 0.01 and itera-

tion of 100 rounds

Figure 4.6: ROC Curve for Group2 using Logistic Regression with learning rate of 0.01 and itera-

tion of 100 rounds

well cross different functions used for classification and labeling the y-values. The results show that

logistic regression using newton raphson method performs good in maintaining relatively high area

underneath the curve. The results are clear in two individual ROC curves illustrated in Figures 4.5

and 4.6 as well as the group curves separated by learning rate of 0.01 for groups 1 and 2 illustrated

in Figures 4.7 and 4.8.

4.4.2 k-Nearest Neighbor Method

KNN is an instance-based learner and does not produce a model. Another disadvantage of this

method is that it is computationally intensive to classify large data sets. For example, classification

using our training and test data set took several hours. Nevertheless, KNN was particularly suc-

cessful as a classification method in different models, and it is interesting to see how this method

performs compared to logistic regression or decision tree inducers.

A crucial parameter for KNN is k, the number of neighbors to be used for classifying a new

instance. A general rule of thumb is to use the square root of n, where n is the number of training

instances. We found 5-NN to perform already very well for the training data set. However, we
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Figure 4.7: ROC Curve for using Logistic Regression with learning rate of 0.1 and iteration of 100

rounds

Figure 4.8: ROC Curve for using Logistic Regression with learning rate of 0.01 and iteration of 100

rounds
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Figure 4.9: ROC Curve for Group4 using 5-NN

Figure 4.10: ROC Curve for Group4 using 10-NN

compared the results from 5-NN to 10-NN, 20-NN, and 30-NN. As shown in singular ROC curves

illustrated in Figures 4.9, 4.10, 4.11, and 4.12, the high KNN presents better AUC, but not much of

difference among different groups. Also as shown in group ROC curves illustrated in Figures 4.13

and 4.14, the ROC outputs are relatively same with small range of difference for AUC.

Finally in this conclusion, k for kNN classification for the testing set ranges from 5 to 30 shown

in Figure 4.15. Most misclassification are relatively low and the optimal k was found to be 30.

Conducting 30-NN in the training set, we achieved relatively high area underneath the curve 87%.

The overall accuracy of the testing set was is high, however, with high complexity using high k.

On the contrary, logistic regression performs particularly well (Figure 4.16). AUC is 0.9858 being

pretty close to 1. For instance, with a learning rate of 0.1, the correct classification rate or the

Figure 4.11: ROC Curve for Group4 using 20-NN
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Figure 4.12: ROC Curve for Group4 using 30-NN

Figure 4.13: Six 5-NN ROC Curves three from Group4 and three from Group5 classified with

labeling functions
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Figure 4.14: Six 10-NN ROC Curves three from Group4 and three from Group5 classified with

labeling functions

accuracy is 97% at 25% error rate. That is certainly higher than the result of 30-NN.

Generally, we expected machine learning technique would outperform traditional statistical

technique that should have been correct since the dataset to be analyzed was large enough to train

from the sample. kNN is non-parametric while both are automatically cross-validated. However,

Logistic Regression technique is still the best after data cleansing in our case. This is achieved

even with less complexity as training a model is done via newton rophson method through limited

number of iterations. The scalability is not a negative factor as this method can extend the training

module considering more features and higher number of data points.
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Figure 4.15: Four kNN ROC Curves associated to Group2

Figure 4.16: Four Logistic Regression ROC Curves associated to Group2
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Chapter 5

Conclusion

This thesis is about studying and analyzing the ITS component in eLearning systems in order to

make the learning process more productive. To achieve this aim, we proposed an eLearning system

which includes both LMS and ITS. Using the LMS, students register to the system and access the

learning content and quizzes. The LMS consists of four main parts: (1) GUI; (2) self-developed

model; (3) ideal model; and (4) database. The ITS also includes four parts: (1) PA; (2) decision

making algorithm; (3) user model; and (4) our MDP-based tool. On the other hand, the ITS provides

an interactive environment to serve a purposeful communication between students and the system.

The central part of the suggested ITS is a PA that captures students in terms of some predefined

attributes in order to generate the relevant advice. As a rational intelligent agent, the PA benefits

from AI techniques to allow students and teachers to communicate in a more efficient manner. For

the implementation of the AI methods, we used MDPs to formalize the decision making process.

For a realistic judgment of students’ achievement, we also analyzed three kinds of models: user

model, ideal model, and self-developed model. The eventual target of the ITS is mentoring students

in order to minimize the distance between the ideal model and user model by looking at the self-

developed model.

We later designed a robust decision making algorithm, a crucial parts of the PA. This algorithm

generates the applicable precise instruction by analyzing each student’s unique aspects through

some predefined decision trees. Thus, the primary power of the introduced ITS is recognizing

students’ individual characteristics and manage them toward the eventual objective. Therefore, the

60



database which has been deployed in the LMS infrastructure is needed to record the human learners’

specific measurements over the time.

We then introduced our MDP-based model. The main power of this model is getting the input

and then accordingly applying some predefined mathematical functions to obtain the optimized

output. This result is employed to improve the decision making procedure of the ITS. Consequently,

we modified the form of the established decision trees to improve the performance of the decision

making algorithm in order to make closer the user model to the ideal model.

The input data used in our model is collected by the system while students were performing the

learning session. We applied some mathematical functions to extract the appropriate output to use

in our proposed framework and machine learning method as well. By considering the nature of the

collected data, we selected two kinds of supervised machine learning methods: KNN and logistic

regression. We applied both methods for distinguishing high performer students from low performer

ones in this study. We analyzed the results of both approaches and then choose the strongest one to

improve the decision making mechanism procedure in order to increase the ITS performance.
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