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Abstract

Digitally Controlled Microwave Components For High-Power Radar

Systems

TAREK DJEDDI

Radar Systems are among the most widely used communication systems. They are used

in both military and civilian applications such as: Remote sensing, Microwave Sounder

(MWR), Ship Navigation, and Air Traffic Control (ATC). Radar systems use high power

electromagnetic signals to detect and locate faraway objects such as aircrafts or ships. The

development of radar started in the 1930s, before and during the Second World War, how-

ever it is still an important area of research with its critical role in various applications.

Typically, radar systems require high-power to cover large areas. Such high power can-

not be derived from one source. Therefore, multiple power sources are combined together

to achieve such high-power, where these sources must be synchronized and in-phase. In

the normal operation of a traditional power combining network, the internal matching of

the network is the most important design factor, so that the power sources will be com-

bined without any significant losses. However, in case of failure of any source before the

combining stage, the power of the working sources will be reflected and dissipated into a

protection circuit causing huge losses and degradation in the overall system performance.

In theory, it is impossible for any three-port passive networks (such as power combin-

ers) to satisfy three conditions: losslesssness, internal matching, and the reciprocity. The

power combining is usually made out of conducting linear material to satisfy both the reci-

procity and the losslessness conditions. Hence, the failure of one source at the combiner

port leads to reflection as the network theoretically cannot be internally matched. To over-

come this limitation, the power combining system must deploy active components to avoid

the mismatch situations.

In this thesis, we propose a system which improves the performance of power com-

bining networks by detecting the failure events of the malfunctioning source and directs

the properly-functioning source to the output by the aid of electrically controlled switches.
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The proposed system uses directional couplers to extract a power sample from the signal

passing through each branch. We build and test the controlling subsystem where all the

required elements are integrated up to the proposed design. Moreover, we propose a novel

Band-Pass Filter (BPF) structure using coupled structure resonators to reject the out-band

and reduce the noise power as a pre-filtering stage to the energy detection. Also, energy

detection technique is used to identify which power source is still in operation. Finally, we

provide closed-form mathematical expressions for the performance of the proposed energy

detector in terms of the probability of false alarm and detection.
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Chapter 1

Introduction

Radar uses radio waves to determine the presence, the velocity, and the angular position of

an object. It radiates electromagnetic energy into space and detects the reflected or echo

signal coming from objects. The receiving antenna transmits the energy to a receiver for

extracting the information about the object such as: the location and velocity. In detecting

a moving target, the frequency shift of the reflected signal due to the doppler effect is used

to calculate the velocity and distinguish a moving target from stationary targets [1]. The

operating high gain and the wide bandwidth of the antennas are critical for the quality of

the resolution for the radar systems. Thus, there is a need for ultra wide band antennas

[2]-[5].

There are three basic methods for implementing radar systems, namely: Quasi-monostatic,

Monostatic, and Bistatic [6], [7]. Quasi-monostatic method is used when there is a small

separation between the transmitter and the receiver, whereas monostatic method is used

when the transmitter and the receiver units share the same antenna. The bistatic method is

used when the transmitter and the receiver are separated away from each other as shown in

Figure 1.1. In Fig. 1.1, G is the antenna gain, Gt is the transmit antenna gain, Gr is the

receive antenna gain, Wt and Wr are the transmitted and received powers respectively. It is

worth mentioning that in some radar applications, the antenna is designed to have a specific

polarization or to operate in multi bands for overall better performance [8]-[11].
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Figure 1.1: Basic methods for implementing radar systems
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1.1 Power Combiners

Power combiners are used to combine several power signals (input signals) into a common

power signal (single output) while maintaining the same characteristic impedance of the

input signals. Moreover, they are used widely in Radio Frequency (RF) applications like:

power amplifiers, and antennas. The advantages of power combiners are: low insertion

loss, excellent phase balance, high power handling, good isolation levels, and low Voltage

Standing Wave Ratio (VSWR). Hybrid combiners are commonly used in combining the

power of power amplifiers due to their small size [12]-[15].

There are several methods for power combining such as: Circuit-level Combining, Spatial

Power Combining, Radial Power Combining, and magic Tee networks [16], [17].

1.2 Energy Detection Technique

In this thesis, we use the Energy Detection (ED) technique in the implementation of the

proposed digital system. Energy detection technique simply calculates the energy of the

signal. The presence or the absence of the signal in the band can be detected by compar-

ing the decision statistic with a threshold. Energy detection technique can be used in both

frequency and time domain (direct and indirect techniques). In fact, energy detection tech-

nique is the most popular technique in the non cooperative sensing techniques due to its

reliable performance and simple implementation. However, it requires some sensing time

to achieve the suitable probability of detection (Pd) and the probability of false alarm (Pfa)

[18]. A flowchart of the conventional energy detection technique is illustrated in Figure 1.2

[19].

1.3 Motivation

Theoretically, it is impossible for any three port passive network to satisfy three conditions:

losslessness, reciprocity and reflection free [20]. For example, isolated power combining

subsystems which are widely used in radar systems, a lossless subsystem and the internal

matching at all ports are mandatory conditions. However, this comes at the cost of the

reciprocity condition. A possible compensation for such cost can be achieved by using an

external controller circuit.
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Figure 1.2: Conventional energy detection technique

In most of the cases, the maximum power available from a single power source is not

sufficient for high power radar systems. One common solution used in radar systems is

to combine the power from two synchronized sources with the aid of protection circuits.

A traditional choice of protection circuit consists of two isolators in front of the power

amplifiers. On the other hand, in case of failure operation of one of the branches, the

power of the other branch is dissipated into the load of the isolator, resulting in reducing

the efficiency of the radar system.
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1.4 Summary of Contributions

We propose a system which improves the efficiency of power combining networks by de-

tecting the failure events of the malfunctioning source. Then we implement a system that

directs the working power source to the output by using electrically controlled switches.

These electrically controlled switches are controlled by a controlling circuit. Specifically,

the proposed system uses directional couplers to extract a power sample from the signal

passing through each of the two branches. We build and test this controlling subsystem,

where all the required elements are integrated in the proposed system. Moreover, we pro-

pose a very compact Band-pass Filter (BPF) structure using coupled structure resonators to

reject the undesired signals and reduce the noise power as a pre-filtering stage to the energy

detection. We propose using energy detection technique to detect which power source is

still in operation. Finally, we provide closed-form mathematical expressions for the per-

formance of the proposed energy detector in terms of the probability of false alarm and

detection by plotting Receiver Operating Characteristic (ROC) curves.

1.5 Thesis Overview

The thesis is arranged as follows, chapter 2 introduces the relevant literature review of the

topics covered in the thesis.

In chapter 3, we firstly present the traditional power combining network in the normal op-

eration and in the case of failure. We show that the proposed system is able to improve the

efficiency of the traditional power combining network in the case of failure.

In chapter 4, we present the traditional way for designing a band-pass filter. We use coupled

structure technique in order to have a very compact size for the proposed band-pass filter.

We propose adding a stepped transform to the input and output coupling stages to enhance

the overall matching. Also, the performance of the out-band rejection improves by adding

a symmetric coupled-line resonator. Our fabricated filter has a very compact size.

In chapter 5, we present the circuit implementation of the proposed system. We highlight

different Printed Circuit Boards (PCBs) applying the energy detection technique.

In chapter 6, we present the hypotheses testing of the energy detection. We illustrate the

detection in base-band and band-pass processes. we show the computation of the probabil-

ity of detection and probability of false alarm over Additive white Gaussian noise (AWGN)

and Rayleigh channels. Also, we present the performance of the energy detection over

5



AWGN and Rayleigh channels by plotting the receiver operating characteristic curves.

In chapter 7, we present the conclusion of the thesis and suggest some potential ideas for

the future work.
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Chapter 2

Background

2.1 Radar Systems

The story behind the concept of radar goes back to the late 19th century when Heinrich

Hertz decided to verify the theoretical Maxwell’s equations of electromagnetism in an ex-

perimental environment. Maxwell’s equations proved that radio waves do reflect from

metallic objects and refract when they hit a dielectric medium, which proved that radio

waves do behave like optical light waves. In 1888, Hertz succeeded in demonstrating

Maxwell’s theory by an experiment in which a radio wave at 455 MHz is used [21]-[23].

In the 20th century, application of radar systems in many real world cases got the attention

of scientists and researchers. This led to the development of the first use of radar systems

in the military field in the 1930s which was able to detect aircrafts from the radio echos.

Another application of radar systems was demonstrated by Christian Hulsmeyer in ships in

order to detect objects in foggy environments to avoid collisions [6], [21]-[23].

Radar which stands for Radio Detection And Ranging systems is an electromagnetic sig-

nal used to find the location and the distance (range) of an object from the position of

the radar. Radar radiates energy into air (space) and receives the reflected or echo signal

coming from the target object. It operates at Ultra-High Frequency (UHF) and Microwave

Frequency (MF). The antenna of the radar receives the reflected signal which is then passed

to the receiver to determine the geographical position and velocity of the target [7], [24].

Figure 2.1 illustrates the main five components of any basic radar system [25], [26]:

1-Transmitter: Produces radio waves that are transmitted into space by the antenna.

2-Antenna: acts as a medium between the radar and the space, where it transmits radio
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waves coming from the transmitter via duplexer into the space. It also receives the re-

flected signal or echo signal and passes it to the receiver through duplexer to extract the

information about the object.

3-Duplexer: acts like a switch between the antenna and the transmitter or the receiver

modes. When the duplexer is connected between the transmitter and antenna, the duplexer

switch off the connection between the antenna and the receiver and vice versa.

4-Receiver: receives the echo signal or reflected signal coming from the antenna, demod-

ulates and processes the echo signal to display.

5-Threshold Decision: compares the received signal with a threshold to detect the pres-

ence or the absence of any object.

Figure 2.1: Basic Radar System

The range between the radar and the target can be obtained by computing the propagation

time of the reflected signal. While finding the direction of arrival of the reflected energy,

the angular position of the target can be known. Alternatively, the angular position can be

determined by using narrow antenna beams (directive antenna) to sense the angle of arrival.
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Doppler effect (Doppler shift) is used to measure the range and the location of a moving

object, it is the change in the frequency of radio waves due to the movement of the object

[1], [6], [25].

There are two types of Radar, namely: Continuous Wave (CW) radar and Pulsed Radar

(PR). Continuous wave radar measures the rate of change in distance to the target which is

used to determine the velocity of the target by measuring the doppler shift of the reflected

signal. Figure 2.2 gives block diagram of continuous wave radar.

Figure 2.2: Block Diagram of Continuous Wave Radar.

The local oscillator frequency is generated by mixing the RF signal with the Intermedi-

ate Frequency (IF) signal in a mixer stage followed by a band-pass filter. The RF signal

is transmitted into space by the antenna while the received signal from the antenna is the

RF signal with the doppler shift frequency. Moreover, the IF signal with the doppler shift

frequency is generated by mixing the received signal with the local oscillator frequency in

the second mixing stage. The IF signal is amplified and goes to a third mixture stage which

will be mixed with the IF signal to get the doppler frequency signal. It is fed to a low pass

filter to measure the velocity of the target [1], [6], [25], [27].

Pulsed radar transmits high frequency and high power pulses to the space and waits

for the reflected signal coming from the object before transmitting another pulse. The

range and the resolution of the radar are affected by the Pulse Repetition Frequency (PRF).
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There are two types of pulsed radar, namely: Pulse Doppler Radar (PDR) and Moving Tar-

get Indicator Radar (MTI) [1], [6], [25]. Pulse doppler radar avoids doppler ambiguities

(blind speeds) by transmitting high pulse repetition frequency to measure the velocity of

the target. Doppler ambiguities happen when the pulse repetition frequency is less than

the doppler frequency. But, range ambiguous measurements (second-time-around echoes)

affect the performance of pulse doppler radars since they operate by transmitting high pulse

repetition frequency [28]. Figure 2.3 shows block diagram of pulsed doppler radar. The

transmitted signal and the received reflected signal are mixed by a detector (mixer stage)

and passed to a doppler filter to remove the undesired signals to obtain the doppler shift to

measure the velocity of the target [1], [6], [25].

Figure 2.3: Block Diagram of Pulsed Doppler Radar.

Moving target indicator (MTI) radar operates by transmitting low pulse repetition fre-

quency, so it can not avert the doppler ambiguities, while range ambiguous measurements

do not affect the performance of moving target indicator radar.

Figure 2.4 presents the block diagram of the moving target indicator radar. In the MTI,

Coherent Oscillator (COHO) signal and Stable Local Oscillator (STALO) signal are mixed

together and fed to a power amplifier stage, where the pulse modulator controls the power

amplifier by switching on and off. Then, the received reflected or echo signal is mixed

with the stable local oscillator signal to generate IF signal. IF signal is amplified by an IF

amplifier and goes to the phase detector, where by comparing the phase of the IF amplified

signal with the phase of the signal coming from the coherent oscillator, the phase difference
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is generated to measure the velocity of the target [1], [6], [25].

Figure 2.4: Block Diagram of MTI Radar.

2.2 Power Combiners

RF power combiners and splitters have the same circuit, where any RF power combiner can

be used as RF power splitter by filliping its circuit. RF power combiners are used to com-

bine several RF signals into one signal while keeping the same characteristic impedance

of the signals. Further, Figure 2.5 presents block diagram of RF power combiner, where

the two power sources (P1 & P2) are combined together to obtain a high power signal (P3)

[29].

Figure 2.5: RF power combiner.
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There are two main types of RF power combiners, namely: Resistive Power Combiner

(RPC) and Hybrid Power Combiner (HPC). Resistive power combiners use resistors which

produce additional loss to maintain the characteristic impedance of the system. RPCs are

known to offer many advantages such as: simplicity since they consist of resistors, wide

frequency response, and low fabrication cost [29]. On the other hand, HPCs achieve bet-

ter performance than RPCs as they reduce the loss level by using transformers. However,

HPCs are more complex to implement, have limited frequency range, and incur high fabri-

cation cost [30]. Another power combiner which is widely used in microwave applications

is Wilkinson Combiner (WC). This type of combiners uses quarter wave transformers to

provide low level of loss, high performance, and low cost. WC is easy to implement on

printed circuit boards as quarter wave lines but it has a limited frequency range. The band-

width of many power combining schemes is very narrow. The common solution is to use a

wide-band wilkinson power combiner, which provides a large bandwidth for Ultra-Wide-

Band (UWB) applications [31], [32].

There are many methods of power combining such as: Circuit-level, Spatial, and Radial

power combining [16], [33]. In circuit-level combining method, the power is divided from

an input to many amplifiers connected in parallel by using transmission lines. Depend-

ing on the application, these transmission lines can be a Microstrip, Coplanar Waveguide

(CPW), Rectangular Waveguide (RW), or a Strip Line. For example, in Monolithic Mi-

crowave Integrated Circuits (MMICs), Microstrip and CPW transmission lines are used

since they can be integrated easily into such semiconductor processes. Notwithstanding,

the power loss in Millimeter Wave (MM wave) frequencies is high compared to other guid-

ing structures like the rectangular waveguide structure [16]. Circuit-level techniques are

suitable for monolithic and hybrid amplifier designs. Many possible types of circuit-level

power combiners are presented in [34], [35]. However, the 3 dB directional couplers or

power dividers are the techniques that most microwave and millimeter wave depend on.

Figure 2.6 shows the concept of the circuit-level combiner. It consists of three stages of

splitting, where the signal is split into two output ports which represents the first stage. In

the second stage, these two output ports are divided into four ports, where in the third stage,

these four ports are then split into 8 ports and each one of them is fed to an amplifier. While

for the combining part, the same structure is duplicated and inverted to combine the outputs

of the eight amplifiers to produce the desired output. Note that each dividing network can
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be implemented by a Wilkinson power divider, lange coupler, and hybrid network [16].

Figure 2.6: Binary Circuit-level Power Combiner.

One of the most appropriate couplers or dividers used in a circuit-level power divider is the

3-port Wilkinson power divider [36]. It divides the input signal into two paths, where the

separation between the input signal and output ports is a λ/4 transmission line.

The spatial power combiner radiates the signal from the source and receives it by an array

of amplifying unit cells located in parallel [37]. Specifically, each amplifier amplifies the

signal and re-sends the amplified signal into free space. Because of that, the size of the

system is large which makes it hard to implement. The approximation of the amplifiers and

radiating components results in a high complexity design. The dissipation of heat is mainly

more arduous. The spatial power combiner does not use transmission lines to divide the

input signal to the amplifiers. Therefore, it does not take into consideration the issue of

the total loss in the transmission lines when additional amplifiers are added [16]. Figure

2.7 illustrates the concept of the spatial power combiner. It contains an array of amplifiers

located in parallel. They receive, amplify, and radiate the amplified signal into free space.

Fundamentally, a very high power combining efficiency can be accomplished in spatial

power combiner. The most important issue and concern is the efficiency of the radiating

units and the difficulty of uniformly power collecting [16].
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Figure 2.7: Spatial Power Combiner.

Spatial power combining amplifiers are classified based on their array geometry and feed-

ing mechanism. The most two common methods of feeding spatial power combiners are

shown in Figure 2.8, where Figure 2.8 (a) shows a spatial power amplifiers that are fed

from an input horn far away from the array of amplifiers. Moreover, a multilayer system of

lenses is used to direct the energy radiated from the transmit horn to the amplifiers and from

the amplifiers to the receive antenna. While Figure 2.8 (b) illustrates that the need of lenses

is eliminated as the array of amplifiers is in the feeding field of the horn antennas [16].

Based on the design in Fig. 2.8, there are several advantages in the far-field and near-field

methods. In the far-field method, the interaction between the radiating elements of the array

and the feeding antenna is minimized, and the feeding beam can be focused, polarized, or

reflected by the lenses [38]. Nonetheless, because of the distance between the components

of the system, the size of the system is large in microwave and millimeter-wave frequen-

cies. Although, an error in beam focusing may lead to an increase in the overall loss. But,

this is not an issue with components having a compact size and short wavelength like in

submillimeter-wave frequencies. In the near-field, the size and the weight of spatial power

combiner are reduced. Also, due to the direct contact between the horn antennas and the

array of amplifiers, the power loss is minimized [16].

The Radial Power Combiner is the most efficient power combiner for summing a large

number of power amplifiers. Yet, it is limited to use in real-life due to the design com-

plexity (see Figure 2.9) [39]. Some structures are less complex than radial structure such

as: Tree structures. But, they increase the total loss and significantly reduce the overall
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Figure 2.8: Feeding Spatial Power Combiners Techniques (a) the transmitted horn in far-
field of amplifying array (b) the transmitted horn in near-field of horn antenna.

efficiency by using several transmission lines. On the other hand, radial power combiner

provides an insertion loss less than 0.5 dB and a power combining efficiency grater than

90% over a wide band. The structure of radial combiner allows placing a large number of

ports very close to the main feed port, hence the overall loss and the combining path are

minimized. Similarly, in order to achieve a low insertion loss and high isolation over the

bandwidth, an optimization process of the physical structure has to be applied carefully

[40].

2.3 Energy Detection

Energy detection technique is used over a time duration or a bandwidth to detect the signal

and distinguish whether the signal is present or absent. It consists of a pre-filter stage, law

15



Figure 2.9: Radial Power Combiner [39].

square device, integrator, threshold, and a decision making. Briefly, the signal is fed to a

pre-filter stage to reduce the noise power. The energy of the signal is computed and the

decision statistic (test statistic) is used to decide on the signal hypothesis by comparing the

decision statistic with a threshold. A specific bandwidth is said to be occupied or available

if a signal is detected or if only noise level signals are detected [41]-[46], respectively.

The performance of the energy detection technique is illustrated by plotting receiver operat-

ing characteristic (ROC) curves or complementary receiver operating characteristic curves.

ROC curves are generated by plotting the probability of false alarm Pfa versus the prob-

ability of detection Pd, where complementary receiver operating characteristic curves are

generated by plotting the probability of false alarm versus the probability of missed de-

tection Pm, where Pm = 1 − Pd. However, energy detection technique cannot perform

efficiently at low signal-to-noise ratio (SNR) [47]-[54].
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Chapter 3

Digitally Controlled Microwave Power
Combining Systems

3.1 Introduction

It is well known that radar systems need high-power to cover a larger distance, but it can

not obtain such high-power from one source. Hence, power combiners are used to combine

multiple power sources to produce the required high-power. However, these power sources

must be synchronized in time and in-phase to be combined successfully. Theoretically,

there are three main properties of any microwave component, which control its function-

ality: the losslesssness, internal matching, and the reciprocity [55]. However, it has been

proven that it is impossible to satisfy all three conditions for three-port networks with the

use of only passive elements [20]. An example of such networks is “isolated power combin-

ing subsystems” which is used extensively in radar systems. They satisfy two conditions,

namely: the losslesssness, and internal matching. But, it comes at the violation of the

reciprocity. A possible compensation for such violation can be achieved with an external

controller circuit. Figure 3.1 illustrates the normal operation of the traditional power com-

bining network. Each branch consists of an adapter, load and isolator to provide protection

circuit, and a power combiner to combine the multiple power sources. When the power

sources are in phase and synchronized, the two power sources are combined into a single

power source with the same characteristic impedance to produce the required high-power.

While in the case of failure, one of the power sources is not synchronized in time or out of

phase, 50% of the power will be lost. While the other power source will be reflected and
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dissipated in the protection circuit as shown in Figure 3.2. Our proposed system provides

a solution to improve the efficiency of the system in the case of failure.

Figure 3.1: Traditional isolated power combining network in the normal operation.

Figure 3.2: Traditional isolated power combining network in the case of failure.
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3.2 Proposed System

The proposed system is an innovative solution to minimize the losses of the system by

introducing a controlling circuit that samples each branch and direct the signal path to pre-

serve the operation of the system. The proposed subsystem contains multiple components

to perform the required functionality. It contains a loop coupler, a controlling circuit, and

electrically controlled switches. Specifically, in the normal operation, each coupler takes a

power sample of the power source, the controlling circuit controls the switches and directs

the output of the power sources to a combiner to achieve high-power as presented in Fig-

ure 3.3. Therefore, the proposed system works in the same way as the traditional power

combining network in the normal operation. On the other hand, in the case of failure, the

controlling circuit senses and defines the power source which is working correctly. Then,

it directs the path of the working source to the output by using the electrically controlled

switches. Thus, the power of the working source will be saved as shown in Figure 3.4.

Variable phase shifters can be used in the system to improve the performance of the sys-

tem. However, we did not use them in the system.

Figure 3.3: Proposed system in the normal operation.

Each branch consists of an adapter, protection circuit, and a loop coupler. The adapter is

designed to operate at the required power level, which is limited only by the standard coax-

ial connector utilized in the system. Also, the isolator and load are needed to provide the

protection for the system. The samples coming from the coupler are then digitized, and
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Figure 3.4: Proposed system in the case of failure.

passed to a Digital Signal Processor (DSP) on a Printed Circuit Board (PCB) to analyze,

and take the suitable decision. Figure 3.5 illustrates the block diagram of the overall system

model for controlling microwave components digitally for high-power radar systems.

Figure 3.5: Block Diagram of the Overall System.

The sampled RF signal coming from the coupler is fed to a very compact band-pass filter

which reduces and rejects the noise power and the undesired signals, respectively. Then,

the filtered RF signal is fed to a RMS and Envelope Threshold Detection board (ADL 5904)

which produces digital control output and it detects if there is an RF signal or not. If ADL

5904 detects the RF signal (hypothesis H1), it produces a digital control output (Logic

High) which means that the signal is present. The digital control output is passed to the

Micro-controller (ATmega328). The micro-controller uses dual full bridge driver (L298)

to set the suitable direction of the waveguide switch (WR229) depending on the digital
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control output coming from the ADL 5904. On the other hand, if the ADL 5904 does not

detect the RF signal (hypothesis H0). It will produce a digital control output (logic low),

which will be passed to the micro-controller stage. The micro-controller is programmed

to choose the appropriate direction of the waveguide switch by using the dual full bridge

driver. Figure 3.6 illustrates the block diagram of the energy detection technique. It con-

sists of a pre-filter, a square law device, an integrator, threshold, and Decision making.

Figure 3.6: Block Diagram of Energy Detection Technique.

The signal is fed to a pre-filter stage to reduce the noise power and reject the unwanted

signals. Usually, it is a band-pass filter. The energy of the filtered signal is obtained.

Therefore, the presence and the absence of the signal can be determined by comparing the

test statistic with a threshold. More precisely, if the test statistic exceeds the threshold, so

the decision is hypothesis H1 indicating that the signal is present and the channel is occu-

pied. On the other hand, when the test statistic is less than the threshold, the decision is

hypothesis H0 which corresponds to the absence of the signal. In the next chapter, we will

present the pre-filtering stage and illustrate the traditional band-pass filter and the proposed

band-pass filter where we used coupled structure technique to have a very compact size.

3.3 Summary

In this chapter, we discussed the limitations of the traditional power combining network

in the normal operation and in the case of failure, which occurred when one of the power

sources is not synchronized or out of phase, resulting in reflection for the working power

source and dissipated in the circuit protection. We showed how the proposed system im-

proves the efficiency in the case of failure. It directs the path of the working power source

into the output to save the power of the working source. We proposed adding two loop

couplers to take samples of the power sources. These samples will be passed to the con-

trolling circuit. The controlling circuit senses the working power source and direct it into

the output via the electrically controlled switches.
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Chapter 4

Ultra-Wideband Printed Bandpass
Filter Based on Coupled-Line Resonator
Loading

4.1 2-port Network

In this chapter, we are going to focus on designing a band-pass filter with a frequency range

from 2 GHz to 7 GHz, which is essential to reduce the noise level. Firstly, we will present a

quick description of the scattering parameters of 2-port network. Figure 4.1 illustrates the

scattering parameters for 2-port network.

Figure 4.1: Scattering parameters for 2-port network.
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As shown in Fig, 4.1. S11, S12, S21, and S22 represent the scattering parameters, a1 and a2

are the incident waves, b1 and b2 are the outgoing waves [56]. They are given as:[
b1

b2

]
=

[
S11 S12

S21 S22

]
∗

[
a1

a2

]
, (4.1)

S11 is the input reflection coefficient, referred as the ratio of the outgoing wave b1 over the

incident wave a1. S21 is the forward transmission coefficient, defined as the ratio of the

outgoing wave b2 over the incident wave a1. S12 is the reverse transmission coefficient,

known as the ratio of the outgoing wave b1 over the incident wave a2. S22 is the output

reflection coefficient, referred as the ratio of the outgoing wave b2 over the incident wave

a2 [56]. In the following section, we present several types of filters and the transformation

from a low pass filter to a high pass filter or a band-pass filter.

4.2 Types of Filters

Filters are used to pass the desired signals over a specific bandwidth, to remove the un-

wanted signals, and to reduce the noise level. There are many types of filters such as: Low

Pass Filter (LPF), High Pass Filter (HPF), and Band-pass Filter (BPF).

Figure 4.2 illustrates the frequency response of an ideal LPF, HPF, and BPF, respectively,

where fc represents the cut-off frequency, fmin is the the minimum frequency, fmax is the

maximum frequency, and f0 is the central frequency. However, it is well known that an

ideal filter is not feasible.

A traditional methodology for the implementation of different types of filters is to start

with the implementation of the LPF prototype. This process is followed by a transforma-

tion from LPF to HPF or BPF according to the transformation illustrated in Figure 4.3.

More precisely, LPF can be transformed to a HPF by replacing each series inductor (L) by

a series capacitor (C), and each shunt capacitor by a shunt inductor. On the other hand, a

LPF can be transformed to a BPF by converting each of its series inductor to a series of

inductor and capacitor, and each shunt capacitor is transformed to a shunt of capacitor and

inductor [57]. In sections 4.3, we highlight two classical polynomials deployed in forming

specific filters responses.
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Figure 4.2: Frequency Response of Some Types of Filters (a) Frequency Response of a
LPF (b) Frequency Response of a HPF (c) Frequency Response of a BPF.

Figure 4.3: Transformation from LPF to HPF or BPF.

4.3 Filter Response

There are many types of filter responses such as: equal ripple (Chebyshev), maximally flat,

and elliptic response. Equal ripple response referred as Chebyshev. In this section, we

are going to focus only on both the maximally flat and the Chebyshev responses. For the

Chebyshev response, it has ripples within the pass-band with a sharper stop-band response

than maximally flat response as indicated in Figure 4.4. Tables 4.1 & 4.2 show the normal-

ized equal ripple (−0.5 dB & − 3 dB) LPF for different order (N) and the corresponding

inductors and capacitors for each order [57]. These tables are used to form a normalized

LPF prototype.
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Figure 4.4: Equal-ripple response.

Table 4.1: Element Values for Equal Ripple (−0.5 dB) Low-pass Filter Prototypes.

N g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11

1 0.6986 1.0000
2 1.4029 0.7071 1.9841
3 1.5963 1.0967 1.5963 1.0000
4 1.6703 1.1926 2.3661 0.8419 1.9841
5 1.7058 1.2296 2.5408 1.2296 1.7058 1.0000
6 1.7254 1.2479 2.6064 1.3137 2.4758 0.8696 1.9841
7 1.7372 1.2583 2.6381 1.3444 2.6381 1.2583 1.7372 1.0000
8 1.7451 1.2647 2.6564 1.3590 2.6964 1.3389 2.5093 0.8796 1.9841
9 1.7504 1.2690 2.6678 1.3673 2.7239 1.3673 2.6678 1.2690 1.7504 1.0000
10 1.7543 1.2721 2.6754 1.3725 2.7392 1.3806 2.7231 1.3485 2.5239 0.8842 1.9841

On the other hand, maximally flat response is also known as Butterworth response. It pro-

vides the flattest frequency response and does not have ripples in the pass-band as shown

in Figure 4.5. In the following section, one of these filter polynomials will be deployed to

design LPF based on the stepped impedance filter technique. Table 4.3 gives the element

values for maximally flat LPF [57].
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Table 4.2: Element Values for Equal Ripple (−3 dB) Low-pass Filter Prototypes.

N g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11

1 1.9953 1.0000
2 3.1013 0.5339 5.8095
3 3.3487 0.7117 3.3487 1.0000
4 3.4289 0.7483 4.3471 0.5920 5.8095
5 3.4817 0.7618 4.5381 0.7618 3.4817 1.0000
6 3.5045 0.7685 4.6061 0.7929 4.4641 0.6033 5.8095
7 3.5182 0.7723 4.6386 0.8039 4.6386 0.7723 3.5182 1.0000
8 3.5277 0.7745 4.6575 0.8089 4.6990 0.8018 4.4990 0.6073 5.8095
9 3.5340 0.7760 4.6692 0.8118 4.7272 0.8118 4.6692 0.7760 3.5340 1.0000
10 3.5384 0.7771 4.6768 0.8136 4.7425 0.8164 4.7260 0.8051 4.5142 0.6091 5.8095

Figure 4.5: Maximally flat response.

4.4 Traditional Filters

In this section, we will explain the general design procedure based on a specific type of filter

implementation as an example. The selected type of filters is the stepped impedance filter,

which can be deployed to design low pass filters only [57]. This type of filters cascades

high impedance and low impedance transmission lines to realize capacitors and inductors,

respectively. This type of filters is selected as it has a relatively compact size, where each

section of the filter has to be smaller than quarter wavelength. This gives an indication

about the expected overall size of traditional filters in the required frequency band. Figure

4.6 shows the traditional design procedure of any filter at the microwave frequencies.
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Table 4.3: Element Values for Maximally Flat Low-pass Filter Prototypes.

N g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11

1 2.0000 1.0000
2 1.4142 1.4142 1.0000
3 1.0000 2.0000 1.0000 1.0000
4 0.7654 1.8478 1.8478 0.7654 1.0000
5 0.6180 1.6180 2.0000 1.6180 0.6180 1.0000
6 0.5176 1.4142 1.9318 1.9318 1.4142 0.5176 1.0000
7 0.4450 1.2470 1.8019 2.0000 1.8019 1.2470 0.4450 1.0000
8 0.3902 1.1111 1.6629 1.9615 1.9615 1.6629 1.1111 0.3902 1.0000
9 0.3473 1.0000 1.5321 1.8794 2.0000 1.8794 1.5321 1.0000 0.3473 1.0000
10 0.3129 0.9080 1.4142 1.7820 1.9754 1.9754 1.7820 1.4142 0.9080 0.3129 1.0000

Figure 4.6: Design Procedure of Filters.

The first step in designing any filter is to define the specifications such as: the order of the

filterN , the type of the filter, the response of the filter, and the frequency range. The second

step is to design the filter in lumped-element form by using capacitors and inductors in any

microwave simulation softwares such as: Advanced Design System (ADS), or Toolkit for

Interactive Network Analysis (TINA). These capacitors and inductors can be obtained by

using the following equations [57]:

C
′

k =
Ck
wcZ0

,

L
′

k =
Z0Lk
wc

,

(4.2)

where Ck and Lk are the normalized element values based on the selected response, wc is

the reference angular frequency (wc = 2πfc). For design validation, the proposed filter

can be modeled by any software package such as ADS or TINA. There are two models of
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the transmission line, namely: ideal transmission line model, and realized transmission line

model. Furthermore, the ideal transmission line model can be implemented by inserting the

electrical length (βlk) of the normalized element values as in ADS, where electrical lengths

can be computed using [57]

βlk =
CkZl
Z0

,

βlk =
Z0Lk
Zh

,

(4.3)

where Z0 represents the line impedance, Zl & Zh are the lowest and highest practical line

impedance, respectively. Alternatively, the transmission line model can be implemented by

inserting the transmission delay (τ) of the normalized element values. The transmission

delay can be expressed as

τk =
θk

2πfc
, (4.4)

where θ is the radian value of the electrical length. However, the ideal transmission line

model is practically impossible to implement. This led to the use of the practical model

which is the realized transmission line model. The latter is designed by calculating the

widths and lengths of the inductors and capacitors for a microstrip line technology. More-

over, these widths and lengths can be obtained using LineCalc tool in ADS. The final

validation step is performed through full wave analysis for the designed filter, where the se-

lected simulation package is Computer Simulation Technology (CST). However, traditional

filters do not have an extreme compact size which is an important matter in microwave en-

gineering.

The order N of the filter is the key parameter to improve the rejection slope of the filter.

However, it increases the size of the filter knowing that each section has a length of quarter

wavelength. Based on that, when the central frequency of a band-pass filter or the cut-off

frequency of a low pass filter or a high pass filter decreases, the filter overall size increases.

The primary objective is to implement a band-pass filter with a frequency range from 2

GHz to 7 GHz in order to implement the desired filter. One method is to design a low pass

filter to set the maximum frequency (7 GHz), and to design a high pass filter to set the

minimum frequency (2 GHz).

Using stepped-impedance to implement a low pass filter will result a relatively compact re-

sponse. Table 4.4 gives the electrical lengths, widths, and lengths of a stepped-impedance

low pass filter. It has a cut-off frequency 7 GHz, 5th order, the high and low characteristic
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impedance lines are 100 Ω and 20 Ω, respectively. Figure 4.7 illustrates the ideal transmis-

sion line model of the stepped impedance low pass filter.

Table 4.4: Dimensions of the stepped-impedance LPF.

Zl, Zh Electrical length (◦) Width (mm) Length (mm)
20 14.16 10.72 0.83
100 46.35 0.66 3.19
20 45.84 10.72 2.7
100 46.35 0.66 3.19
20 14.16 10.72 0.83

Figure 4.7: Ideal transmission line model of the stepped-impedance LPF.

Figure 4.8 shows the frequency response of the ideal transmission line model of the stepped

impedance low pass filter. The realized transmission line model of the stepped-impedance

on ADS is illustrated in Figure 4.9. The frequency response of the realized transmission

line model is given in Figure 4.10. Furthermore, Figure 4.11 shows a 3D view of the sim-

ulated model in CST, while the simulated response is shown in Figure 4.12.

Based on the proposed filter design, the length of the stepped-impedance is 3.1 cm. How-

ever, we still need to add a high pass filter with a cut-off frequency of 2 GHz to the stepped-

impedance low pass filter to implement the band-pass filter. The high pass filter should be

designed with a cut-off frequency of 2 GHz. The length of the traditional band-pass filter

with a frequency range from 2 GHz to 7 GHz is around 9 cm. This estimated overall size

is calculated based on any 5 order filter with a single stage size of quarter wavelength. The

considered wavelength is the center value of the target band, 4.5 GHz. Based on that, we

implemented our proposed filter by using another design concept, which will be illustrated

in the following section.
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Figure 4.8: Frequency response of the ideal transmission line model of the stepped-
impedance LPF.

Figure 4.9: Realized transmission line model of the stepped-impedance LPF.

4.5 Proposed Filter

The proposed filter is a novel compact design for Ultra-Wideband (UWB) BPF using a

coupled line resonator. It consists of two identical wideband coupling sections as input

and output stages. In addition, the middle section is loaded with two identical parallel res-

onators to enhance the out of band rejection by introducing transmission zeros. Also, a

stepped transform is added at the input and output coupling stages to enhance the overall

matching. The proposed filter is implemented using microstrip line technology to be fab-

ricated on a Printed Circuit Board (PCB). The proposed design offers an UWB covering

the S, C and G bands used for radar applications starting at 2 GHz up to 7 GHz. The pro-

posed filter has a matching level exceeds 19 dB, which means that 1
1019/10

= 0.0126 of the

signal passing the proposed filter will be reflected. The overall size of the proposed filter is
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Figure 4.10: Frequency response of the ideal transmission line model of the stepped-
impedance LPF.

shorter than a half wavelength at the center frequency. The initial proposed filter structure

with stepped transforms is presented in Figure 4.13. The proposed filter is printed on a

TMM4 substrate with a dielectric constant of 4.5 and dielectric height of 1.524 mm, and

the input line width is chosen to provide 50Ω input impedance. The dimensions of the input

and output transitions are listed in Table 4.5.

Table 4.5: Dimensions of the input and output transitions.

Variable Value (mm) Variable Value (mm)
W1 2.88 L1 0.75
W2 2 L2 0.75
W3 1.8 L3 0.75
W4 0.48 L4 5.8
W5 0.4 L5 0.8
W6 1.86 L6 6.4

The gaps between the couplers were chosen to be g = 0.25 mm and g1 = 0.5 mm. These

dimensions are optimized to achieve deep matching level without paying attention to the

out-of-band rejection in this stage of the design, where it will be adjusted in later step.

The performance of proposed filter (scattering parameters) is shown in Figure 4.14. The
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Figure 4.11: Realized transmission line model of the stepped-impedance low pass filter.

pass-band frequency of the filter is between 2.7 − 6 GHz, where the stepped transformer

improved the overall matching with a return loss exceeding 19 dB.

A symmetric coupled-line resonator is added to the filter to enhance the performance of

the out-band rejection. The layout of the proposed filter is given in Figure 4.15, and the

dimensions used in the design are listed in Table 4.6. The gap between the couplers were

chosen as follows: g= 0.3mm, g1 = 0.25mm, g2 = 0.1524mm, and g3 = 0.11mm. The

enhancement of the out-band rejection is noticeable in Figure 4.16 which represents the

frequency response of the proposed filter. Moreover, the rejection is beyond 26 dB at 8.6

GHz. The fabricated proposed band-pass filter is shown in Figure 4.17. Figure 4.18 illus-

trates the scattering parameters of the fabricated filter with the Sub-Miniature version A

(SMA) connectors. The insertion loss (radiated power) is about 2 dB, which means that

any signal passes the proposed filter, it will lose around 2 dB of its power directly. It has

a matching level below −12 dB and the rejection is approximately below 24 dB at 8.6

GHz [58]. Figure 4.19 illustrates the scattering parameters of the simulated and measured

values, where we used the N5227A PNA Microwave Network Analyzer from Agilent (
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Figure 4.12: Scattering parameters of the realized transmission line model of the stepped-
impedance low pass filter.

Keysight Technologies) to measure the filter response. There is around 7 dB difference

between the simulated and measured scattering parameters due to the manufacturing tol-

erances. In addition, the SMA connector is welded to the line manually, which leads to

clear imperfections. This soldering point results in extra radiation losses. The significant

radiation losses can be reduced through using other implementation technologies such as

ridge gap waveguide with wide bandwidth [59]-[63].

4.6 Summary

In this chapter, we deployed the stepped impedance filter, one of the traditional filter im-

plementation technique, to produce a filter in the objective band. This step is performed

to evaluate the expected overall size of the required filter. This step resulted in a LPF of

33



Figure 4.13: Structure top view of the proposed band-pass filter.

Table 4.6: Dimensions of the proposed filter.

Variable Value (mm) Variable Value (mm)
W1 2.84 L1 1.05
W2 1.06 L2 0.959
W3 5.02 L3 0.593
W4 0.28 L4 9.318
W5 0.4 L5 2.079
W6 0.65 L6 3.33
W7 0.42 L7 2.16
W8 0.33 L8 1.79
W9 0.48 L9 2.50

more than 3 cm size, where another high pass filter is required to form the objective band

pass filter. Through this detailed assessment, we recognized that the traditional filter design

methodologies will produce a relatively large filter design. Hence, we direct our research

toward the design of more compact structure keeping the same objective response. We

proposed using coupled structure technique to have a very compact band-pass filter. We

proposed using a stepped transform to the input and output coupling stages to enhance the

overall matching level. Finally, a symmetric coupled-line resonator is added to the pro-

posed filter to improve the performance of the out-band rejection. The fabricated proposed

filter has a matching level below 12 dB with an out of band rejection beyond 25 dB at 8.6

GHz.
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Figure 4.14: Scattering parameters of the first stage of the proposed band-pass filter.

Figure 4.15: Structure top view of the final design of the proposed filter.
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Figure 4.16: Scattering parameters of the final design of the proposed filter.
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Figure 4.17: View of the fabricated proposed filter.
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Figure 4.18: Scattering parameters of the fabricated filter.
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Figure 4.19: Scattering parameters of the simulated and measured values.
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Chapter 5

Controlling Circuit Design

5.1 Introduction

In the previous chapter, we discussed the pre-filtering stage which is the first step of the

energy detection technique. In this chapter, we present the circuit implementation of the

proposed controlling system. We present the three Printed Circuit Boards (PCBs) that are

used to apply the energy detection technique and we point out the advantages of RMS and

Envelope Threshold Detection board (ADL 5904). Also. we present the micro-controller

(ATmega328) and dual full bridge driver (L298) which are open-sources hardware. The

two DC voltage outputs of the dual full bridge driver are connected to the power connector

of the waveguide switch (WR229). The micro-controller uses the dual full bridge driver to

set the suitable direction of the waveguide switch depending on the digital control output

coming from the rms and envelope threshold detection.

5.2 Envelope Threshold Detection

In the market, there are several PCBs which are used to detect the presence or the absence

of a signal over a specific bandwidth, such as: envelope and TruPwr rms detector (ADL

5511), envelope threshold detector (ADL 5910), and rms and envelope threshold detection

(ADL 5904). The ADL 5511 has a RF input range of 45 dB, and supports up to 7 GHz.

But, it has a high computational cost and operates at 5.25 V and 21.5 mA. Thus, it requires

more power than the other PCBs to function [64]. The ADL 5910 supports up to 7 GHz

and has a fast response time (12 ns). However, it has a RF input range of 40 dB [65].
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Furthermore, we found out that the most suitable PCB for our proposed system is the rms

and envelope threshold detection board (ADL 5904). The advantages of this detector are:

it has a RF input range of 45 dB, from −30 dBm to 15 dBm, operates at 3.3 V and 3.5

mA, has a fast time response (12 ns), has a programmable envelope threshold detection

function, it supports up to 7 GHz, and it has a Set-Reset (SR) flip-flop which is used to

produce digital control output [66]. Figure 5.1 illustrates the block diagram of the rms and

envelope threshold detection board.

Figure 5.1: Block diagram of the rms and envelope threshold detection board [66].

The rms and envelope threshold detection board (ADL 5904) receives the RF filtered signal

and produces digital control output from the SR flip-flop. The suitable threshold (VIN-)

can be obtained by two steps. The first step is to measure the voltage at VCAL (Threshold

Calibration) without applying a RF signal, where the voltage at VCAL is approximately

750 mV. The second step is to apply a RF signal and measure the voltage at VCAL. The

difference between these two voltages is the desired threshold which will be applied to

VIN-. Alternatively, there is a table of the recommended values for the threshold voltages

over various frequencies [66]. The envelop detector measures the energy of the RF signal.
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The presence or the absence of the signal can be known by comparing the energy of the RF

signal with the threshold (VIN-). As shown in Fig. 5.1, when the energy of the RF signal

exceeds the threshold (signal is present), the Q output of the SR flip-flop flips from logic

low to high. On the other hand, the Q output of the SR flip-flop flips to logic low when the

energy is less than the threshold (signal is absent). The Q output of the SR flip-flop is the

digital control output that will be passed to the micro-controller. Figure 5.2 illustrates the

schematic of the rms and envelop threshold detection board.

Figure 5.2: Schematic of the rms and envelope threshold detection board [66].

Figure 5.3 [66] (a) illustrates the response of the Q output of the SR flip-flop at 900 MHz,

when the power of the RF signal (PIN = −5 dBm) exceeds the threshold (V = −10 dBm)

by 5 dB. The vertical line represents the beginning of the RF signal when its power exceeds

the threshold power. Moreover, the time response that the Q output needs to change from

logic low to high is approximately 12 ns. Figure 5.3 (b) shows the response of the Q output

of the SR flip-flop, when the power of the RF signal (PIN = −9 dBm) exceeds the threshold

(V = −10 dBm) by 1 dB at the same frequency, and the time response is approximately 12
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ns. Therefore, the time response of the Q output is irrelevant to how far the power of the

RF signal exceeds the threshold power.

Figure 5.3: the response of the Q output [66] (a) the power of the RF signal exceeds the
threshold by 5 dB (b) the power of the RF signal exceeds the threshold by 1 dB.

The latched event is held on the SR flip-flop until a reset pulse is applied. Hence, we

programmed it to take a sample continuously over a specific time slot.

5.3 Micro-controller

The digital control output coming from the SR flip-flop (rms and envelope threshold detec-

tion board) is passed to the micro-controller (ATmega328) to control the direction of the

waveguide switch via the dual full-bridge driver (L298). 8-bit AVR microcontroller is the

family of the ATmega328, where it provides high performance. Table 5.1 shows the spec-

ifications of the ATmega328 [67]. It has an operating voltage range between 1.8 V to 5 V,

clock speed of 16 MHz which means it samples the digital control data 16× 106 samples,

and it has a memory (Flash type) of 32 KB. Atmega328 can be programmed by using Ar-

duino Software (IDE). ATmega328 is programmed to use the dual full-bridge driver (L298)

to choose the suitable direction of the waveguide switch depending on the digital control

output coming from the rms and envelope threshold detection [67]. Figure 5.4 illustrates

the schematic of the ATmega328.
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Table 5.1: Specifications of ATmega328.

Micro-controller ATmega328
Architecture AVR
Operating Voltage Range 1.8 V to 5 V
Flash Memory 32 KB
SRAM 2 KB
Clock Speed 16 MHz
Analog IN Pins 8
EEPROM 1 KB
Digital I/O Pins 22
Power Consumption 19 mA
Temperature Range −40◦C to 105◦C

Dual full-bridge driver (L298) is an integrated monolithic circuit in a 15-lead Multiwatt

(L298N & L198HN) and PowerSO20 (L298P) packages. Figure 5.5 illustrates the block

diagram of the dual full-bridge driver. Dual full-bridge driver has two separate power con-

nections: one for the logic, and the other one is for the motor supply driver. Therefore it

requires an external power supply (battery). It gives us the ability to drive two DC voltage

outputs, where these DC voltage outputs are connected to the waveguide switch to change

the direction of the switch [68]. Figure 5.6 presents the schematic of the dual full-bridge

driver.

5.4 Waveguide Switches

Waveguide switches are electromagnetic switches with hollow circular or rectangular cross-

sections. They are used to direct the path of the RF energy in microwave communications

and radar applications. There are two types of waveguide switches, namely: Rectangular

waveguide switches (RW), and Double-ridge waveguide switches (DW). The switch that

is used in the system is a rectangular waveguide switch (WR229) [69]. Figure 5.7 depicts

the dimensions of the waveguide switch (WR229) [70]. The waveguide switch (WR229)

can be controlled manually or electrically by a power connector. Figure 5.8 is the block

diagram of the power connector in the waveguide switch (WR229).

In our system, the rms and envelope threshold detection (ADL 5904) sends its output

signal to the micro-controller (ATmega329) which is connected to the dual full bridge driver

(L298). The dual full bridge driver has two DC voltage outputs connected to the power
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connector (pins A & C) of the waveguide switch (WR229) which consists of two coils and

a magnet. In the case the output of the dual full bridge driver is a high voltage DC signal,

the coil connected to pin A is excited and generates a magnetic field which attracts the

magnet and indicates the output direction of the waveguide switch. The opposite occurs in

case of a logic low DC signal.

5.5 Summary

In this chapter, we addressed the circuit implementation of the proposed controlling sys-

tem. We presented several Printed Circuit Boards (PCBs) applying the energy detection

technique. We discussed the reasons for choosing the rms and envelope threshold detection

board (ADL 5904). We addressed the specifications of the micro-controller (ATmega329)

and the dual full bridge driver (L298). We presented how the waveguide switch can be

controlled electrically.
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Figure 5.4: Schematic of the ATmega328 [67].
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Figure 5.5: Block diagram of the dual full-bridge driver [68].
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Figure 5.6: Schematic of the dual full-bridge driver [68].
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Figure 5.7: Dimensions of the waveguide switch (WR229) [70].

Figure 5.8: Block diagram of the power connector in the waveguide switch (WR229) [70].
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Chapter 6

Performance of Energy Detectors

6.1 Introduction

The knowledge of the signal and noise characteristics is essential for signal detection in the

presence of noise. For instance, if the form of the signal is known and the noise is Gaussian,

the matched filter detection method is the most efficient technique in this situation. On the

other hand, the signal is considered as a sample function of a random process, if the signal

has an unknown form. Moreover, energy detection technique is the most suitable method in

case of the absence of prior knowledge of the primary signal. In this chapter, we present the

performance of the energy detector in the presence of noise in the base-band and the pass-

band. Further, we propose using the Rayleigh channel model to emulate the behaviour of

the coupling structure used to extract the RF signal sample from the wave-guiding structure.

Hence, we present the performance of the energy detector over such environment in terms

of receiver operating characteristic (ROC) curves.

6.2 Hypotheses Testing

There are two Hypotheses in the energy detection, namely: Hypothesis (H0) and Hypothe-

sis (H1). Furthermore,H0 represents the absence of the signal. In other words, the received

signal contains the noise only as given in (6.1). On the other hand, H1 represents the pres-

ence of the signal which consists of the primary signal and the noise as illustrated in (6.1)

H0 : y(t) = n(t)

H1 : y(t) = s(t) + n(t),
(6.1)
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where y(t) represents the received signal, n(t) is the noise waveform, and n(t) is the signal

waveform.

6.3 Detection in White Noise: Base-band Process

It is well known that the minimum time-bandwidth product of process within a time dura-

tion T and bandwidth W is given by 2TW . The sampling rate of base-band and band-pass

processes are 1/2W and 1/W [71], respectively. For the base-band noise random process,

each sample of noise may be written as [72],

n(t) =
∞∑

i=−∞

ai sinc(2Wt− i), (6.2)

where ai = n(i/2W ) is the noise sample value, i is the number of samples, and sinc(x) =

sinπx/πx. It is noticeable that each ai is a Gaussian random variable with zero mean and

variance σ2. Hence, n(t) has the same variance as ai, for example,

σ2
i = 2N02W, all i, (6.3)

while N02 represents the two-sided noise power density spectrum. Using∫ ∞
−∞

sinc(2Wt− i) sinc(2Wt− k) dt = 1/2W, i = k

= 0. i 6= k

(6.4)

It is possible to write ∫ ∞
−∞

n2(t) dt = (1/2W )
∞∑

i=−∞

a2
i . (6.5)

Further, n(t) may be approximated by a sum of 2TW terms over the interval (0, T )

n(t) =
2TW∑
i=1

ai sinc(2Wt− i), 0 < t < T (6.6)

Similarly, by using 2TW terms of the right-hand side of (6.6), the energy in a sample

duration T may be approximated as [71]∫ T

0

n2(t) dt = (1/2W )
2TW∑
i=1

a2
i . (6.7)
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The reason for taking 2TW terms, that it is sufficient to approximate the energy in a limited

duration sample of a band-limited process with having a flat power density spectrum is

given by the Karhunen-Loeve expansion [73, p. 96]. If the noise signal n(t) is a zero mean

Gaussian stationary random process, and having a flat power density spectrum in (−W,W ),

then its autocorrelation function R(τ ) is given by [71]

R(τ) = sinc(2Wτ). (6.8)

By using the expansion of orthonormal functions φi(t), n(t) may be re-written over the

interval (0, T ) as:

n(t) =
∞∑
i=1

ηiφi(t), (6.9)

where ηi =
∫ T

0
n(t)φi(t)dt. After a certain index, how rapidly the eigenvalues decrease in

value is what the number of terms in (6.9) depends on in order to get a good approximation

with a finite number of terms. The φi(t) are eigenfunctions of the integral equation [71]∫ T

0

R (t− τ)φi(τ)dt = giφi(t), (6.10)

where gi represents the eigenvalues of the equation. It has been shown that, the eigenvalues

after 2TW terms drop off rapidly, except when TW = 1. Thus, (6.9) is approximated by

the sum of 2TW terms [71]

n(t) '
2TW∑
i=1

ηiφi(t). (6.11)

The approximation (6.11) is more satisfactory than the approximation (6.6). By using

(6.11) and the fact that φi(t) are orthonormal, the energy of the n(t) over the interval (0, T )

can be approximated by [71] ∫ T

0

n2(t) '
2TW∑
i

η2
i . (6.12)

In (6.12), ηi is Gaussian, since the process is Gaussian. While the variance of ηi is the

eigenvalues (gi) which are almost the same for i ≤ 2TW . Therefore, the energy is the

sum of 2TW squares of zero mean Gaussian variates with the same variance, which led to

the chi-square distribution (X2
k ) by the convenient normalization [71]. The normalized test

statistic V ′ is expressed in the form [71]

V
′
= (1/N02)

∫ T

0

y2(t) dt, (6.13)
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by comparing between (6.7) and (6.13), it is obvious that (6.7) is N02V
′ , where V ′ is the

normalized test statistic under H0 (signal is absent). The normalized noise sample value bi
can be written as [71]

bi = ai/
√

2WN02, (6.14)

the test statistic under H0 can be expressed as [71]

V
′
=

2TW∑
i=1

b2
i . (6.15)

Consequently, the decision statistic under H0 is the sum of the squares of 2TW Gaussian

random variables, where each bi has a zero mean and unit variance [V
′ ∼ N(0, 1)]. Thus,

V
′ has a chi-square distribution with 2TW degrees of freedom, which are provided in

tables [74]-[76]. Under H1, where the signal is present, by using the finite sum of 2TW ,

the signal of duration T may be written as

s(t) =
2TW∑
i=1

αi sinc(2Wt− i), (6.16)

where αi is signal sample value

αi = s(i/2W ). (6.17)

The signal energy over the interval (0, T ), may be approximated by∫ T

0

s2(t) dt = (1/2W )
2TW∑
i=1

α2
i . (6.18)

Defining the normalized signal sample value βi

βi = αi/
√

2WN02, (6.19)

by substituting (6.19) in (6.18), it can be written

(1/N02)

∫ T

0

s2(t) dt =
2TW∑
i=1

β2
i . (6.20)

By using (6.2) and (6.16), the received signal y(t) when the signal is present may be repre-

sented as:

y(t) =
2TW∑
i=1

(ai + αi) sinc(2Wt− i). (6.21)
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The energy of the received signal over the interval (0, T ) can be illustrated as:∫ T

0

y2(t) dt = (1/2W )
2TW∑
i=1

(ai + αi)
2. (6.22)

The normalized test statistic under H1 is

V
′
= (1/N02)

∫ T

0

y2
t dt =

2TW∑
i=1

(bi + βi)
2. (6.23)

We deduce from (6.23) that the normalized test statistic under H1 has a noncentral chi-

square distribution (X2
k(λ)) with 2TW degrees of freedom and a noncentrality parameter

(λ) [77], [78]

λ =
2TW∑
i=1

β2
i = (1/N02)

∫ T

0

s2(t) dt = Es/N02, (6.24)

where Es is the signal energy and λ represents the signal-to-noise ratio (SNR). Extensive

tables do not exist for noncentral chi-square distribution, therefore approximations have

been used instead.

6.4 Detection in White Noise: Band-pass Process

In a band-pass random process, every sample function can be written as [73]

n(t) = nc(t) cos(wct)− ns(t) sin(wct), (6.25)

where nc(t) represents the in-phase component of the n(t), while ns(t) is the quadrature

component of the n(t). Further, nc(t) and ns(t) have flat power density spectrum, where

each one is equal to 2N02 over the band | f |< W/2. Hence, each of the in-phase and

quadrature components have TW degrees of freedom with variance (σ2 = 2N02W ). More-

over, when T increases, it is possible to achieve a good approximation as shown below,∫ T

0

n2(t) dt =
1

2

∫ T

0

[n2
c(t) + n2

s(t)] dt. (6.26)

The energy in nc(t) and ns(t) may be found similar to the previous section∫ T

0

n2
c(t) dt = (1/W )

TW∑
i=1

a2
ci∫ T

0

n2
s(t) dt = (1/W )

TW∑
i=1

a2
si,

(6.27)
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where a2
ci and a2

si are the noise sample value of the in-phase and quadrature modulation,

respectively. Using

aci = nc(i/W )

asi = ns(i/W ).
(6.28)

The normalized noise sample value of the in-phase sample value bci and the normalized

noise sample value of the quadrature sample value bsi can be written as:

bci = aci/
√

2WN02

bsi = asi/
√

2WN02.
(6.29)

Therefore, the normalized test statistic under H0 is

V
′
= (1/N02)

∫ T

0

n2(t) dt =
TW∑
i=1

(b2
ci + b2

si), (6.30)

where any bci or bsi has a unity variance. Thus, the normalized decision statistic under H0

has a chi-square distribution with 2TW degrees of freedom.

The expression of the band-pass signal is

s(t) = sc(t) cos(wct)− ss(t) sin(wct), (6.31)

where sc(t) and ss(t) have frequency component over the region | f |< W/2. As before

sc(t) =
TW∑
i=1

αci sinc(Wt− i)

ss(t) =
TW∑
i=1

αsi sinc(Wt− i),

(6.32)

where

αci = sc(i/W )

αsi = ss(i/W ).
(6.33)

So, the received signal y(t) may be derived

y(t) = [sc(t) + nc(t)] cos(wct)− [ss(t) + ns(t)] sin(wct)

= yc(t) cos(wct)− ys(t) sin(wct),
(6.34)
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where yc(t) and ys(t) can be written as

yc(t) = sc(t) + nc(t) = (1/W )
TW∑
i=1

(αci + aci) sinc(Wt− i)

ys(t) = ss(t) + ns(t) = (1/W )
TW∑
i=1

(αsi + asi) sinc(Wt− i),

(6.35)

while

βci = sc(i/W )
√

2WN02

βsi = ss(i/W )
√

2WN02,
(6.36)

where βci and βsi are the normalized signal sample value of in-phase and quadrature com-

ponents, respectively. So, by following the same logic as before

(1/N02)

∫ T

0

s2(t) dt =
TW∑
i=1

(β2
ci + β2

si) = Es/N02. (6.37)

Thus, under H1 (signal is present), the energy of the received signal is∫ T

0

y2(t) =
1

2

∫ T

0

[y2
c (t) + y2

s(t)]dt

=
1

2

∫ T

0

[sc(t) + nc(t)]
2dt

+
1

2

∫ T

0

[ss(t) + ns(t)]
2dt.

(6.38)

The normalized test statistic V ′ under H1 may be written by using (6.20), (6.23), (6.37),

and (6.38)

V
′
=

TW∑
i=1

[(bci + βci)
2 + (bsi + βsi)

2] (6.39)

It is obvious that V ′ has a noncentral chi-square distribution with 2TW degrees of freedom

and a noncentrality parameter λ = Es/N02. Therefore, by comparing the results in the

base-band process and band-pass process, one can conclude that both processes have the

same decision statistics [71].
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6.5 Probability of False Alarm and Probability of Detec-

tion

For a given threshold V ′T , the probability of false alarm Pfa is, under H0, defined by

Pfa = Prob
(
V
′
> V

′

T | H0

)
= Prob

(
X2

2TW > V
′

T

)
, (6.40)

where X2
2TW follows a chi-square distribution with 2TW degrees of freedom as we dis-

cussed in the previous section 6.3. On the other hand, the probability of detection Pd for

the same given threshold V ′T is formulated as:

Pd = Prob
(
V
′
> V

′

T | H1

)
= Prob

(
X2

2TW (λ) > V
′

T

)
, (6.41)

where X2
2TW (λ) represents a noncentral chi-square variable with 2TW degrees of freedom

and noncentrality parameter λ = Es/N02.

As shown before, the noncentral chi-square has 2TW degrees of freedom and noncentrality

parameter λ (defined as signal-to-noise ratio). The noncentral chi-square probabilities can

be computed using the approximation of its probabilities by those of a central chi-square

distribution which are tabulated. If we define the modified number of degrees of freedom

D and the threshold divisor G by [71]:

D = (2TW + λ)2/(2TW + 2λ)

G = (2TW + 2λ)/(2TW + λ).
(6.42)

The right hand side of (6.41) can be approximated by the upper tail probability of the central

chi-square distribution with D degrees of freedom as shown below:

Prob
{
X2

2TW (λ) > V
′

T

}
= Prob

{
X2
D > V

′

T/G
}
. (6.43)

Using (6.25) and (6.31), it can be shown that the squared envelope of the noise n(t) is

Env2[n(t)] = n2
c + n2

s, (6.44)

while the squared envelope of the signal s(t)

Env2[s(t)] = s2
c + s2

s. (6.45)

Using (6.22), we can show that

a2
ci + a2

si = Env2[n(i/W )], (6.46)
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and

b2
ci + b2

si = (1/2WN02)Env2[n(i/W )], (6.47)

by following the same approach as before

(bci + βci)
2 + (bsi + βsi)

2 = (1/2WN02)Env2[s(i/W ) + n(i/W )]. (6.48)

Hence, when TW = 1 the normalized test statistic V ′ may be found by sampling at t = T

the squared envelope of the input to the energy detector. In this case, the conditional prob-

ability density functions of V ′ can be obtained in finite form and there are some difficulties

in calculating the probability of detection. Based on the approximation of the envelope

like the test statistic, the probability of false alarm and the probability of detection may be

computed.

6.6 Probability of Detection and Probability of False Alarm

over AWGN

The author in [71] presented an approximate expression for the probability of detection

over AWGN while the authors in [79] showed exact closed-form for the probability of

detection and the probability of false alarm.

Generally, the probability of detection and the probability of false alarm may be found

by using (6.41) and (6.40), respectively. Further, according to the base-band or band-pass

processes, the decision statistic V ′ may be described as [79]

V
′ ∼

 X2
2TW , H0,

X2
2TW (2γ), H1,

(6.49)

where γ = Es
N01

is the signal-to-noise ratio (SNR), which is equivalent to λ
2

in [71]. The

probability density function f(.) (PDF) of the decision statistic given as

fV ′ (y) =


1

2uΓ(u)
yu−1e−

y
2 , H0,

1
2

(
y
2γ

)u−1
2
e−

2γ+y
2 Iu−1(

√
2γy), H1,

(6.50)

where u = TW is the time bandwidth product, Γ(.) is the gamma function [80], and In(.)

is the nth-order modified Bessel function of the first kind [80]. Then, the probability of
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false alarm Pfa can be obtained by using (6.50) [79] as:

Pfa =
Γ(u,

V
′
T

2
)

Γ(u)
, (6.51)

where Γ(., .) is the incomplete gamma function [80]. The probability of detection can

be found by using (6.50) with the aid of [81, Eq. (2.1-124)], the cumulative distribution

function F (.) (CDF) of the test statistic V ′ is given by:

FV ′ (y) = 1−Qu

(√
2γ,
√
V
′
T

)
, (6.52)

where Qu(a, b) is the generalized Marcum Q-function [82]. The probability of detection

Pd may be obtained [71]

Pd = Qu

(√
2γ,
√
V
′
T

)
. (6.53)

Receiver operating characteristic (ROC) curve [83] is used to present the performance of

the energy detector which illustrates the relation between the probability of detection Pd
versus the probability of false alarm Pfa. It is possible to plot the complementary ROC

which represents the relation between the probability of miss detection Pm versus the prob-

ability of false alarm Pfa, where Pm may be obtained easily (Pm = 1 − Pd). Figure 6.1

illustrates the performance of the energy detector over an AWGN channel, where the per-

formance improves by increasing the number of samples when the signal-to-noise ratio is

equal to −10 dB and the Number of iterations is 105.

6.7 Average Probability of Detection over Rayleigh Chan-

nel

The probability of false alarm Pfa over any fading channel is the same as (6.51) because it

is considered in the hypothesisH0 (when the signal is absent) and it is independent of SNR.

On the other hand, the average probability of detection Pd may be obtained by averaging

Pd in the AWGN case (6.53) over the SNR fading distribution. The SNR (γ) follows an

exponential PDF, if the signal amplitude follows a Rayleigh distribution

f(γ) =
1

γ
exp

(
−γ
γ

)
, γ ≥ 0 (6.54)

59



Figure 6.1: Performance of the energy detector over AWGN channel.
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Now, the probability of detection over Rayleigh channel (PdRay) can be computed by av-

eraging (6.53) over (6.54) with the aid of [82, Eq. (30)] and making the change of variable

x =
√

2γ [71], where [82, Eq. (30)] is given as∫ ∞
0

dx x exp

(
−p

2x2

2

)
QM(ax, b) =

1

p2
exp

(
−b

2

2

)
[(

p2 + a2

a2

)M−1
[
exp

(
b2

2

a2

p2 + a2

)
−

M−2∑
n=0

1

n!

(
b2

2

a2

p2 + a2

)n]
+

M−2∑
n=0

1

n!

(
b2

2

)n]
,

(6.55)

where p2 = 1
γ

, b =
√
V
′
T , M = u, a = 1, and x is

x =
√

2γ dγ = x dx

x2 = 2γ
dγ

x
= dx

γ =
x2

2

The PdRay can be obtained using (6.55)

PdRay =

(
1

γ

)
γ exp

(
−V

′
T

2

)
( 1

γ
+ 1

1

)u−1 [
exp

(
V
′
T

2

1
1
γ

+ 1

)
−

u−2∑
n=0

1

n!

(
V
′
T

2

1
1
γ

+ 1

)n]
+

u−2∑
n=0

1

n!

(
V
′
T

2

)n
= e

(
−V
′
T
2

) (1 + γ

γ

)u−1
e
(

V
′
T γ

2(1+γ)

)
−

u−2∑
n=0

1

n!

(
V
′
Tγ

2 (1 + γ)

)n+
u−2∑
n=0

1

n!

(
V
′
T

2

)n
= e

(
−V
′
T
2

)
u−2∑
n=0

1

n!

(
V
′
T

2

)n
+

(
1 + γ

γ

)u−1 [
e

(
V
′
T
2

)
e

(
V
′
T γ

2(1+γ)

)
− e

(
−V
′
T
2

)
u−2∑
n=0

1

n!

(
V
′
Tγ

2 (1 + γ)

)n ]

where e

(
V
′
T
2

)
e

(
V
′
T γ

2(1+γ)

)
can be expressed as

e

(
V
′
T
2

)
e

(
V
′
T γ

2(1+γ)

)
= e

(
−V
′
T

2
+
V
′
T γ

2+2γ

)

e
−V
′
T (2+2γ)+2V

′
T γ

4+4γ = e
−2V

′
T−2V

′
T γ+2V

′
T γ

4(1+γ)

e
−2V

′
T

4(1+γ) = e
−V
′
T

2(1+γ)
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As a consequence, the average probability of detection over Rayleigh channel after the

simplifications may be expressed as [79]

PdRay = e−
V
′
T
2

u−2∑
n=0

1

n!

(
V
′
T

2

)n(
1 + γ

γ

)u−1
[
e−

V
′
T

2(1+γ) − e−
V
′
T
2

u−2∑
n=0

1

n!

(
V
′
Tγ

2(1 + γ)

)n]
.

(6.56)

It is noticeable that (6.56) is equivalent to the one given in [84, Eq. (20)], by making

some correlations and observations such as: expressing the normalized incomplete gamma

function in its series form [80, Eq. (8.352.1)], assuming d2 = γ, replacing eachB by B
2
−1,

and inserting a minus sign in the exponential [71].

We assumed the performance of the system is over Rayleigh channel. Figure 6.2 illus-

trates ROC curve over Rayleigh channel with different number of samples (L). We observe

that by increasing the number of samples, the performance is getting better over Rayleigh

which makes sense because when the number of samples increases, it will detect more ac-

curately. Our results were obtained when the signal-to-noise ratio is equal to 0 dB and the

number of iterations is 105.

6.8 Summary

In this chapter, we addressed the hypotheses testing of the energy detection. We showed

that the decision statistics in the base-band and band-pass processes are equivalent. We

addressed the computation of the probability of false alarm and probability of detection

when time-bandwidth product is small and large. Also, we presented the performance of

the probability of false alarm and probability of detection over AWGN and Rayleigh fading

channels.
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Figure 6.2: Performance of the system over Rayleigh channel.
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Chapter 7

Conclusions and Future Works

In this chapter, we will summarize the main contributions of the thesis and present some

ideas for the future.

7.1 Conclusions

• In chapter 1 and 2, we gave a detailed description of radar systems, power combiners,

and energy detection technique. We highlight the implementation methods of radar

systems. We explain the types of radar in detail. We talk about the main types of the

power combiners and we present some methods of the power combiners. We explain

the energy detection technique that is used to define the presence or the absence of

the signal.

• In chapter 3, we showed that the efficiency of traditional power combining systems

for high-power radar systems is significantly reduced in case of the failure. We pro-

posed using the energy detection technique to provide digital control output to re-

duce the power loss. Also, the proposed system has a compact design and fast time

response.

• In chapter 4, we showed that the traditional way for implementing the proposed band-

pass filter is not efficient. Therefore, we propose using coupled structure technique

to have a very compact size. We presented how we used several techniques, such

as stepped transform and coupled-line resonator, to improve the performance of our

proposed filter.

64



• In chapter 5, we presented the circuit implementation of the controlling circuit. We

discussed the reasons for choosing the rms and envelope threshold detection board

(ADL 5904) to apply the energy detection technique. We presented the specifications

of the micro-controller (ATmega 329) and the dual full bridge driver (L298). Finally,

we illustrated how the waveguide switch (WR229) is controlled electrically.

• In chapter 6, we investigated the performance of the energy detection over AWGN

and Rayleigh channels. We showed that by increasing the number of samples, the

performance of the energy detection improves.

7.2 Future Works

• Frequency selective surfaces can be used to decrease the insertion loss of the filter.

This can be implemented using other guiding structure such as packaged microstrip

line or printed ridge gap waveguide.

• The out of band rejection can be enhanced by using successive filtering stages. This

way, the noise power be reduced which will enhance the overall switching sensitivity.

• The provided analysis assumes over Rayleigh channel in the system, however, the ac-

tual coupling devices can have a different effect on the fading environment. Statistical

modeling for this effect can provide more accurate results for the ROC performance.

• In this work, we used energy detection, which uses the mean square value as the de-

cision statistic. However, this work can be extended by using p-norm detectors which

can provide better performance. The optimal p-norm detector and its performance

can be a future work direction.
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[56] M. Stănculescu, L. Iordache, M. Iordache, D. Niculae and V. Bucată, “Using S pa-
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