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Abstract

Meta Heuristic Algorithms for Routing and Spectrum Assignment in
Elastic Optical Networks

Michel Mbougni

The day to day improvement of bandwidth hungry applications such as video stream-

ing, video gaming and many more has lead to more stringent requirements on networks.

These requirements have generated a significant shift from the traditional fixed-grid Wave-

length Division Multiplexing (WDM) networks to flexible-grid Elastic Optical networks

(EONs). Flexible-grid EONs have brought in new ways for allocating spectrum in an ef-

ficient manner. Unfortunately, they have also brought in new challenges with respect to

spectrum allocation. It is much more complex to grant demands in flexible-grid EONs, as

they take into account more constraints than traditional fixed-grid WDM networks. Despite

the effort that has been made by the research community to handle those constraints sepa-

rately, very little has been done tackling them simultaneously, and under realistic scenarios.

In this thesis, we propose two meta-heuristic algorithms for allocating demands in flexible-

grid EONs while simultaneously taking into accounts all the constraints. Our algorithms

are tested on small and large networks, with heavy load. Experimental results show that

our algorithms perform quite well on all the instances that were selected.
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Chapter 1

Introduction

1.1 Overview

Optical networks are essential means of communication today due to the fact that they

use the optical fiber for transmission. The use of optical fiber technology instead of copper

cable provides abundant bandwidth for modern traffic provisioning. They also enable low

loss transmission. The coming of the Wavelength Division Multiplexing (WDM) technol-

ogy for optical networks has enabled multiple wavelengths (spaced to avoid interference)

to be combined into a single fiber. This technology tremendously increases the network

capacity. Nowadays, the bit rate per wavelength is in the order of 10, 40, 100 and 400

Gb/s but it is foreseen that we could have a rate of 1 Tb/s in the near future [38]. Opti-

cal networks enabled by the light technology also use the benefit of routing and switching

in the optical domain. This leads to more flexible optical networks, and enable a single

infrastructure to be used for the deployment of many services [35].

Due to their high traffic rates, optical networks are seen as a solution for the growth

of traffic demands experienced nowadays. The growth in traffic demands emanate from a

significant improvement in the development of bandwidth hungry applications; e.g., data,

voice/video streaming, gaming. Traditional Wavelength Multiplexing optical networks
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with fixed grid leads to inefficient spectrum usage and spectrum management. Over the

past few years a flexible and spectrum efficient elastic optical networks (EONs) have gen-

erated a lot of interest [5]. They are based on orthogonal frequency division multiplexing

(OFDM) technology. EONs enable a flexible assignment of appropriate-sized bandwidth

using contiguous concatenation of optical spectrum slots to given traffic demands [20].

1.2 Motivation

The advance of EONs that enables the spectrum to be divided into slots has brought new

complexity to the provisioning of demands in such networks. In addition to constraints that

are specific to provisioning demands in WDM networks, EONs have other constraints.

Among them, there are the slot contiguity, modulation and regenerator constraints. Most

of the algorithms or models that are proposed in literature to provision demands in EONs

do not take into accounts all these constraints simultaneously. Furthermore, they are tested

on small network instances and under low traffic. In this thesis, we propose metaheuristic

algorithms to grant demands in EONs while taking into consideration all the above con-

straints simultaneously, and under realistic scenarios, i.e., on networks containing up to 100

nodes and traffic with an offered load up to 280 Tbps.

1.3 Thesis Contributions

In this thesis, we developed two metaheuristic algorithms for routing and assigning

spectrum in EONs. Both algorithms allow the search of the solution to be done in the in-

feasible search space as a diversification technique. The first algorithm is inspired from the

application of graph coloring to the routing and wavelength assignment problem in WDM

networks as proposed in [27]. Our graph coloring algorithm first allows all the demands
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to be granted; allowing the algorithm to enter the infeasible state. It then repetitively al-

ternate the path, modulation and slot allocations to reduce the number of conflicts, until

the solution is back to the feasible state. The second metaheuristic we propose has two

main phases, the optimization phase and the feasibility phase. In the optimization phase,

we exchange the slots between demands while tentatively moving from one exit the lo-

cal optimum to the next while still remaining in the feasible search space. The feasibility

phase is used to diversify the search space by allowing more regenerators than the number

required. One regenerator is then iteratively removed until the solution become feasible.

To the best of our knowledge, there are no algorithms (heuristics, metaheuristics or exact

methods) which were able to provision demands with an offered load of up to 280 Tbps on

large networks (with up to 100 nodes).

1.4 Statement of the RSMA Problem

An optical network can be modeled as an undirected graph G = (V, L) where V is the

set of nodes (indexed by v) and L denotes the set of links (indexed by `). Spectrum is made

of a set S where the frequency of each slot s is 12.5 GHz. Let K be the set of requests

(indexed by k), with Dk being the bandwidth requirement for k, expressed in Gigabits per

second (Gbps). Let M be the set of modulations (indexed by m). The Routing Modulation

and Spectrum Assignment (RMSA) problem can be formally stated as follows: choose a

modulation for each request k in order to maximize the throughput, while using no more

than nREGEN regenerators. The output should provide a slot-path for each request, which

satisfies both the continuity and the contiguity constraints. For each request, contiguous

slots from a portion of the spectrum should be assigned in other to satisfy the spectrum

contiguity constraint. The same contiguous slots assigned for a request should also be

assigned on each link along the path used to grant the request in other to satisfy the spectrum

continuity constraint.
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1.5 Organization of Thesis

The organization of this thesis is as follows. Chapter 2 presents the general background

and a literature review on related subjects. It first describes optical networks with a focus

on WDM and EON. After a short description on the general operation of tabu search algo-

rithms, the RSA problem and the RSMA problems are described.

Chapter 3 presents a greedy algorithm we developed for the RSMA problem.

In Chapter 4, we first state the classical and generalized graph coloring problems. We then

propose a generalized graph coloring algorithm for the RMSA problem.

Chapter 5 presents a tabu search algorithm for the RMSA problem. We detail the main

procedures used in the algorithm.

Chapter 6 conducts a numerical analysis on the performance of the designed algorithms in

the previous chapters, as well as the characteristics of the solutions.

Chapter 7 presents the conclusions that were made in this thesis as well as some future lines

of research.
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Chapter 2

Background and Literature Review

In this chapter, we present some preliminaries about traditional WDM networks as well

as EONs. We further define and describe some key concepts in the routing and spectrum

assignment problem. We then present a literature review associated with the RSA problem

as well as the RMSA problem.

2.1 Optical Networks

In this section, WDM networks and EON basic concepts are introduced and briefly

discussed.

2.1.1 Wavelength Division Multiplexing Networks

The introduction of the WDM technologies enables today networks to transmit up to

160 wavelengths per fiber [10]. An example of an uni-directional WDM network is shown

in Figure 2.1. Each transmitter uses a laser to send signals at different wavelengths. These

signals then enter the multiplexer in different input ports, are combined and then output

on a single port. From that port, a single fiber is connected. An optical amplifier can be

used to boost the transmitted power. Depending on the type of fiber and the length of the
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Figure 2.1: A Simple one Way Wavelength Division Multiplexing Network

fiber span, a line amplifier may be used to regenerate the signal. At the receiving side, the

signal can be amplified before it goes into the demultiplexer on a single input port. The

demultiplexer splits the signal into different signals at different wavelengths, with each

wavelength going to a specific port. Each wavelength is then received by a photodetector

of each receiver. In WDM networks, the optical spectrum is divided into fixed channels.

As a result, spectrum is significantly wasted on demands with small granularity. Networks

based on the WDM technology are therefore not seen as good candidates for current and

next generation bandwidth hungry applications.

2.1.2 Elastic Optical Networks

EONs have been seen as an alternative of WDM networks for support of higher traf-

fic demands. EONs are based on Orthogonal Frequency Division Multiplexing (OFDM)
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Figure 2.2: Fixed and Flexible grids [17]

technologies. Unlike WDM networks, they split optical spectrum into finer ”chunk” called

slots spaced at 6.25 GHz or 12.5 GHZ [31]. Adjacent slots can be combined to form ”super

channels” that can support traffic demand of up to 1 Tbs. An illustration of a fixed grid

used by WDM networks versus flexible grids used by EONs is shown in Figure 2.2.

As shown in Figure 2.2, a connection that needs 10 Gbps, and another that needs 100

Gbps will use the same channel space using a fixed grid. On the other hand, channel space

is assigned based on the connection data rate while using flexible grid. It can be seen that

EONs use the optical spectrum in a more efficient and flexible way as compared to WDM

networks. It makes them therefore more suitable to support current and future bandwidth

hungry applications.

The key advantages of EONs include but are not limited to [1, 5]:

• Bandwidth segmentation: EONs allocate only the bandwidth needed from a traffic
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demand. This characteristic reduces the amount of spectrum that is wasted or unused.

• Bandwidth aggregation: EONs have the capability of combining optical bandwidth;

hence creating a ”super channel optical path”.

• Energy saving: EONs provide energy efficient mechanisms that reduce the power

consumption by turning off some of the OFDM subcarriers that are not utilized.

The provisioning problem of EONs, where a set of requests are provisioned using a

suitable routing path and the number of OFDM subcarriers is known as the RSA problem.

2.2 Tabu Search

The RMSA problem is a combinatorial optimization problem that is known to be NP-

hard [20]. For this reason, the problem can only be solved using exact algorithms on small

instances. In practice, most combinatorial optimization problems are on large instances.

They can therefore not be solved using exact algorithms; that is the reason why heuris-

tics and meta-heuristics are usually used to solve large scaled combinatorial optimization

problems. Genetic algorithms, simulated annealing and tabu search are the best known

meta heuristic algorithms [22]. In theory, meta heuristic algorithms can be used to solve

any combinatorial optimization problem; however, finding the right values of their tun-

ing parameters is not trivial [22]. Genetic algorithms and simulated annealing both use

randomization to approximate diversification. Genetic algorithm achieve that by joining

population elements and applying crossover or mutation [13]. Simulated annealing makes

random move to diversify a function of a temperature whose progressive decrease also re-

duces the variation away from global optimum with a given probability [13].

In this thesis, the tabu search algorithms we proposed are inspired by the original tabu

search procedure as described in [18]. The approach attempts to leave the local optimal

solution space using a strategy that forbids certain moves. The moves that are forbidden
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are called ”tabu” and they are used to avoid cycling. The tabu search approach might at an

early state lead to a local optimum; nevertheless, that does not interfere or disrupt the search

process since it can still select the best available move; or it might permit non-improving

solution to be allowed in order to escape from a local optimum. To avoid taking a path that

was previously taken, tabu search keeps track of moves recently made by storing them in

a tabu list. The tabu list prevents some moves to be used for a certain number of iterations

and therefore preventing cycling. Tabu search main steps as explained by [19] are shown in

Figure 2.3. The steps usually start with an initial solution obtained by greedy algorithms or

other heuristics. The next step is to create a list of moves where, each move creates a new

solution from the current solution. The best admissible candidate is then chosen based on

the tabu restrictions such as the tabu list size. The solution obtained from the best admissi-

ble candidate is stored as the new best solution if it improves the previous best solution; it

is also label as the new current solution. The stopping criterion steps is basically checking

if a number of iterations initially chosen have be reached. If that is the case, then based on

the application, it either stops and stores the best current solution as the final solution, or

tune some parameters (i.e. tabu list size) before repeating the same process. A more detail

explanation of tabu search steps can be found in [19]. Tabu search main advantages are the

following:

• it speeds up the search process by discouraging the use of random selection

• it allows both downhill moves and uphill moves

• it select best admissible candidates

• it can applied to both discrete and continuous solution spaces.
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Figure 2.3: Tabu Search Steps

2.3 Routing and Spectrum Assignment Problem

2.3.1 Generalities

The RSA problem formulated for EONs is quite similar to the RWA problem formu-

lated for WDM networks [40]. The RWA problem consists of choosing a routing path, and

a wavelength for each given request while satisfying the continuity constraint. The conti-

nuity constraint is satisfied by ensuring that the same wavelength is used on all the links

in the routing path for a given request. In addition to the continuity constraint, the RSA

problem must also satisfy a contiguity constraint. The contiguity constraint is satisfied by

guaranteeing that slots are contiguous on each link in the routing path for a request that

need to be provisioned. An example of RSA is illustrated in Figure 2.4. Figure 2.4(a)

shows a network, a grid associated with it, and the traffic demand in terms of requests that
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need to be provisioned. The RSA is usually visualized as grid where the horizontal axis

represents the links and the vertical axis represents the slots or vice versa. We assume in

our example that nothing has been provisioned initially; so the grid is empty. We assume

for simplicity that the request R1→4 needs 3 slots to be provisioned; the requests R2→4 and

R1→4 respectively need 4 and 2 slots to be provisioned. A possible grid allocation after

provisioning of the given requests using RSA is shown in Figure 2.4(b). In this allocation,

the request R1→4 uses links l1 and l3; the request R2→4 uses links l2 and l4 and the request

R1→3 uses links l1 and l2. It is shown in Figure 2.4(b) that the continuity and contiguity

constraints have been satisfied in this simple example.

2.3.2 Routing Modulation and Spectrum Assignment

Modulations have an important role in optical networks as modulated signals are the

signals that hold information to be transmitted from the transmitter to the receiver. Modu-

lation formats are used as parameters to establish the spectral resources to be allocated for

an optical path [28]. There is a direct relationship between the data rates, the modulations

and the reach [33, 41]. In WDM networks, the transmission is done in such a way that for a

given data rate, the modulation format is chosen so that the signal can be transmitted with

adequate quality along the worst path; that is the path with the most hops or the longest

length. So all the requests for that given rate are assigned the same modulation format

regardless of their path length. In EONs on the other hand, the modulation is based on

the distance between the source and destination of each request. In other words, requests

with the same data rate can be granted using different modulation formats depending on

their path lengths [39]. The RSA that takes into account modulation is called the routing

modulation and spectrum assignment (RMSA). It uses modulation formats to give a trade

off between the transmission reach and the spectrum efficiency. A high level modulation

format has a shorter reach but uses fewer slots as compared to low level modulation format

12



(a) Before Provisioning

(b) After Provisioning

Figure 2.4: RSA Example
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that uses more slots but has a longer transmission reach [39, 40].

2.4 Literature Review

In this section, we first present some of the work that has been done to solve the RSA

problem. Secondly, we discuss some of the research that has been done on a variation of the

RSA problem called the routing modulation and spectrum assignment (RMSA) problem.

Finally, we do a critical analysis on the literature review.

2.4.1 RSA Problem

Exact Algorithms

Jaumard and Daryalal [25] proposed an optimization model based on the column gen-

eration decomposition method to solve RSA problem. The objective of their model is to

maximize the number of granted requests. Their decomposition scheme uses link and path

formulations to guarantee that an optimal solution is obtained. The authors evaluated their

model on a Spain network (21 nodes) against the model proposed by Ruiz et al.[36]. The

results showed that Jaumard and Daryalal model outperforms the model proposed by Ruiz

et al. [36].

Enoch and Jaumard [15] developed another decomposition model for solving the RSA

problem. The authors used a column generation model with lightpaths. They used a short-

est path algorithm to efficiently solve the lightpaths generator and to significantly improve

the quality of the solution. The authors used the Spain (21 nodes) and the USA (24 nodes)

networks to evaluate their model. The results showed that Enoch and Jaumard model is

faster than the model proposed by Jaumard and Daryalal [25].

14



Heuristic Algorithms

A lot of work has been done in context of RSA for EONs. In this section, we present

some of the work that has been done on RSA problem for EONs.

Alaskar et al. [1] proposed four offline RSA algorithms for EONs. The authors modeled

the offline RSA problem as a multiple processor scheduling problem. In other words, they

mapped the multiprocessor scheduling problem where the objective is to minimize the total

processing time used by all the tasks into an offline RSA problem where the objective is

to minimize the spectrum usage for a traffic demand. The algorithms proposed by Alaskar

et al. are based on two well known algorithms namely the compact scheduling algorithm

and the left edge algorithm. The first algorithm they proposed is called the longest then

widest compact algorithm (LWC). It uses two sorting levels for requests for a given traffic

demand. The first sorting level consists of sorting requests in a decreasing order based on

the spectrum required for each request. The second level of sorting break the ties from the

first sorting level by sorting in a decreasing order requests based on the number of links

used by each request. The second algorithm proposed area compact algorithm (AC) by

author first compute the area obtained by multiplying the spectrum required by each re-

quest as well as its corresponding number of links required. The requests are then sorted

in an decreasing order based on the area of each request. The third algorithm namely the

longest then left edge compact (LLEC) algorithm proposed by Alaskar et. al consisted of

two sorting level as well where the first sorting level is identical to the longest then widest

compact algorithm (LWC). However the second sorting level break the ties from the first

level by sorting using the left edge algorithm. The author finally proposed the area then left

edge compact (ALEC) algorithm by using the AC algorithm as the first sorting level and

the left edge algorithm to break the ties (second sorting level) on request that have the same

area. The authors evaluated their algorithms using simulation on two network topologies:

a chained network and the NSFNET network. They compared their algorithms against
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two algorithms namely the longest first compact (LFC) algorithm and widest first compact

(WFC) algorithm. The results showed that LWC, AC, LLEC, and ALEC algorithms all

outperformed LFC and WFC algorithms in terms of average ratio; where the average ratio

is ratio of the maximum number of subcarriers used in any link by the number of subcarri-

ers used by the most loaded link.

Shirazipourazad et al. [37] proposed algorithms for the RSA problem. The authors de-

veloped approximation algorithms for binary tree and ring network topologies. They also

proposed an heuristic for an arbitrary network topology. The main idea of their heuristic

is that it tries to find disjoint paths for routing the requests, to optimize the reuse of slots

in spectrum allocation. The algorithms they proposed were tested using simulation on the

NSFnet network under varying load ranging from 5 to 25 requests. The authors had better

results in terms of average spectrum usage than the Shortest Path with Maximum Spectrum

Reuse and Balanced Load Spectrum Allocation heuristics.

Cai et al. [4] proposed a greedy heuristic and a multi iteration based algorithm for

the RSA problem. The multi-iteration algorithm was mainly based on shuffling sequences

in which the requests were allocated. The authors tested their algorithms using differ-

ent network topologies with nodes ranging from 6 to 14 and links ranging from 9 to 21.

The authors compared their algorithms against an ILP model on networks of small size

having (6, 10, 11) nodes respectively; and the results showed that their multi-iteration al-

gorithms has a quality close to optimal. Cai et. al also compared their results against two

heuristics namely: Maximum Spectrum Reuse and Balanced Load Spectrum Allocation

on a NSFNET network. The results showed that their greedy heuristic and multi-iteration

heuristic outperform in terms of spectrum usage, the Maximum Spectrum Reuse and Bal-

anced Load Spectrum Allocation heuristics.
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Duran et al. [14] proposed two heuristics for solving the RSA problem namely: the

least unusable spectrum first (LUSF) and the adaptive unconstrained routing exhaustive

Spectrum Search (AUR-ESS). The LUSF algorithm computes for each candidate solution,

the total number of unused slots per link used for routing path of that solution. The solutions

are then sorted increasingly based on the total number of unused slots. The first fit heuristic

is used to break the ties. The candidate solutions are then evaluated in order until a feasible

one can be applied. The AUR-ESS algorithm they proposed is based on the AUR algorithm

used to solve the RWA problem. It first checks at each of the steps, the number of slots that

are available. The next step consists of building an auxiliary graph; The nodes in the

auxiliary graph corresponds to nodes in the physical network. There is a link between

two nodes of the auxiliary graph if all the slots in the fiber connecting those two nodes in

the physical network are not currently used by any other request. The authors then use the

Dijkstra algorithm to find a shortest path. They finally grant the request on the shortest path

found in the auxiliary graph. The authors evaluated their algorithm on NSFNet network

(14 nodes). The results shows that their algorithm has a lower blocking probability than the

traditional RWA heuristics such as first fit, most used, and least used.

Fadini [16] proposed a subcarrier-slot partition scheme with first-last fit spectrum al-

location for EONs. The objective of their scheme was to increase the number of free

contiguous slots; therefore reducing the blocking probability in the network. Their parti-

tion scheme makes room for more aligned available slots by splitting the allocation of the

connections that are not disjoint. They evaluated their scheme on a network of 28 nodes

and the results showed that their scheme has a lower blocking probabilities as compared to

other spectrum allocation algorithms.
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Meta Heuristics Algorithms

Hai [21] developed a multi-objective genetic algorithm for solving the RSA problem.

The algorithm he proposed found the pareto optimal solutions (set of solutions that are

equally optimal) for the RSA with multiple objectives. The objectives that were taken

into account where: to minimize the spectrum width requirement to grant all requests and

to minimize the overall spectrum link usage. The author evaluated his algorithm on a

network of 11 nodes. He argued that his algorithm can converge to optimal solution after

200 iterations.

2.4.2 RMSA Problem

Exact Algorithms

Dharmaweera et al. [12] proposed an ILP model and a heuristic algorithm for solving

the RMSA problem. They used a physical layer impairment model to capture EON impair-

ments. The objective of their ILP model was to minimize the bandwidth, which the authors

quantify as the highest subcarrier index assigned to a request. The heuristic algorithm they

proposed has two steps. The first step consists of choosing the sites where regenerators are

placed. The second step consists of assigning spectrum and modulation format for each

request on each segment of the candidate routing path selected. They evaluated their algo-

rithms on networks of different node sizes; that is networks with 6, 14 and 28 nodes. The

authors showed that their algorithm increased spectral efficiency.

Heuristic Algorithms

Kadu et al. [29] developed a Modulation-aware Multipath Routing and Spectrum Allo-

cation (MMRSA) algorithm to solve the RMSA problem in EONs. Their algorithm grants
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requests using a minimum number of paths with distance adaptive modulation methods.

Their algorithm starts by selecting multiple potential routing paths starting with the short-

est. It then tries to find the minimum number of routing paths that can be used to grant the

traffic. The requests are then granted using the first fit method. They evaluated their algo-

rithm on a network with 26 nodes and 41 links. The results from simulation showed that

the algorithm proposed by Kadu et al. has a higher spectrum usage and a lower blocking

rate as compared to algorithms proposed by Chen et al. [6].

Meta Heuristics Algorithms

Goscien et al. [20] proposed a tabu search algorithm for solving the RMSA (Routing,

Modulation and Spectrum Assignment) problem in EONs with unicast and anycast traf-

fic demands. They firstly presented ILP formulation for RMSAJAU (Routing, Modulation

and Spectrum Assignment for Joint Unicast and Anycast). The objective functions related

to the authors ILP formulations took into account: minimizing the network deployment

cost, minimizing the energy consumption, minimizing the maximum spectrum usage, and

minimizing the average spectrum usage. The authors solve each of the ILP formulations

using a tabu search algorithm. The initial solution to the tabu search algorithm is com-

puted using a greedy heuristic, namely the Adaptive Routing, Modulation and Spectrum

Assignment (ARMSA). The author evaluated their algorithm using simulation on three dif-

ferent networks namely: NFS15, Euro16 and DT14. For each network topology and each

objective function, the authors compared their algorithms to three other heuristics. The

results showed that their algorithm outperforms the three other heuristics for each network

topology and each objective function from the ILP formulations.

Christodoulopoulos et al. [9] proposed a greedy heuristic and simulated annealing meta

heuristics for Routing Modulation Level and Spectrum Assignment. They used simulated

annealing to obtain a good ordering of demands and then used the heuristics to grant all the

19



demand based on the pre-ordering done by simulated annealing. The simulated annealing

they proposed used the most subcarriers first (MFS) ordering of demands as its initial so-

lution. The authors tested their algorithms using simulations under two network topologies

of 6 and 14 nodes with 9 and 23 links respectively. The authors compared their proposed

algorithms against an ILP model on the network with 6 nodes and reported that their solu-

tion is near optimal in terms of spectrum usage. They furthered compared their algorithms

on the network with 14 nodes against heuristics such as MSF and longest path first (LPF)

and showed that their algorithms provide a better solution.

Zhou et al. [43] developed a genetic algorithm to solve the dynamic RMSA problem.

Their algorithm is designed for multi objectives optimization where each objective is based

on the current state of the network. Under light traffic with no blocking, the objective of

their algorithm is to minimize the maximum number of slots used by any fiber. Under heavy

traffic, their algorithm objective is to minimize the blocking probability. They compared

the performance of their algorithm against existing algorithms such as Shortest Path and

First Fit Spectrum Assignment, and the K-Shortest Paths and Balanced Load Spectrum

Assignment on the NSFNET (14 nodes) and US Backbone (28 nodes) networks. The results

show that algorithm proposed by Zhou et al. [43] has a lower blocking probability than

the existing algorithms against which they compared under the same load condition. The

results also show that the genetic algorithm the authors proposed has a lower number of

slots used per fiber under light load conditions as compared to the algorithms that were

used for comparisons.

Klinkowski and Walkowiak [30] developed an ILP formulation to solve the routing,

spectrum, transceiver, and regeneration allocation (RSTRA) problem which is a problem

that has traditional RSA problem characteristics, with the addition that regenerators place-

ment optimization are taken into account. The authors developed an algorithm (greedy
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lightpath allocation (GLA) and a standard simulated annealing algorithm) to generate so-

lutions to their IPL formulation. Their GLA algorithm assigns requests one at a time based

on a given order and assign them to routing paths in such a way that each assignment mini-

mizes the cost function of ILP formulation the authors proposed. The order of the requests

are then optimized using simulated annealing. The authors evaluated their algorithm on the

German (12 nodes), European (28 nodes), and US (26 nodes) networks. The results from

experiments showed that adaptable regeneration and modulation conversion can improve

spectrum and transceivers usage in long-distance networks.

2.4.3 Critical Analysis

As discussed earlier, a lot of work has been done to solve the RSA problem. The authors

in [25, 15] proposed exact algorithms; however, their algorithms are not practical for real

networks with large instances. The heuristics proposed by the authors in [1, 4, 37, 14, 16]

and the meta-heuristic proposed by [21] do not take into account modulation. Modulation

has been taken into account by the authors in [29, 20, 9, 43, 30]. Nevertheless, the algo-

rithms they proposed are applied on networks of small size (maximum of 28 nodes). In this

thesis, we proposed meta-heuristics for solving the RMSA problem on large networks (up

to 100 nodes) and under heavy traffic conditions (up to 280 Tbps).
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Chapter 3

Greedy Algorithm

In this chapter, we present a greedy heuristic for the RSMA problem. This algorithm

has been used as an initial solution for the meta heuristic algorithms we developed.

3.1 Greedy Heuristic for Routing Modulation and Spec-

trum Assignment

3.1.1 Notations

Let us first define some notations that will be used in this chapter and subsequent chap-

ters.

G: graph such that G = (V, L).

V : set of nodes indexed by v

L: set of links indexed by l

P sd: set of paths with source-destination pair {vs, vd}

SAVAIL: set of available slots.

SUSED: set of used slots.

K: set of requests indexed by k.
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M : set of modulations indexed by m.

S: maximum allowed number of slots.

nREGEN: maximum allowed number of regenerators.

w: integer that represents the number of shortest paths to be considered between a given

source-destination pair {vs, vd}.

3.1.2 Greedy Algorithm

The input of our greedy algorithm consists of: G, M , nREGEN and S. The greedy algo-

rithm we propose in this thesis uses the following steps:

Step 1: Compute all the w-shortest paths for each {vs, vd} ∈ SD. In this thesis, the w-

shortest paths were computed using the Yen’s algorithm[42] . It is important to note that

a different w is chosen for each source-destination pair. The value of w is selected based

on the fraffic between each source-destination pair. A heuristic proposed by Jaumard and

Daryalal [26] is used to compute the value of w for each source-destination pair.

Step 2: Sort the requests k ∈ K in the increasing order of their demands. Break the ties

using the length of the shortest path for {vs, vd}, considering first the requests with the

shortest path.

Step 3: Initialize SAVAIL and SUSED with S and ∅ respectively; then grant the requests with

the largest demands first using the algorithm GRANT REQUEST(k).

Algorithm 1 works as follows: for each request k passed to the algorithm, we consider

all the candidate paths that could be used to grant k. For each path selected, we compute

the number of slots that are available. We then select the minimum feasible modulation. If

the number of slots used by the modulation selected as well as their sequence is available

in the grid, we grant k and update the set of slots used for each link that is used by k.
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Algorithm 1 GRANT REQUEST(k)
1: ISGRANTED← .false
2: NO PATH← .false
3: Assume k is between node pair {vs, vd}
4: while ISGRANTED = .false. or NO PATH = .false. do
5: Consider the next path p ∈ P sd

6: if no more path then NO PATH← .true.
7: end if
8: Select the modulation m that uses the minimum number of slots, i.e., nSLOTS

k , while
not exceeding nREGEN

9: if there is a sequence of nSLOTS
k in SAVAIL then

10: Grant request k on p using that sequence and modulation m
11: Update SUSED

12: SAVAIL ← SAVAIL \ SUSED

13: end if
14: ISGRANTED← .true
15: end while
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Chapter 4

Tabu Search: RMSA as a Generalized

Graph Coloring Problem

It has been seen in Chapter 2 that the RSA problem for EON has some similarities with

the RWA problem for WDM networks. Graph coloring has been successfully applied in

the past by Jaumard et al. [27] to solve the RWA problem. In this chapter, we propose a

generalized graph coloring algorithm for the RMSA problem.

4.1 Classical Graph Coloring Problems

4.1.1 Graph Coloring Problem

The classical graph coloring problem can be defined on an undirected graph G as fol-

lows. Let G = (V, L) where V is the set of nodes (indexed by v) and L is the set of edges

(indexed by `). The graph coloring problem consists of finding a node coloring with the

minimum number of colors such that connected nodes are assigned different colors [38].
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Figure 4.1: GGC Example

4.1.2 Generalized Graph Coloring Problem

We now define the Generalized Graph Coloring (GGC) problem [27] on an undirected

graph G = (V,E) as follows. Let C be the set of all possible colors. In the Generalized

Graph Coloring Problem, each node v must be assigned a predefined number of colors,

defined by Cv ⊆ C. Not all nodes are necessarily assigned the same number of colors. A

node coloring consists in assigning a subset Cv of colors to each node v such that, if v and

v′ are connected, Cv ∩ Cv′ = ∅. The GGC problem amounts then to find a node coloring

that minimizes the number of colors, i.e., the size of C. An illustration of a generalized

graph coloring is shown in Figure 4.1

4.2 Generalized Graph Coloring for the RMSA problem

In this section we propose a Generalized Graph Coloring algorithm to the RMSA prob-

lem.
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Figure 4.2: Conflict Graph Construction

4.2.1 Definition of the Conflict Graph

We define the conflict graph G as follows. Let G = (P ,E), where

P =
⋃

{vs,vd}∈L
P sd, and each node p ∈ P sd is associated with a potential path for a given

request k between vs and vd in the optical network N , and

E is the set of edges such that, there is an edge between nodes p and p′ if they share at least

one (optical) link. Each node p is assigned a set of frequency slots, denoted by Sp. An

illustration of a conflict graph is constructed is shown in Figure 4.2.

In order to derive a feasible RMSA provisioning, it is required to find a feasible general-

ized graph coloring forG, taking into account that each color set is defined by a modulation

and a set of contiguous frequency slots. Modulation should be selected while taking into

account the length of the path, and the presence of regenerators along that path. Number of

frequency slots depend on demand Dk of k and on the selected modulation.

Number of nodes in P depends on the number of pre-selecting w-shortest paths, which

may vary from one node pair to the next in the optical network.
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4.2.2 TS GGC RMSA: A Generalized Graph Coloring Algorithm for

the Routing, Modulation and Spectrum Assignment Problem

In this section, a generalized coloring algorithm called TS GGC RMSA is proposed for

the RMSA problem. The initial solution is the solution obtained from the greedy algorithm

presented in Chapter 3. Before describing the generalized coloring algorithm, let us first

briefly provide some definitions. Let:

ITERmax: maximum number of iterations during which we tolerate no improvement.

RMSAbest: current best RMSA provisioning with respect to the throughput.

TABUbest: best feasible RMSA solution.

LTABU: forbidden set of moves.

Rcon
p : set of requests with conflicts on a path p.

RMSAinit : initial solution obtained from the greedy algorithm.

KG: set of granted requests from RMSAinit.

KD: set of denied requests from RMSAinit.

ITER: current number of iteration(s).

In the TS GGC RMSA algorithm we proposed, we first try to grant all requests by al-

lowing slot-conflicts. We then change the path, modulation and slots selection in order to

resolve the conflicts. Finally, if some conflicts still exist, we sequentially remove all the

requests that lead to conflicts on the graph in order to get a feasible solution. We repeat

those three steps several times, and keep track of the best solution. The pseudo code for

the TS GGC RMSA algorithm is presented in Algorithm 2. The TS GGC RMSA algo-

rithm has two main procedures namely COMPUTE-CONFLICTS and REDUCE CONFLICTS.

A more detailed description of those procedures is presented next.
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Algorithm 2 TS GGC RMSA
1: Input: RMSAinit, L, KD, KG, M , S, nREGEN and G
2: Output: RMSA provisioning and its throughput
3: ITER ← 0
4: RMSAbest ← RMSAinit

5: #REGEN ← number of regenerators in RMSAinit

6: ISCONFLICTED← .false.
7: while some requests are not granted and ITER < ITERmax and #REGEN < nREGEN do
8: for each {vs, vd} do
9: Select the request k between vs and vd with the largest demand Dk and that

has not been granted
10: Grant k using m and nSLOTS

k .
11: end for
12: ISCONFLICTED← .true.
13: Call COMPUTE-CONFLICTS procedure
14: Call REDUCE CONFLICTS procedure
15: while ISCONFLICTED do
16: Select the request k and its associated p ∈ P sd that has the largest number

of conflicts;
17: Remove traffic associated with request k;
18: Update CONFLICTS

19: if CONFLICTS does not hold any conflicts then
20: ISCONFLICTED← .false.
21: end if
22: end while
23: ITER ← ITER + 1
24: if the throughput of the current solution is better than RMSAbest then
25: ITER ← 0
26: Update RMSAbest and its related #REGEN

27: end if
28: end while
29: Update the conflict graph G using RMSAbest

29



COMPUTE-CONFLICTS Procedure

The pseudocode of the COMPUTE-CONFLICTS procedure is presented in Algorithm

3. This procedure computes for each path p (node in the conflict graph) the number of

conflicts with each path p′ adjacent to p. The conflicts computed are stored using a double

linked lists called CONFLICTS, which is updated easily once a conflict is removed. It is

important to notice that conflicts are computed and stored once and they are used to get all

the conflicts for each denied request.

Algorithm 3 COMPUTE-CONFLICTS Procedure
Input: G, KD

Output: CONFLICTS

CONFLICTS ← ∅
for each {vs, vd} do

for each p ∈ P sd do
Compute the number of conflicts with each node p′ adjacent to p and

store it into CONFLICTS

end for
end for

REDUCE CONFLICTS Procedure

In this subsection, the pseudocode of the REDUCE CONFLICTS Procedure is presented.

The pseudocode as described in Algorithm 4 reduces the number of conflicts for each

request that has been granted by finding an alternate path that could reduce the largest

number of conflicts. Using that alternate path, the denied request is granted using the

required modulation and number of slots. We then check if the total number of conflicts

has been reduced; if that is the case, we update the current solution and repeat the process,

keeping track of the current solution.
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Algorithm 4 REDUCE CONFLICTS Procedure
1: ITER ← 0
2: TABUbest← Current Solution
3: while ITER < ITERmax do
4: for each {vs, vd} do
5: Select a path that has a conflict
6: Select an alternate path and a modulation that uses the minimum number #

slots that could reduce the largest number of conflicts
denoted by #Conreduce

r

7: end for
8: Choose the request r with largest #Conreduce

r , and grant it on pselect
r with

mselect
r and sselect

r

9: Put p into LTABU, and update LTABU

10: ITER← ITER + 1
11: if the global number of conflicts is reduced then
12: ITER ← 0
13: Update TABUbestwith information of the granted request r
14: end if
15: end while
16: Update current solution with TABUbest
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Chapter 5

Tabu Search : Best Insertion

In this chapter, we propose an algorithm called best insertion algorithm (BI RMSA) for

RMSA problem.

5.1 BI RMSA: Best Insertion Algorithm

In the BI RMSA algorithm proposed, the current solution is not always feasible. In fact,

the algorithm alternates between feasible and infeasible phases. The idea is to diversify the

solution space by searching both the feasible and infeasible search spaces. The goal is, after

obtaining an infeasible solution, the algorithm gets back to a feasible solution space by

removing some regenerators based on some given choice(s). The algorithm iteratively (at

each step) removes a regenerator associated with a request that uses the minimum number

of slots and that uses at least one regenerator. If after removing a regenerator there is still

room for insertion, the request is inserted into the grid. If, on the other hand, there is

a conflict with another request that uses the minimum number of slices and at least one

regenerator, then the request that reduces the least the throughput is removed from the

granted list. The process is repeated until the algorithm gets back into the feasible solution

space. For each switch, only the feasible solution is updated. Before going into the details
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of our algorithm, let us first define some more notations and recall some previously defined.

Let:

KTABU: set of forbidden requests.

INFREG: maximum number of regenerators used for the infeasible solution spaces.

ITERmax: maximum number of iterations during which we tolerate no improvement

RMSAinit : initial solution obtained from the greedy algorithm.

KG: set of granted requests from RMSAinit.

KD: set of denied requests from RMSAinit.

TEMPREG: overall number of regenerator used by BI RMSA algorithm

The BI RMSA pseudocode is described in Algorithm 5. It is also important to recall that

a conflict exist between two requests if their slots usage overlap on at least one link. As

mentioned earlier, it consists of two main phases namely: the optimization and feasibility

phases. We shall discuss each phase in the following subsections.

Algorithm 5 BI RMSA
1: Input: initial solution, G, M , KD, KG, S and nREGEN

2: Output: RMSA provisioning and its throughput
3: TEMPREG← nREGEN+INFREG

4: RMSA solBEST
FINAL ← 0

5: while nREGEN ≤ TEMPREG do
6: Call TABU SEARCH RMSA procedure
7: Call FEASIBILITY procedure
8: if RMSA solBEST

FINAL < RMSA solBEST then
9: RMSA solBEST

FINAL ← RMSA solBEST;
10: end if
11: Update TEMPREG

12: end while

5.1.1 Optimization Phase

The basic idea in the optimization phase is that, for each request that has not been

granted, we try to find its best insertion into the grid. The variation of the throughput is
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then estimated. The variation of the throughput could either increase or decrease. We

keep track of the best increase in throughput. In the case where there is no increase, we

select the position that leads to the least decrease in throughput. Even if there is no in-

crease in throughput, the denied request is still inserted into grid. One of the reasons that

it helps in exiting a local optimum region of the solution space with a goal that at a later

stage, the throughput could be increased by adding one or more requests into the grid.

The TABU SEARCH RMSA procedure actually exchanges the order in which requests are

granted. It allows the solution to enter the infeasible space by increasing the maximum

number of regenerators that are allowed to be used in the network. The pseudocode of

TABU SEARCH RMSA is shown in Algorithm 6.

Algorithm 6 TABU SEARCH RSA Procedure
1: Input: initial solution, G, M , KD, KG, S and TEMPREG.
2: Output: RMSA solBEST

3: ITER← 0 ;
4: RMSA sol← initial solution
5: REG← Number of regenerators used by the initial solution.
6: while ITER≤ ITERmax & KD 6= ∅ & REG≤TEMPREG do
7: for all k ∈ KD \KTABU do
8: Assume k is a request from vs to vd
9: for all p ∈ P sd do

10: Assuming k is routed on p, find best modulation and slot assignment to
grant k, i.e., the one that gives the best value for RMSA sol(p)

11: end for
12: p? ← argmin

p∈P sd

RMSA sol(p)

13: Route k on p?

14: Compute the new current solution: RMSA sol
15: Update KD and KG

16: Update REG with the number of regenerators used by k;
17: end for
18: ITER← ITER + 1
19: if If RMSA sol ≥ RMSA solBEST then
20: Update RMSA solBEST with RMSA sol
21: ITER ← 0
22: end if
23: end while
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5.1.2 Feasibility Phase

As mentioned earlier, the optimization phase is not always feasible as it allows the

maximum number of regenerators that can be used in the network to exceed; the feasibility

phase consists of getting back to the feasible solution space. It does that by removing

some regenerators based on a given choice(s). The feasibility procedure iteratively removes

a regenerator associated with a request that uses the minimum number of slots and that

uses at least one regenerator. If after removing a regenerator, there is enough space in the

grid to grant the request, insert into the grid. If on the other hand there is a conflict with

another request that uses the minimum number of slices and at least one regenerator, then

the request that reduces the less throughput is removed from the granted list. The process

is repeated until the solution gets back to the feasible space. For each switch between the

feasible and infeasible search spaces, the incumbent solution is updated using the current

solution if and only if the current solution is feasible.
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Algorithm 7 FEASIBILITY Procedure
1: Input: RMSA solBEST, G, M , KD, KG, S and TEMPREG

2: Output: RMSA solBEST.
3: Let count be a parameter that keeps track of the number of regenerators removed
4: count← 0
5: while (TEMPREG − count) ≥ nREGEN do
6: Select k ∈ KG such that k uses the minimum number of slots and k uses at least

one regenerator
7: Let REGk be the number of regenerator(s) used by k
8: while REGk > 0 do
9: REGk ← REGk − 1

10: Readjust the number of slots used by k accordingly;
11: if k conflict with any other request k′ ∈ KG then
12: Let rk and rk′ be the traffic demand of requests k and k′ respectively
13: if rk < rk′ then
14: KG ← KG \ {k}
15: RMSA solBEST ← RMSA solBEST − rk
16: count← count+ REGk + 1;
17: REGk ← 0;
18: else
19: KG ← KG \ {k′}
20: RMSA solBEST ← RMSA solBEST − rk′
21: Update count with the number of regenerators used by k′
22: end if
23: else
24: count← count+ 1;
25: end if
26: end while
27: end while
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Chapter 6

Numerical Results

6.1 Data Sets Characteristics

The experiments were run on different networks, namely: Spain [11], USA [3], Coronet75

[2], Coronet100 [2], Euro28 [8], and Germany50 [8]. The topologies of these networks are

displayed in Figures 6.1 to 6.5. For all traffic instances, the number of available slots were

set to 400 as in [25]. Requests with data rates of 100Gbps, 200Gbps, and 400Gbps were

considered with different proportions. Modulation formats QPSK, 8QAM and 16QAM

were also taken into account. A summary of each data rate, corresponding modulation,

slots and reach is shown in Table 6.1.

Our experiments were done only with static traffic; that is, all the traffic demands are known

in advance. The offered load was uniformly distributed among node pairs, except for a case

on the USA network (see Table 6.2 non uniform node pairs), where the offered load is dis-

tributed following a traffic model [24]. In other words, the node pair selections, for the

offered load distribution were based on population of each node (city). A summary of the

data sets we used as well as their characteristics is reported in Table 6.2.

The w−shortest paths between source-destination pair nodes were generated using a

library [34] that implements an extension of Yen’s algorithm [32]. In our experiments, the
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Figure 6.1: Spain Network

Data Modulation # Slots Reach
rates (12.5 GHz) (Km)

100Gbps QPSK 4 4000
QPSK 6 2500

200Gbps 8QAM 4 1200
16QAM 3 600

400Gbps 16QAM 6 300

Table 6.1: Data rate, Modulation and Reach Relationship [23]

value of w depends on the traffic demand. For a given (vs, vd), wsd ← Dsd/ρ, where ρ is a

constant. The value of ρ was chosen to be 0.5, as proposed in [26]. In the case where we

have one hop request, only one possible path exist.
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Figure 6.2: USA Network

data sets Ref. # # node pairs Requests Granularity (%) Offered Load
nodes links distribution 100Gbps 200Gbps 400 Gbps (Gbps)

Spain 1 Uniform 70 20 10
Spain 2 [11] 19 32 Uniform 60 25 15 280000
Spain 3 Uniform 50 30 20
USA 1 Uniform 70 20 10
USA 2 Uniform 60 25 15 215000
USA 3 Uniform 50 30 20
USA 4 [3] 24 43 Non Uniform 70 20 10
USA 5 Non Uniform 60 25 15 215000
USA 6 Non Uniform 50 30 20

Euro28 1 Uniform 70 20 10
Euro28 2 [8] 28 41 Uniform 60 25 15 215000
Euro28 3 Uniform 50 30 20

Germany50 1 Uniform 70 20 10
Germany50 2 [8] 50 88 Uniform 60 25 15 220000
Germany50 3 Uniform 50 30 20
Coronet75 1 Uniform 70 20 10
Coronet75 2 [2] 75 99 Uniform 60 25 15 100000

Coronet75 3 3 Uniform 50 30 20
Coronet100 1 Uniform 70 20 10
Coronet100 2 [2] 100 136 Uniform 60 25 15 100000

Coronet100 3 3 Uniform 50 30 20

Table 6.2: Characteristics of the Data Instances
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Figure 6.3: Euro28 Network

6.2 Optimization Parameters

In this subsection, we report the optimization parameters that were selected for our

tabu search algorithms. The optimization parameters that we selected are: tabu list size and

number of iterations. The values that were tested and those that were selected are shown in

Table 6.3. The values that were selected are the values from which we could find the best

trade off between the throughput and the performance for our algorithms.
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Parameter Values analyzed Value Selected
Tabu list size 10,25,50,75,100 75

Iterations 30,50,70,100 30

Table 6.3: Optimization Parameter

6.3 Performance Analysis Comparisons

In this section, the performance of the algorithms developed are analyzed. It is impor-

tant to mention that GC (Graph Coloring) and BI (Best Insertion) are shorter version name

of TS GGC RMSA and BI RMSA respectively. The performance metrics we used are:

• Throughput: total traffic that is granted from the offered load.

• CPU time: computational time (in seconds) used to solve the RMSA problem.

All the algorithms are analyzed in terms of throughput. Furthermore, the GC and the BI

algorithms are also analyzed in terms of computational time (CPU time). The summary of

the results in terms of throughput and CPU time of all the algorithms we proposed can be

seen in Table 6.4.

In terms of throughput, it can be seen that the GC algorithm outperforms the greedy algo-

rithm by about 8% on average on networks having less than 30 nodes and by about 16%

on average on networks with larger nodes. We can also see that the BI algorithm out-

performs the GC algorithms in terms of throughput by about 3% on average. This is due

to the fact that BI algorithm uses a better strategy to exit local optimum than the GC. BI

has two strategies to exit local optimum, firstly exchanging requests in the optimization

phase. Secondly by alternating between feasible and infeasible solution spaces. On the

other hand, GC only goes from the infeasible search space (requests with conflicts) to the

feasible search space (after requests with conflicts have been removed). The strategy used

by the BI therefore explore a wider solution space than GC. That could be the reason why

it has a better throughput than the GC algorithm. In terms of computational time, the GC
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algorithm requires more computational time than BI algorithm to solve the RMSA prob-

lem. The GC algorithm takes approximately 1.12 more CPU time than the BI algorithm to

solve the RMSA problem.This may due to the fact that, even though GC uses algorithm 3

procedure only in one pass, the procedure itself is quite expensive as it explore all possible

nodes from the conflict graph. That affect the overall computational times of the GC algo-

rithm.

It is also important to mention that the effect of the population on the traffic distribution

has an impact on the throughput. The instances (USA 1 to USA 3) with uniform traffic

distributions have a better throughput than instances (USA 4 to USA 6) with non uniform

traffic distributions with requests that have the same data rate proportions. There are about

10%, 7% and 5% increases in throughput in the greedy, GC and BI algorithms respectively

from non uniform to uniform instances with data rates of the same proportions. That could

be explained by the fact nodes that have a significant population will likely have outgoing

links that will be highly loaded; therefore, more requests going through those links will be

denied, resulting lower throughput than the with instances that use uniform distributions

with the same data rate proportions.
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Figure 6.4: Germany Network
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Figure 6.5: Coronet75 Network
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6.4 Slots Usage

In this section, we present slots usage for some network instances. The slots usage

of Euro28 1 and Germany50 1 are displayed in Figure 6.6 and Figure 6.7 respectively.

The network details of those instances are shown in Appendix A. From Figure 6.6 and

Figure 6.7, it can be seen that the spectrum usage on links of Euro28 1 fluctuates less than

the spectrum usage on links of Germany50 1. This can be explained by the topology of

Euro28 and Germany50 networks. The Euro28 network topology has a much more regular

topology than the Germany50 network topology. This may means that almost all links

participate with the same proportion in the computation of k-shortest paths and hence in

the provisioning of requests. That is, there are less links that are bottlenecks or that are

highly loaded on the Euro28 1 network than on the Germany50 1.

Figure 6.6: Slice Usage Euro28 1
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6.5 Throughput versus Number of Regenerators

This section presents an evolution of the throughput with the number of regenerators for

two network instances namely USA and Coronet100 and their traffic distributions. It can be

seen that the throughput steadily increases with an increased in the number of regenerators,

until about 80% and 85% of the total number of regenerators allowed have been reached for

USA and Coronet100 respectively. We then observe that there is a sudden sharp increase

in throughput. That is in fact the gain made by allowing the BI algorithm to enter in

a infeasible search space to diversify the search space. It is important to mention that

the states that are presented in the graphs plotted in Figure 6.8 and Figure 6.9 are the

final states. That is the values of throughput are the last one for the given number of

regenerators. A more detail view of the behavior of the BI algorithm with respect to the

iterations, throughput and number of regenerators is displayed in Figure 6.10. It shows the

repetitive switch from the feasible to infeasible states and vice versa. The initial feasible

phase is the optimization phase with the maximum allowed regenerators. From Figure 6.10,

it can be observed that alternating between the optimization phase and feasibility phase

improves the throughput of the initial optimization phase by about 4%. The feasibility

phase helps in fact to diversify the search space. The behavior of the BI algorithm with all

its phases is illustrated in Figure 6.10
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Figure 6.8: Regenerators vs Throughput Coronet100

Figure 6.9: Regenerators vs Throughput USA
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Figure 6.10: BI Behavior
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

In this thesis, we proposed two tabu search meta-heuristic algorithms for solving the

RMSA problem in EONs. Our algorithms in addition simultaneously take into account the

number of regenerators. Unlike previous works from which algorithms proposed solved the

RSA or RMSA problem for small instances (maximum of 28 nodes), our algorithms solved

the RMSA under realistic scenarios (heavy load) and on large networks. Even though each

of our algorithms use a strategy fundamentally different, they lead to almost similar results

in terms of throughput; with BI algorithm slightly outperforming GC algorithm (about 3%).

7.2 Future Work

As a future work, we plan to extent our algorithms from uni-objective to multi-objectives.

In other words, we plan to do a joint optimization of both throughput and regenerator place-

ments. We need to find the Pareto front to be able to get the best compromise between the

use of RGs and the increased throughput when using different modulations.
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Appendix A

Network Details

In this appendix, node and link details for two network instances namely germany50

and Euro28 are presented. It is important to note that the link distance between two nodes

are computed using haversine formula as described in [7].
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Node Id Node Name Node Id Node Name
0 Aachen 26 Kassel
2 Augsburg 27 Kempten
3 Bayreuth 28 Kiel
4 Berlin 29 Koblenz
5 Bielefeld 30 Koeln
6 Braunschweig 31 Konstanz
7 Bremen 32 Leipzig
8 Bremerhaven 33 Magdeburg
9 Chemnitz 34 Mannheim

10 Darmstadt 35 Muenchen
11 Dortmund 36 Muenster
12 Dresden 37 Norden
13 Duesseldorf 38 Nuernberg
14 Erfurt 39 Oldenburg
15 Essen 40 Osnabrueck
16 Flensburg 41 Passau
17 Frankfurt 42 Regensburg
18 Freiburg 43 Saarbruecken
19 Fulda 44 Schwerin
20 Giessen 45 Siegen
21 Greifswald 46 Stuttgart
22 Hamburg 47 Trier
23 Hannover 48 Ulm
24 Kaiserslautern 49 Wesel
25 Karlsruhe 50 Wuerzburg

Table A.1: Germany50 Node Details
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Node id Node Name Node id Node Name
0 Amsterdam 14 Lyon
1 Athens 15 Madrid
2 Barcelona 16 Milan
3 Belgrade 17 Munich
4 Berlin 18 Oslo
5 Bordeaux 19 Paris
6 Brussels 20 Prague
7 Budapest 21 Rome
8 Copenhagen 22 Stockholm
9 Dublin 23 Strasbourg

10 Frankfurt 24 Vienna
11 Glasgow 25 Warsaw
12 Hamburg 26 Zagreb
13 London 27 Zurich

Table A.4: Euro28 Node Details

L1 ( Amsterdam Brussels ) L22 ( Copenhagen Oslo )
L2 ( Amsterdam Glasgow ) L23 ( Dublin Glasgow )
L3 ( Amsterdam Hamburg ) L24 ( Dublin London )
L4 ( Amsterdam London ) L25 ( Frankfurt Hamburg )
L5 ( Athens Belgrade ) L26 ( Frankfurt Munich )
L6 ( Athens Rome ) L27 ( Frankfurt Strasbourg )
L7 ( Barcelona Lyon ) L28 ( London Paris )
L8 ( Barcelona Madrid ) L29 ( Lyon Paris )
L9 ( Belgrade Budapest ) L30 ( Milan Munich )

Links L10 ( Belgrade Zagreb ) L31 ( Milan Rome )
L11 ( Berlin Copenhagen ) L32 ( Milan Zurich )
L12 ( Berlin Hamburg ) L33 ( Munich Vienna )
L13 ( Berlin Munich ) L34 ( Oslo Stockholm )
L14 ( Berlin Prague ) L35 ( Paris Strasbourg )
L15 ( Berlin Warsaw ) L36 ( Prague Vienna )
L16 ( Bordeaux Madrid ) L37 ( Rome Zagreb )
L17 ( Bordeaux Paris ) L38 ( Stockholm Warsaw )
L18 ( Brussels Frankfurt ) L39 ( Zurich Lyon )
L19 ( Brussels Paris ) L40 ( Strasbourg Zurich )
L20 ( Budapest Prague ) L41 ( Vienna Zagreb )
L21 ( Budapest Warsaw )

Table A.5: Euro28 Link Details
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Links Distances(Km) Links Distances(Km)
L1 116 L22 260
L2 225 L23 153
L3 77 L24 127
L4 61 L25 232
L5 607 L26 142
L6 348 L27 122
L7 352 L28 193
L8 81 L29 240
L9 223 L30 218

L10 80 L31 293
L11 210 L32 151
L12 69 L33 146
L13 288 L34 266
L14 154 L35 203
L15 273 L36 137
L16 337 L37 328
L17 317 L38 401
L18 110 L39 135
L19 140 L40 83
L20 207 L41 195
L21 365

Table A.6: Euro28 Distances
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