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Abstract  

Forecasting the Impact of Product-Harm Events on Firm Value by Leveraging 

Negative Word of Mouth 

 

Bolin Li 

 

Product-harm events are always a nightmare for all stakeholders. Analysts believe 

that defective items may not only provide risks to the general population, but can 

likewise cause critical monetary and reputational harm to the firms. Since ignoring a 

problem does not lead to having it go away, more research is needed to shed new light 

on the way crisis and risk communication should take place once necessary. Prior 

study has suggested the complexities of consumer word of mouth effects and how to 

accurately forecast the impacts of product-harm events on firm value as important 

subjects. This study extracts the sentiments of consumer complaints in the context of 

product defects and examines if including consumer sentiment in time series models 

can improve forecasting performance. Authors make an empirical comparison 

between two multivariate time series forecasting methods: VAR (vector 

autoregressive model), and deep learning LSTM (long short-term memory model). 

Unique datasets, containing five-year data of all automobile nameplates for three 

major manufacturers in the U.S. are analyzed. The one-step rolling forecast approach 

is applied to validate time series forecasting values. The results of mean RMSE 

suggest that LSTM outperforms VAR predictive ability of firm value, and on average 

obtains 59.02% reduction in error rates when compared with error rates of VAR. It is 

also noticed that adding consumer sentiment in modeling can improve the predictive 

performance of both LSTM and VAR models; however, VAR-based models make 

greater progress in predictive error reduction with consumer sentiment. Implications 

for marketing research and managerial contributions are discussed.  

  

Keywords: Product Harm; Firm Value, Long Short-Term Memory (LSTM); Vector 

Autoregressive Model (VAR); Text Mining; Consumer Complaints; Communication 

theory; Word of Mouth.  
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1. Introduction 

 

In the digital era, the growth of internet-based platforms and channels boosts the 

number of text data available to researchers. Instead of facing hundreds of thousands 

of observations, current marketers are more likely to analyze millions of online 

comments and reviews. Consumer word of mouth is more accessible for companies 

to measure and monitor than traditional word of mouth because it has become widely 

available and spontaneous. Online word of mouth is gradually becoming an important 

strategic issue for marketers, and managers are challenged to understand its influence 

on many key indicators (Kumar et al. 2016).  In one report from Mintel (2015), around 

70% of consumers in the U.S. search for online reviews or feedback from others 

before purchasing. More importantly, managers are cautious about online consumer 

complaints or negative word of mouth since the high visibility and transparency of 

negative online chatter can be devastating for companies’ future performance such as 

sales, stock prices, and market share.  

 

Prior research also has shown that negative word of mouth deserves more attention 

due to its heavy influence on consumer judgments (Herr et al. 1991). One reason is 

that negative comments and reviews are more informative about company 

performance and spread fast in social media compared with positive news (Chevalier 

& Mayzlin 2006; Kwak et al. 2010; Tirunillai & Tellis 2012). Tirunillai and Tellis 

(2012) also suggest that online word of mouth plays a key role in measuring firm 

performance, and becomes a leading indicator of stock market value.  

 

One of the negative events that firms are frequently facing is product-harm events. In 

these events, defective products usually give rise to consumers’ complaining that will 

further affects the reputation of companies. Normally, when one product is suspected 

of defects, a third-party governmental agency will investigate the event. Even though 

many investigations end with the product being cleared of suspected defects, there is 

an increasing number of investigations that lead to product recalls. (Eilert et al. 2017). 

Managers from various industries such as pharmaceuticals, foods, toys, and 

automobiles frequently face a large amount of product recalls. According to reports 

from the National Highway Traffic Safety Administration (NHTSA), around 20 
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million vehicles were recalled in 2010, but more than 53.2 million passenger vehicles 

were recalled in 2016 compared to 51.1 million in 2015. The year 2014, 2015 and 

2016 are three straight years of record-setting automotive safety recalls of more than 

50 million individual vehicles. The volume of one product recall could affect brand 

equity, spoil consumers’ quality perceptions, damage the company’s reputation, and 

lead to the losses of revenues and market share. (Laufer & Coombs 2006; Rhee & 

Haunschild 2006; Sullivan 1990; Van Heerde, Helsen, & Dekimpe 2007). Moreover, 

the volume of recalled products could affect investor’s confidence in the company, 

which in turn leads to damaging financial value of companies (Chen, Ganesan, & Liu 

2009).  

 

Prior research on product recalls related variables mostly focus on studying the effects 

of product recall strategy, recall volume, or recall time on firm’s performance such 

as sales and market share. Traditional time series statistical modeling methods are 

frequently applied to measure and understand the relationships. Tirunillai and Tellis 

(2012) investigated the relationships between user-generated content in product recall 

events and stock market performance, but the potential influences from product recall 

related variables were not considered. Specifically, a close study on forecasting the 

effect of complaints about defective products in product-harm events is very scarce.  

 

This study differs from prior studies in three ways. First, we focus on both sentiments 

in consumer complaints and product recall volume at the same time. Sentiments in 

online consumer complaints about product-harm events, one form of user-generated 

content, is worth studying since it has a close relationship with involved company’s 

stock market performance (Tirunillai & Tellis 2012). On the other hand, many 

researchers utilize product recall volume to evaluate the magnitude and the severity 

of product harm events are (Liu, Shankar, & Yun 2017; Liu & Shankar 2015; Borah 

& Tellis 2016; Eilert, Jayachandran, Kalaignanam, & Swartz 2017; Kalaignanam, 

Kushwaha, & Eilert 2013). In this study, we leverage both recall volume and 

sentiments in consumer complaints to forecast the impact on stock market 

performance. Second, we emphasize the forecasting performances of the Vector 

Autoregressive (VAR) model and the Long Short-term Memory (LSTM) model and 

aim to forecast the change of firm’s stock market value. Accurate prediction 
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eventually will help managers make marketing strategies and manage customer 

relationships. This research also compares these two types of multiple time series 

forecasting methods from the statistical modeling domain and the machine learning 

domain, investigating which method has a better predictive performance in the 

context of product-harm events. Lastly, prior studies suggest that the level of 

consumer complaint influences the company market value in a direct linear way (Luo, 

2007; Luo 2009) or a non-linear way (Claro et al. 2014). Complex hidden 

relationships may exist between consumer complaints, product recall, and stock 

market performance. We are curious about the change of forecasting values with and 

without consumer sentiment in predictive models. By applying lexicon and rule-based 

sentiment analysis tools, we extract sentiment scores from consumer complaints and 

investigate if VAR-based models and LSTM-based models will improve the 

predictive performance by adding sentiment data. 

 

In this research, we seek to answer the following three questions: 

• Given the complexities in the effect of consumers complaints in product-harm 

events, how to accurately forecast a firm’s stock market performance with 

VAR and LSTM by leveraging sentiment measures?   

• When it comes to multiple time series modeling and forecasting, what are the 

major differences between a traditional statistical modeling method (VAR) 

and a machine learning technique (LSTM)? 

• Compared with VAR, does LSTM have a better forecasting performance in 

the context of product-harm events? Which one makes more progress in 

predictive error reduction by including consumer sentiment in predictive 

modeling? 
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2. Literature Review 

 

 

Figure 2.1 Overview of the Literature 

In this section, we introduce literature related to three main subjects: word of mouth, 

product-harm crisis and forecasting methodology. Impacts of focal variables and 

important time series forecasting methods are also discussed. 

 

2.1 Word of Mouth 

 

2.1.1 Word of Mouth and eWOM 

Word of mouth (WOM) was defined by Arndt in 1967 as “face-to-face 

communication about a brand, product or service between people who are perceived 

as not having connections to a commercial entity”. Word of mouth in marketing is 

also seen as an unpaid form of promotion in oral or written form. Satisfied or 

dissatisfied consumers tell others how they like or dislike a business, product, service 

or event (Naylor 2016). Nowadays, WOM has been increasing in both importance 

and complexity because many internet-based platforms or channels have been 

established, and communication has expanded beyond interpersonal channels to the 

electronic word of mouth (eWOM). One early definition of eWOM is a positive or 

negative statement made by potential, actual, or former consumers about one product 

or company, and the statement is available to other people and institutions via the 
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internet (Hennig-Thurau et al. 2004). More and more consumers review a product or 

a service that they have experienced online, forming a great number of eWOM.  

Electronic word of mouth (eWOM) contains a significant number of online 

complaints and compliments about the product or service because of the rapid growth 

of the internet and e-commerce.  

 

2.1.2 Complex Effect of Negative WOM  

Many traditional WOM articles (Brown et al. 2005; De Matos & Rossi 2008; Duhan 

et al. 1997; Singh 1990) suggest that negative WOM deserves particular attention 

because of its massive influence on consumer decision making (Herr et al. 1991). 

Some researchers have demonstrated the negative impact of negative WOM on firm’s 

performance in online environments (Verhagen et al. 2013). However, some 

researchers question the prevalence of the negativity effect, noting that potential 

consumers evaluate such negative information through the perspectives of their 

existing attitudes. Studies suggest that positive attitudes toward brands of products 

tend to reduce the negativity effect (Ahluwalia 2000, 2002; Kirmani et al. 1999; 

Roehm and Brady 2007). Wilson et al. (2017) state that a consumer’s connection with 

a brand may go beyond merely reducing the negative effect of eWOM and instead 

lead to a counterintuitive effect. The results of their studies support the positive effects 

of negative eWOM for consumers who have a high self-brand connection.  

 

2.1.3 Complex Effect of Online Complaint 

One of the typical negative eWOM examples is the online consumer complaint. In 

some industries such as telecommunication, automobiles, and pharmacy, relevant 

regulatory agencies public provide online records of consumer complaints and assess 

companies’ performances. Due to defective products or product accidents, product-

harm events frequently cause consumer complaints and lead to a product recall. Prior 

studies found that product recalls also damage companies’ reputation in consumers’ 

mind (Dawar & Pillutla 2000). Such damage may lead to consumers complaining 

online because consumer use of online platforms is mobile and pervasive (Borah & 

Tellis 2016). There is a growing consensus that that public complaints influence 

consumers' perceptions about a company and help spread the failure of products and 

services by describing stories of negative experiences (Luo, 2009; Winchester, 
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Romaniuk, & Bogomolova, 2008). After receiving bad products or services, 

consumers could easily post negative complaints through online platforms and are 

more likely to include the details of problems or defects (Bentivegna, 2002; Santos 

& Fernandes, 2011). Brown and Reingen (1987) mention that a third-party agency’s 

credentials may further intensify the impact of complaints. In this study we look into 

one typical example of third-party agency in the automobile industry, the National 

Highway Traffic Safety Administration (NHTSA). As an organization of the 

Executive Branch of the U.S. government, NHTSA posts product-harm records, 

consumer complaints and recall information online. Figure 2.1 is a screenshot of one 

complaint about Toyota Prius 2011 posted on the website of NHTSA. 

Figure 2.2 Complaint about Toyota Prius 2011 

In product-harm events, the emotions in consumer complaints are evident, and the 

stories from consumers could profoundly influence other consumers in a way that 

evoke good and evil battle or in the perception of harmed victims (Richins 1983; Laer 

& Ruyter 2012). Previous evidence suggests that the market value of company 

performance has a direct linear relationship with the severity of the complaint (Luo 

2007; Luo 2009). However, Claro et al. (2014) manifest a nonlinear relationship 

between consumer complaint level and the company market value because of a 

tradeoff rationale in the impact of the severity of the complaint. High levels of 
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complaints negatively influence company market value while low levels of 

complaints positively impact company market value (Claro et al. 2014). 

 

2.2 Product-harm Crises 

Companies, especially from telecommunication, automobile, and pharmaceutical 

industries, often face product-harm crises that may lead to a product recall. The 

involved companies need to retrieve recalled products from all channels and end 

consumers. Nowadays, products are becoming more complicated, consumers are 

more focused on quality and safety, and companies and government agencies have 

been closely monitoring the products, so that a product recall is more likely to occur 

(Berman 1999). Many researchers suggest that product recalls have the potential to 

influence the quality and safety perceptions of products, damage carefully developed 

brand images, tarnish companies' reputation, and lead to market share or sale losses 

(Laufer & Coombs 2006; Rhee & Haunschild 2006). Moreover, a product recall could 

also hurt investors’ confidence, which could lead to a further decline in the financial 

value of a company (Chen, Ganesan, & Liu 2009).  

 

2.2.1 Impact of Product Recall Volume  

Product recall volume is one of the most important key indicators to evaluate the 

magnitude of recall events and could be used to predict the firm value. Prior research 

has shown that recall volume affects various firm’s important factors in both the 

short-term and the long-term (Liu, Shankar, & Yun 2017). In the short run, the effects 

are reflected in short-term revenues and costs. The sales revenues of the implicated 

product decline since recall volume negatively affects consumer preferences for the 

brand (Liu & Shanker 2015).  Consumers are more likely to generate negative online 

complaints, which can affect others’ decision making and product sales of involved 

companies. The short-term costs are from the product-harm related investigation, 

notification, repairs, and replacement of defective products (Bromiley & Mareus 

1989). Besides, recall volume also affects potential long-term revenues through 

damage to intangible assets, for example, firm reputation, brand equity, and customer 

equity (Rhee & Haunschild 2006). Handling large units of defective products means 

taking a long time to fix the issues and undertaking unexpected costs, such as 
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increased lawsuits and regulatory fines. (Govindaraj, Jaggi, & Lin 2004). Borah and 

Tellis (2016) state that the larger the recall volume is, the more affected owners may 

spread negative word of mouth both online and offline, resulting in a further loss in 

sales.  

 

In product-harm events, we find that investors receive bad news from two typical 

channels: the first channel is word of mouth from other consumers, and the second 

one is the recall announcement from the implicated company or the third-party agency. 

Solely considering product recall volume doesn’t fully indicate how severe product-

harm events are since sometimes a large volume of units are recalled only for updating 

the manual of automobiles. Including consumer sentiment of complaints about 

product-harm events may provide more information related to the impacts of product-

harm crisis. We thus study both product recall volume and consumer sentiment in this 

study and aim to examine if include consumer sentiment will improve the forecasting. 

Research in finance suggests that bad news may have an impact on investors’ trading 

behavior, and thus the stock market may display a negative drift in the long term 

(Barberis, Schliefer, & Vishny 1998; Chan 2003). A large recall volume sends a 

negative signal to investors, giving rise to pessimistic outlooks of one firm’s 

potentiality or development. This negative reaction could further damage the 

company’s market value and prospects. Because of the growing amount of product-

harm records and recall volume, it is important for researchers and managers to 

foresee the impacts of recall volume and understand how it will influence firm’s 

market performance, which will help formulate future strategies and implement 

remedial actions.  

 

2.3 Marketing Research in the Big Data Era 

In the last decade, the growth of internet-based platforms or channels boosts the 

number of data available to researchers. Instead of facing hundreds of thousands of 

actual observations, current marketers have the opportunity to analyze millions of 

online followers, consumer reviews, or complaints. Harnessing big data with 

appropriate methods in marketing research helps gain precious insights and thus 

create more value for consumers and companies. Traditionally, marketing researchers 

apply statistical modeling to predict the value of the target variable. As the amount of 
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data grows further, an increasing number of researchers start to train models with 

machine learning algorithms. In the business context, firms also start to extract 

insights with an immense amount of consumer data by applying statistical modeling 

or machine learning algorithms.  

 

However, big data also brings some challenges to marketing researchers. Larger data 

analysis needs correspondent and updated technologies for data collection and data 

storage. Besides, processing large data sets occupies a huge amount of computational 

power, and thus may take a longer time to estimate sophisticated models or predict 

target variables. Marketers have been using statistical modeling for a long time, but 

statistical models are not specifically designed for utilizing a huge amount of data. 

Since computer scientists have a long history dealing with estimation techniques and 

modeling approaches in the data-rich environment, marketing researchers are starting 

to apply machine algorithms from computer science to consumer research (Guttag 

2013).  

 

2.3.1 Origin and Definition of Machine Learning  

In the mid-1980s, two new algorithms for fitting data became available: neural 

networks and decision trees. After that, the machine learning community has sprung 

up. This community consisted of computer scientists, physicists, engineers, and 

statisticians, and they began to work on complex prediction problems: speech 

recognition, image recognition, nonlinear time series prediction, handwriting 

recognition, and prediction in financial markets (Breiman 2001).  As a researcher in 

machine learning, statistics, and artificial intelligence areas, Michael I. Jordan state 

that numerous ideas in the machine learning community had prehistory in the 

statistics community such as logistic regression, PCA, canonical correlation, 

graphical models, K-means, etc. Different from statistical researchers, machine 

learning practitioners are exceedingly creative at making use of advanced computing 

architectures, taking ideas across fields, and mixing them to solve challenging 

problems (Jordan 2014).  

 

Machine learning is a broad subject, and defining it is relatively hard. One broader 

definition of machine learning was proposed by electrical engineer and computer 
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scientist Arthur Samuel, which is “one field of study that gives computers the ability 

to learn without being explicitly programmed.” Tom Mitchell (1997) also provides a 

more engineering-oriented definition: “A computer program is said to learn from 

experience E with respect to some task T and some performance measure P, if its 

performance on T, as measured by P, improves with experience E.” Researchers also 

view machine learning as a field of pattern recognition, prediction algorithms and 

computational learning theory in artificial intelligence (Choudhury, Kumar, & Nigam 

2015). In general, machine learning involves observing a set of examples that 

represent incomplete information about some statistical phenomenon and then 

attempting to infer something about the process that generated those examples 

(Guttag 2013). Machine learning can also be viewed as the science of getting 

computers to learn from data without explicitly assuming a stochastic data model, and 

to find a learning algorithm that operates on input variables to predict the response 

variables based on the predictive accuracy.  

 

2.3.2 Machine Learning and Statistical Modeling 

Machine learning and statistical modeling are closely related subjects. They both aim 

to reach conclusions from analyzing data. Two main objectives in analyzing the data 

are: predicting what the responses are going to be based on future input and extracting 

information about the association between response variables and input variables. 

Kübler et al. (2017) propose that “statistics and machine learning have very much in 

common and have similar DNA.” Shared common methodologies in machine 

learning and statistical modeling are regression, resampling, classification, and non-

linear methods. Logistic regression is one of the most popular modeling methods 

that’s widely applied in both machine learning and statistical modeling (Kübler et al. 

2017). However, as the historical backgrounds of Machine Learning and statistics are 

very different, two fields gradually developed and formed different philosophies. 

Machine Learning is more result-oriented and emphasizes more prediction accuracy, 

while statistics modeling is more restrictive and emphasizes more interpretability. 

Machine learning practitioners frequently face high-dimensional problems and deal 

with an indefinite number of variables in large data sets. However, statisticians 

generally study low-dimensional issues and pay more attention to formal statistical 
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inference such as optimal estimators, confidence intervals, and hypothesis testing 

(Wasserman 2012). 

 

In Leo Breiman's research "Statistical Modeling: The Two Cultures" (2001), he 

illustrates that both statisticians and machine learning practitioners use modeling, but 

there are two cultures in applying modeling.  He explains that "One culture assumes 

that the data are generated by a given stochastic data model. The other uses 

algorithmic models and treats the data mechanism as unknown." As the figure 2.1 

shown, Breiman names the two cultures as data modeling and algorithmic modeling, 

and consider the real relationship between predictive variables (X) and target 

variables (Y) is in one black box since no one can truly know and see the exact 

relationship between X and Y. In data modeling culture, researchers first tend to 

propose one data model, then make assumption for the inside of the black box, and 

use goodness of fit tests to evaluate how well the data on hand fit with proposed data 

model. Typical examples are linear regression and logistic regression models. 

However, in the algorithmic modeling culture, the inside of the black box is 

considered as unknown, researchers are more interested in applying different machine 

learning algorithms and finding the better algorithm that can provide great forecasting 

performance. The machine learning algorithms are designed to learn from data with 

certain optimization algorithms. A majority of statisticians has been committed to the 

use of data modeling, while the machine learning community has been developing 

algorithmic modeling. (Breiman 2001). 

 

Culture  Model Validation 

Data 

Modeling 

Assuming a stochastic data model for 

the inside of the black box. 

 

goodness-of-fit tests 

residual examination  
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Algorithmic 

Modeling 

Considers the inside of the box 

complex and unknown.  

 

Measured by 

predictive accuracy  

Figure 2.3 Two Cultures: Data Modeling and Algorithmic Modeling 

 

2.3.3 Time Series Forecasting in Statistics and Machine Learning  

Because of the complex effects of consumer complaint and the diversified impacts 

from product recall volume, accurately predicting the effects on firm value in the 

stock market become crucial for managers. Time series modeling and forecasting 

analysis approaches are widely used for solving this type of questions that could help 

make marketing strategies and ensure remediation and resolution for managers. The 

main objectives of time series forecasting are to analyze historical time series data of 

observations, build models to capture the structures of the data, and predict the future 

values of target variables. 

 

Traditional statistical time series approaches, ARIMA models, and Vector 

Autoregressive Models (VARs) are widely used in modeling financial and economic 

time series (Adebiyi et al. 2014; Alonso & Garcıa-Martos 2012; Banerjee 2005; 

Khashei & Bijari 2011). However, traditional statistical methods lack flexibility in 

changing model structure and tuning parameters, and some of the assumptions in 

statistical modeling are hard to meet. For example, one assumption, a constant 

standard deviation in errors ARIMA model, sometimes is hard to satisfy in practice. 

Deep learning neural networks don’t require any assumptions of input data and are 

capable of identifying complex structures by tuning parameters or changing number 
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of hidden layers. One typical technique in deep learning called LSTM has also been 

widely applied in time-series prediction (Brownlee 2016; Hochreiter & Schmidhuber 

1997; Gamboa 2017; Gers et al. 2000; Graves et al. 2009, 2013; Roondiwala 2017; 

Schmidhuber 2015; Yim 2002; Zhang & Qi 2005). Besides, LSTM-based models 

have been applied in economic and financial subjects such as predicting the volatility 

of the S&P 500 (Huck 2009; Kohzadi 1996; Xiong et al. 2015) and measuring the 

impact of incorporating news for selected companies (Ding et al. 2015; Joshi et al. 

2013). 

 

3. Empirical Context and Data 

Figure 3.1 The U.S. Leading Automobile Manufacturers Market Share in 2017 

We compare statistics, and machine learning forecasting approaches in product-harm 

events and specifically focus on the U.S. automobile industry. This critical industry has 

produced around $70 billion gross output in 2015 according to a report from Statista. 

Studying data from one specific industry could exclude the need for considering other 

cross-industry factors and improve internal validity. The data for our forecasting comes 

from two sources: NHTSA (National Highway Traffic Safety Administration) and the 

Federal Reserve Economic Data website. Specifically, we collect five-year consumer 

complaints text of defects and product recalls records with timestamps from NHTSA. 

Top 10 automobile manufacturers in the U.S. are listed in figure 3.1. All automobile 

nameplates of three selected leading automobile manufacturers (Ford Motor, Honda 
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Motor, and Toyota Motor) in the U.S. are considered, which account for 38% of the 

whole market share in 2017. We selected three major manufacturers for two reasons: 

first, they are multinational manufacturers from three different countries and produce 

multiple types of automobile products; second, they all went public in NASDAQ from 

2005 to 2010, therefore, we can collect public historical stock market data and other 

related economic data sets. We downloaded stock prices data of the three leading 

manufacturers and historical S&P index from Yahoo Finance website. Economics time 

series, inflation rate and treasury rate historical data are also collected from the Federal 

Reserve Economic Data website. Figure 3.2 shows the line charts of key data sets 

mentioned above. 

 

Figure 3.2 Line Charts of Key Data Sets 
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4. Variables and Measures in Forecasting 

  

This section mainly introduces the target variable and focal predictive variables and 

elaborates the measures of these variables in our multivariate time series forecasting.  

 

4.1 Target Variable 

The target variable in this study is the abnormal stock return of automobile companies 

from Jan-2005 to July-2010. Each stock price time series data has a set of variables: 

1 Open Price, 2 High Price, 3 Low Price, 4 Close Price, 5 Adjusted Close Price and 

6Volume. Since Adjusted Close or adjusted closing price takes corporate actions such 

as stock splits, dividends, and rights offerings into consideration, we use historical 

stock returns with adjusted closing prices. We calculated the Beta coefficient and the 

real risk-free rate with Treasury Constant Maturity Rate, inflation rate historical data, 

stock adjusted closing price and S&P index. The abnormal return, the difference 

between actual return and expect rerun. We use the capital asset pricing model 

(CAPM) to calculate expect return of one stock. The formula of CAPM is written as 

the following function:  

(4. 1)                                        𝐸𝑅𝑖 =  𝑅𝑓 + β𝑖 (𝐸𝑅𝑚 −  𝑅𝑓 )                                        

𝐸𝑅𝑖  is the expected return of the investment or the stock, 𝑅𝑓 is risk-free rate, βi = Beta 

of the investment, 𝐸𝑅𝑚 is the expected return of the stock market, and (𝐸𝑅𝑚 − 𝑅𝑓 ) 

is the stock market risk premium. 

  

4.2 Focal Predictive Variables 

In this study, we scrape product recall records and negative word of mouth or 

consumer complaint from the NHTSA from Jan-2005 to July-2010. We measure the 

product volume variable as one predictive variable by summing the monthly number 

of the recalled automobiles for all brands or nameplates in one manufacturer. When 

it comes to the sentiment measurements of complaints about one manufacturer, we 

                                                 
1 Open price is the price when a stock first trades upon the opening of a given period of time. 
2 High price is the highest price of a stock in a given period of time. 
3 Low price is the lowest price of a stock in a given period of time. 
4 Close price is the price when a stock last trades upon the closing of a given period of time. 
5 Adjusted closing price is a stock's closing price on any given day of trading that has been amended to include any 

distributions and corporate actions during a given period of time. 
6 Volume is the number of shares or contracts traded during a given period of time. 
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apply the lexicon and rule-based sentiment analysis tool named VADER (Valence 

Aware Dictionary and Sentiment Reasoner) to capture sentiments in consumer 

complaints. Two sentiment variables: negative consumer sentiment and compound 

consumer sentiment are used in our forecasting. Besides, we also take S&P index, 

treasury rate and inflation rates into consideration, because they contain the 

information of the market trends and fluctuations. 

 

The reason why we apply VADER is because it doesn’t require training data and has 

a generalizable, valence-based, human-curated gold standard sentiment lexicon 

(Hutto & Gilbert 2014). Researchers suggest that VADER is attuned explicitly to 

sentiments expressed in microblog-like contexts and outperforms individual human 

rater in terms of accessing emotions (Hutto & Gilbert 2014). In VADER, each of the 

words in the lexicon is rated with positive, natural, and negative scores. When 

analyzing with VADER, informal writing: multiple punctuation marks, acronyms, 

and an emoticon and other things such as word context, punctuation and so on are 

also considered. There are four sentiment metrics from word ratings in VADER: 

positive, neutral, and negative, and compound. Positive, neutral and negative scores 

represent the proportion of the text that falls into those categories. Negative score is 

calculated by only summing negative score within all complaints and then 

standardizing the sum of scores in each complaint. The compound score is computed 

by summing all three types of lexicon ratings: negative score, positive score and 

neutral score in each complaint, and then standardized the sum to a range. Negative 

score solely reflects the total negative sentiment without considering other sentiments, 

while the compound score represents the relative sentiment score by consider three 

sentiment scores together. In this study we use both the negative sentiment score and 

compound sentiment score as two predictive variables of consumer sentiments.   

 

5. Time-series Forecasting Methodology 

Forecasting can be simply defined as predicting the future values of the series by 

analyzing historical data sets. To compute the future forecasting values, historical 

records of the series of target variables and exogenous variables are fitted into 

different statistical models or machine learning algorithms. A statistical model or 

machine learning algorithm can be viewed as “a rule” to analyze the historical time 
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series. In time-series statistical models, the univariate time series model uses the past 

values in one series to predict the future values of the series. One popular time series 

statistical model is the autoregressive moving average model (ARMA) that can be 

written as the following functions: 

(5. 1)                 𝑦𝑡 =  𝑐 + ϕ1𝑦𝑡−1  +  ϕ2𝑦𝑡−2   … + ϕ𝑝𝑦𝑡−𝑝  + ε𝑡 +  

θ1 ε𝑡−1 + θ2 ε𝑡−2 . . . +  θ𝑞 ε𝑡−𝑞   

(5. 2)                   𝑦𝑡 =  𝑐 + ∑ ϕ𝑖𝑦𝑡−𝑖
𝑝
𝑖=1   +  ε𝑡  + ∑ θ𝑖 ε𝑡−𝑖 

𝑞
𝑖=0    

 

Where 𝜙𝑖 ≠ 0 , 𝜃𝑖 ≠ 0 and 𝜎2 > 0 . The parameter p and q are the orders of 

Autoregression (AR) and Moving Average respectively. ARMA captures the 

unidirectional relationship within the series itself.   

 

5.1 Vector Auto-Regressive Models (VAR) 

Compared with univariate time series models, multivariate time series models not 

only can model the dynamics of each series itself but also capture the interdependency 

among these series. Multivariate time series modeling is widely used in many real-

world domains such as weather forecasting, healthcare, and financial market 

prediction. Auto-Regressive Model (VAR) is one of the most prevalent models in 

analyzing the economic and financial time series (Melnyk et al. 2016; Taylor 2007). 

For example, researchers have applied VAR to estimate the relationships between 

negative online chatter in social media and companies’ sales (Borah & Tellis 2016), 

and to detect anomalies in aviation system (Melnyk et al. 2016). Del Negro and 

Schorfheide (2001) describe Vector Autoregressive Models (VARs) as “At first 

glance, VARs appear to be straightforward multivariate generalizations of univariate 

autoregressive models. At second sight, they turn out to be one of the key empirical 

tools in modern macroeconomics”. VAR is designed to capture the joint dynamics of 

multivariate linear time-series and mainly used for two purposes: prediction and 

structural analysis. We focus on predicting with the reduced form of VAR in this 

study. To illustrate VAR, let 𝑌𝑡 be a vector of n variables at time t: 

(5. 3)                                   𝑌𝑡   =  [  𝑌1,𝑡  +  𝑌2,𝑡 + . . . + 𝑌𝑛,𝑡 ] ′   

A p-order vector autoregressive process generalizes a p-order univariate 

autoregression or AR(p) process to n variables: 

(5. 4)                    𝑌𝑡   =  𝐺0  +  𝐺1𝑌𝑡−1  + 𝐺2𝑌𝑡−2  + . . . + 𝐺𝑝𝑌𝑡−𝑝   + 𝑒𝑡 
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The VAR model describes the vector  𝑌𝑡   as a function of its past values: 𝑌𝑡−1 , 

𝑌𝑡−2 …  𝑌𝑡−𝑝 and a vector of stochastic error term 𝑒𝑡 . 𝐺0 is an (n X 1) vector of 

constants,  𝐺𝑗 is a (n X n) matrix of coefficients, and 𝑒𝑡 is an (n X 1) vector white 

noise. The estimation of the VAR model is performed with an ordinary least squares 

(OLS) estimator.  

 

5.2 Long Short-Term Memory (LSTM) 

However, some studies suggest that VAR-based models have some limitations. VAR 

is not designed for modeling complex relationships and requires strict assumptions 

(Namini 2018). Recent significant advances have been made in sequential data using 

Recurrent Neural Network (RNN). The Long-Short Term Memory (LSTM) 

algorithm is the new technique that was initially introduced by Hochreiter and 

Schmidhuber (1979), which is also a kind of RNN with the capability of remembering 

the historical values for forecasting. Researchers have applied RNN-based models to 

predict stock returns (Lee & Yoo 2007), but the LSTM algorithm has not been 

carefully explored in the context of product-harm events. To better understand LSTM, 

it is important to have a glimpse of what artificial neural network and RNN look like. 

 

5.2.1 Artificial Neural Network (ANN) 

Artificial Neural Networks (ANN) are one of the most important tools used in 

machine learning. Neural networks consist of at least three layers: an input layer, 

hidden layers, and an output layer. Layers themselves are just sets of nodes that 

transform the input data in the input layer into the outcomes in the output layer, the 

number of features or predictive variables determines the number of nodes in the input 

layer, and the values of nodes in the output layer represent the value of target variables. 

The inputs and outputs correspond to visible things that can be stored as data, while 

the hidden layers contain information that are not visible and cannot be saved as data 

directly. More nodes in hidden layers help the neural network capture more complex 

interactions.  

 

Synapses are links in a neural network that connect nodes in different layers. Each 

connection between two nodes has a unique synapse with a weight attached to it. 

Namin et al. (2018) suggest that the weights in synapses play the role of a decision 
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maker to decide how much information can pass through. The weights of nodes in 

one hidden layer show the strength or extent of this layer in a neural network, and 

training a neural network is adjusting the weight for each synapse. Figure 5.1 is an 

ANN example that contains three input features or predictive variables, two hidden 

layers, eight nodes in hidden layers, and one target variable. 

 

 

Figure 5.1 Artificial Neural Network (“Neural Network architectures”, 2018) 

With input data, artificial neural network (ANN) uses forward propagation to 

generate values through each layer. The data input from the input layer go through 

nodes in hidden layers, the nodes apply an activation function such as sigmoid and 

tangent functions on the weighted sum of inputs, which allows a neural network to 

capture the nonlinearities. In the end, a vector of probabilities is generated in the 

output layer.  

 

However, making accurate predictions is hard since there are also many values of 

error corresponding to the many points for which we are forecasting. ANN has a loss 

function that aggregates all the values of the error to measure the predictive 

performance. A lower value of the loss function means a better ANN. The goal is to 

find the weights that give the lowest value for the loss function, and gradient descent 

is one typical algorithm in machine learning that is used to achieve this goal. 

Backpropagation is the technique used to calculate weights and optimize complex 

deep learning models. Backpropagation takes the prediction error from the output 

layer and propagates it back through the hidden layers towards the input layer. To 
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find the lowest value of the loss function, backpropagation calculates slopes 

sequentially and updates all weights repeatedly in neural networks with a gradient 

descent algorithm. The training process of ANN is to find the weights with the 

minimized value of the loss function. 

 

5.2.2 Recurrent Neural Network (RNN) 

Most of the neural networks are feedforward, where the activations flow from input 

layer toward the output layer. However, Recurrent Neural Network (RNN) is one 

special type of artificial neural network that has connections pointing backward 

(Géron 2017). One simple example of RNN is shown in figure 5.2 below. It is 

composed of only one node receiving inputs and it sends the outputs back to itself. At 

timestamp t, this RNN receives current input 𝑋𝑡  and the input from previous 

timestamp ℎ 𝑥−1. If it is a layer of multiple recurrent nodes, at one timestamp t, every 

node receives both input vector 𝑋𝑡   and the output vector ℎ𝑥−1 from the previous 

timestamp. Two sets of weights are in each node, one set is 𝑊𝑥 for input vector  𝑋𝑡 , 

another set is  𝑊ℎ for last output vector ℎ𝑥−1 . The output of a single recurrent node 

is calculated by the following equation:  

(5. 5)                         ℎ𝑡  =  ϕ( 𝑋(𝑡)
𝑇  ⋅ 𝑊𝑥  + ℎ(𝑡 − 1)

𝑇 ⋅ 𝑊ℎ   +  𝑏) 

 

 

 

Figure 5.2 Recurrent Neural Network (Zhu, X. 2015) 

 

The ℎ𝑡 is a function of ℎ(𝑡−1) and  𝑋𝑡, ℎ𝑡−1 is a function of ℎ(𝑡−2) and  𝑋(𝑡−1), ℎ𝑡−2 

is a function of ℎ(𝑡−3) and  𝑋(𝑡−2), and so on. Therefore  ℎ𝑡 is a function of all the 
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input since timestamp t = 0, which are  𝑋0,  𝑋1,...and 𝑋𝑡. When t is 0, there are no 

values previous of outputs, so the outputs are usually assumed as 0.  RNN can process 

a sequence of inputs and generate a sequence of outputs, this kind of structure can be 

used for time series forecasting such as stock price prediction. For example in Figure 

5.3, RNN computes based on the 5-day price inputs (𝑋0, 𝑋1, 𝑋2, 𝑋3 and 𝑋4), and it 

outputs the prices shifted by one day into the future ( 𝑌1,  𝑌2, 𝑌3 and 𝑌4). After feeding 

a sequence of inputs, we can also ignore all outputs except for the last output, one 

typical application is inputting a sequence of words (𝑋0,  𝑋1,...and 𝑋3) corresponding 

to a consumer review to compute a sentiment score (𝑌3) (Géron 2017).  

 

 

Figure 5.3 Recurrent Neural Network Time Series Forecasting (Géron 2017) 

When training an RNN on long sequences, we may need to run the model over many 

times and suffer from the vanishing or exploding gradient problems, and the training 

will be slow. Also, very deep RNN face the fact that the memory of the first inputs 

gradually fades away, therefore some essential information may be lost after multiple 

time steps. In other words, the RNN can gradually forget the early inputs, which may 

completely misinterpret the data (Géron 2017).  

 

5.2.3 Long Short-term Memory (LSTM) 

The Long Short-Term Memory (LSTM) was proposed in 1997 by Hochreiter and 

Schmidhuber, working as an extension of RNN to solve the problems in RNN 

(Hochreiter & Schmidhuber 1997). The LSTM has gradually been improved over the 

years by researchers (Sak et al. 2014; Zaremba et al. 2015), and it can learn what to 

store as long as it is needed, what to drop, and what to extract whenever it is required. 
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In the LSTM, there are two vectors of data: long-term state 𝑐(𝑡) and short-term state 

ℎ(𝑡). As the Figure 6 shows, long-term state 𝑐(𝑡 −1) transport in the upper line of each 

cell from left to right.  As figure 5.4 shows. the 𝑐(𝑡 −1) first goes through a forget gate 

dropping some memories and then pass an addition operation adding new memories 

from input gate, and thus 𝑐(𝑡) is generated and can be sent out to the next cell. To 

calculate short-term vector ℎ(𝑡) at timestamp t, we need to feed the input vector 𝑥(𝑡) 

and the previous short-term vector ℎ(𝑡−1) into four different fully connected layers 

(FC). Four layers consist of one main layer and three gate controllers (Géron 2017). 

- The main layer is 𝑔(𝑡) . It processes  𝑥(𝑡) and ℎ(𝑡−1). A basic cell or node in the 

neural network, there is nothing else than a  𝑔(𝑡) . The output of  𝑔(𝑡) in an LSTM is 

partially stored in the long-term output 𝑐(𝑡). 

- 𝑓(𝑡) controls the forget gate that drops needless memories in the long-term state. 

- 𝑖(𝑡) controls the input gate and determine which parts of  𝑔(𝑡) needs to be added 

in the long-term state. 

- 𝑜(𝑡) controls the output gate that controls which parts of the long-term state 

should be stored in the current short-term state ℎ(𝑡) and output 𝑦(𝑡). 

 

Figure 5.4 Long Short-term Memory Cell (Géron 2017) 

 

6. Experimental Setup 

In this section, we introduce the rolling forecast approach for time series cross-

validation and the assessment metric RMSE used to conduct forecasting evaluation. 
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We then present experiments setup and implement experiments for comparisons 

lastly. 

 

6.1 Time Series Cross-validation 

Time series cross-validation is different from standard cross-validation in traditional 

machine learning problems because of the dependency between two consecutive 

observations. In this study, we conduct time series cross-validation based on “Rolling 

Forecasting Origin” (Hyndman & Athanaspoulos 2014); it is also called “walk-

forward model validation”. We split first 80% of the observations in time series (1st, 

2nd, …, Kth observation) as the minimum training set, and the rest works as the 

primary test set. To perform a one-step rolling forecast in this research, we first select 

the K+i observation as one test set and estimate the model with the 1st, 2nd, …, K 

observations. The predictive error of the K+i observation is calculated with predictive 

value and actual value.  Repeat the above steps for i = 0, 1, …., T - k where T is the 

total number of observations. With the rolling forecast approach, the overall 

predictive error of forecasting models then can be calculated.   

 

 

 Figure 6.1 One-step Rolling Forecast (Hyndman & Athanaspoulos 2014) 

 

6.2 Assessment Metric 

Predictive model performance is computed according to the RMSE (Root-Mean-

Square Error). RMSE compares the difference between actual values and predicted 

values, and penalizes any significant difference between the real value and the 
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predicted value. The final value generated from RMSE has the same units with the 

forecast values.  The equation of RMSE is shown below where N is the total number 

of observations in the testing set, i represents one observation in the testing set, Y is 

the actual value and �̂� is the predicted value with an estimated model. 

 

(6. 1)                                            𝑅𝑀𝑆𝐸 =  √ 
1

𝑁
∑ (𝑌𝑖 − 𝑌�̂�  )2𝑁

𝑖=1  

 

6.3 VAR and LSTM Implementation 

We use three data sets to test forecasting and compare LSTM with VAR. Three data 

sets are named as Ford, Honda Motor Company (HMC) and Toyota to predict the 

abnormal stock return of three automobile manufacturers: Ford Motor Company, 

HMC, and Toyota Motor Corporation respectively. Each data set contains company 

stock abnormal returns, company product recall volume, sentiment measurements in 

product complaints, and economic variables: S&P index return, inflation rate, and 

treasury rate. Table 1 lists the names of the data sets and predictive variables.   

 

Table 6.1 Three Data sets and Predictive Variables 

Data Set Variables in the Data Set 

Ford  Ford Stock Abnormal Return, Ford Recall Volume, 

Ford Negative Score, Ford Compound Score,  

S&P Index Return, Inflation Rate, Treasury Rate.  

HMC HMC Stock Abnormal Return, HMC Recall Volume, 

HMC Negative Score, HMC Compound Score,  

S&P Index Return, Inflation Rate, Treasury Rate. 

Toyota Toyota Stock Abnormal Return, Toyota Recall Volume, 

Toyota Negative Score, Toyota Compound Score,  

S&P Index Return, Inflation Rate, Treasury Rate. 

 

For each data set, we estimate VAR-based models and LSTM-based models with four 

input data that have four different variable combinations. Specifically, input data 1 only 

contains product recall volume and other economic variables. By including one 

consumer sentiment measurement: negative score of complaints in input data 1, we 

name the new data as input data 2. Input data 3 is generated by adding another different 
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consumer sentiment measurement: compound score of complaints in input data 1. We 

put two sentiment measurements, product recall volume as well as other economic 

variables together and have the full data as input data 4. The objectives of the different 

input data are to find which model has the best forecasting performance and to 

investigate if including sentiment related measurements can improve the forecasting 

performance. Figure 6.2 shows details of variable combinations in four input data. First 

input only contains company stock abnormal return and economics variables. Second, 

third and fourth data sets contain company stock abnormal return, economics variables 

and different combinations of sentiment variables.  

 

Figure 6.2 Four Input Data with Different Variable Combinations   

 

6.3.1 VAR Forecasting Process: 

(1) Conduct exploratory data analysis and visualize each time series with the line 

chart, Autocorrelation Function (ACF) and Partial Autocorrelation Function 

(PACF) plots. 

(2) Test random walk for each time series with an Augmented Dickey-Fuller test 

(ADF) and find that abnormal company stock return and S&P index are 

stationary time series, but product recall volume, negative sentiment score, 
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compound sentiment score, treasury rate and inflation rate are all non-stationary 

time series. 

(3) Since VAR requires each time series to satisfy the stationary assumption, some 

time series need to be transformed and tested with ADF. We transform product 

recall volume with min and max scaling method, calculate percentage change 

of negative sentiment score and compound sentiment score with percentage 

change function in Python, and take the first difference of both inflation rate 

and treasury rate. After transformation, all variables in data sets are stationary. 

(4) Prepare three data sets for forecasting monthly abnormal stock return of three 

different automobile manufacturers. In each data set, split 80% of first 

consecutive observations into the training set and set up the remaining 20% 

observations as the testing set. 

(5) Use the statsmodels library with Python and fit input data with the VAR model 

from this library. Select order of VAR based on Akaike information criterion 

AIC. 

(6) Perform the rolling forecast approach with each VAR model and compute the 

overall RMSE by comparing one-step forecasting values with actual values in 

the testing set. 

 

6.3.2 LSTM Forecasting Process: 

(1) Conduct exploratory data analysis with pandas, numpy and matplotlib libraries 

in Python. Scale all the features or variables with Min & Max scaler in sklearn 

library and set up random seed as 0 with numpy library in Python. 

(2) Since deep learning LSTM is designed to implement supervised learning 

problems in machine learning, we need to reframe three different data set. For 

example, we have seven variables in figure 6.2: var1, var2 … and var7 in one 

data set. Since we would like to conduct one-step forecast for var1, a new 

column is generated by shifting var1 back 1 timestamp. In each row, there are 

var1(t-1), var2(t-1) … and var7(t-1) at time T-1, and var1(t) at time T. The new 
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column works as the target variable, and we use historical information to predict 

the future value of abnormal return. 

 

Figure 6.3 Reframing Time Series Data for Supervised Learning 

(3) Similar to splitting three data sets in VAR forecasting, we split 80% of first 

consecutive observations in one data set as training set and the remaining 20% 

observations as the testing set. The training set is used to estimate parameters 

and testing set works for LSTM forecasting validation. In machine learning, the 

training set is saved into two pandas dataframes: training-X and training-Y. 

Training-X contains the data of all features or predictive variables, while 

training-Y is the data of the target variable(s). Also, Testing set likewise include 

testing-X and testing-Y. 

(4) Based on Ford, HMC and Toyota data sets, we conduct one-step forecast for 

abnormal return with four different types of variable combinations to study if 

including sentiment related data can improve predictive accuracy.  

(5) Python is used to implement the LSTM algorithm along with Keras, an open 

source and TenserFlow, an open source machine learning framework. We 

construct neural networks with Keras and TensorFlow. One LSTM layer with 

256 nodes is included. The loss function is “mean squared error” and optimizer 

is “adam”.   

(6) Reshape all the training sets and testing sets so that data sets can be fit and 

analyzed on Keras neural networks. We fit training-X and training-Y into the 

neural networks and set up epochs equal to 50.  



 28 

(7) Conduct rolling foresting to estimate one-step predictive values of abnormal 

return, compare them with corresponding actual values in testing-Y, and 

compute overall predictive error rate based on RMSE formula.   

 

7. Results  

 

In this section, the Mean Root-Mean-Square Error (RMSE) values of all VAR and LSTM 

models trained with different input data in three data sets are presented. We compare and 

discuss the forecasting performance of VAR and LSTM models trained with different 

data by comparing RMSE values. Lower RMSE value derived from smaller difference 

between actual values and forecast values and means a better predictive performance of 

related model. RMSE reduction rates are also calculated by comparing the percentage 

change of one RMSE value of predictive model with another RMSE of another predictive 

model. A higher RMSE reduction rate shows a larger improvement in terms of the 

forecasting performance. 

 

  Table 7.1 Mean Root-Mean-Square Error of VAR and LSTM Models 

 Input Data1 

Mean 

RMSE 

Input Data2 

Mean 

RMSE 

Input Data3 

Mean 

RMSE 

Input Data4 

Mean 

RMSE 

Ford-VAR 0.241 0.145 0.153 0.153 

Ford-LSTM 0.063 0.063 0.064 0.059 

HMC-VAR 0.072 0.073 0.068 0.075 

HMC-LSTM 0.042 0.046 0.041 0.045 

Toyota-VAR 0.229 0.239 0.132 0.105 

Toyota-LSTM 0.037 0.039 0.039 0.040 

 

 

 

Table 7.2 VAR and LSTM Predictive Performance 

 Lowest VAR 

Mean RMSE 

Lowest LSTM 

Mean RMSE 

LSTM 

Reduction Rate 
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Ford Data Set 0.145 0.059 59.31% 

HMC Data Set 0.068 0.041 39.70% 

Toyota Data set 0.105 0.037 64.76% 

 

Table 7.3 LSTM-VAR RMSE Reduction Rate for Input Data  

 Input Data1 

RMSE 

Reduction 

Rate 

Input Data2 

RMSE 

Reduction 

Rate 

  Input Data3 

RMSE 

Reduction 

Rate 

 Input Data4 

RMSE 

Reduction 

Rate 

Ford Dataset 

LSTM-VAR 
 73.86% 56.55% 58.17% 61.44% 

HMC 

Dataset 

LSTM-VAR 
41.67% 36.99% 39.71% 40.00% 

Toyota 

Dataset 

LSTM-VAR 
83.84% 83.68% 70.45% 61.90% 

 

The forecasting results and comparison of predictive performance are reported in 

Table 7.1, Table 7.2 and Table 7.3. The initial training set has 53 monthly records. 

We conduct one-step rolling forecast for future 13 monthly abnormal returns.  We 

first compare RMSE scores generated from both LSTM and VAR with same input 

data from same data set. For example, we compare the first pair of RMSE scores in 

the circle shown in Table 7.1. The RMSE score generated by fitting first input data 

from Ford data set into LSTM is 0.063 which is 73.86% lower than the RMSE of the 

VAR model estimated with same input data. The result is shown in Table 7.3 suggests 

that LSTM consistently outperforms VAR with different input data across three data 

sets. For each input data in different data set, LSTM-based models achieve a reduction 

rate in RMSE between 36.99% - 83.84%, by comparing with VAR-based models. 

 

To evaluate the overall forecasting performance of LSTM and VAR in three data sets, 

we compare the lowest RMSE scores of LSTM and VAR estimated with same data 

set. In Ford data set, the lowest average Root-Mean-Square Error (RMSE) using 

rolling VAR and rolling LSTM are 0.145 and 0.059 respectively, on average yielding 
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a 59.31% reduction in predictive error rates achieved by LSTM. As for HMC data set, 

LSTM also makes an average of 39.70% reduction in predictive error rates, and the 

lowest mean RMSE values generated from VAR and LSTM are 0.068 and 0.041, 

respectively. When comparing VAR and LSTM in the Toyota data set, the lowest 

mean RMSE values of VAR and LSTM methods are 0.105 and 0.037, respectively; 

therefore, the LSTM-based model could achieve 64.76% reduction in RMSE. On 

average, LSTM-based models on average have 59.02% predictive error rate 

reductions in this research. 

 

Table 7.4 VAR & LSTM RMSE Reduction after Adding Sentiment Scores 

 VAR RMSE 

Reduction Value 

VAR RMSE 

Reduction Rate 

LSTM RMSE 

Reduction Value 

LSTM RMSE 

Reduction Rate 

Ford 

Data Set 

0.096 39.83% 0.004 6.35% 

HMC 

Data Set 

0.004 5.56% 0.001 2.38% 

Toyota 

Data set 

0.124 54.15% -0.002 -5.41% 

 

Next, we investigate the change of RMSE values after adding sentiment scores in the 

same predictive models. For example, we use the RMSE value of VAR model 

estimated by the first input data of Ford data set to make comparison with the RMSE 

values of VAR models that are fitted with the 2nd, 3rd and 4th input data of Ford data 

set respectively. Here the 2nd, 3rd and 4th are the input data that contains different 

combinations of sentiment variables. As Table 7.1 shown, fitting 2nd input of Ford 

data set into VAR produces a lowest RMSE error score (0.145), therefore the RMSE 

reduction rate of VAR-Ford is 38.93% that is calculated by 0.241 and 0.145. 

Following this procedure, we calculate the predictive improvements or the reductions 

of RMSE error of all VAR and LSTM estimated with different input data in three 

data sets. VAR in Ford data set achieves 39.83% reduction of mean RMSE after 

adding negative sentiment score, and LSTM reduces 6.35% in mean RMSE by 

including both negative and compound sentiment scores. VAR make 5.56% reduction 

of mean RMSE in HMC data set, and LSTM acquires 2.38% reduction in the value 
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of mean RMSE. In the Toyota data set, LSTM makes no progress in predictive 

performance with sentiment variables, while VAR models reduce mean RMSE value 

by 54.15%. Overall, VAR-based models make more improvement in predictive 

performance after adding consumer sentiment. There is no clear improvement made 

by LSTM with sentiment data, but LSTM-based models still have much lower RMSE 

values compared with RMES values of VAR, which is more than 50% reduction of 

the RMSE values of VAR-based models.    

 

8. Discussion and Implications 

 

8.1 Research Implications 

Prior studies suggest that the product recall volume can hurt investors’ confidence 

and have an impact on the financial value of a company (Chen, Ganesan, & Liu 2009; 

Liu, Shankar, & Yun 2017). Researchers also find the level of consumer complaint 

influences the company market value in a direct linear way (Luo, 2007; Luo 2009) or 

a non-linear way (Claro et al. 2014). In this study, we look into product-harm events 

in the automobile industry and specifically focus on predicting the impacts of both 

product recall volume and consumer sentiment in negative online complaints. Product 

recall has been studied by many researchers (Kalaignanam, Kushwaha & Eilert 2013; 

Liu, Shankar, & Yun 2017; Swartz et al. 2017), but a close study on predictive 

modeling the effect of the product recall on firm value is very scarce. Different from 

prior studies, this research compares two multivariate time series forecasting methods: 

VAR and LSTM, and evaluate their predictive performances in a context of product-

harm events. Consumer sentiment from product-harm complaints is further studied 

and included in predictive models. As the results suggest, large improvements of 

forecasting error reduction have been achieved in VAR-based models with consumer 

sentiments, therefore this study help lay a foundation for future research of product 

recall and consumer sentiment, and develop more theories of consumer sentiment in 

product-harm events. This research also makes two contributions to product-harm 

events literature in marketing research. First, we implement and compare two typical 

time series forecasting methods from the statistical modeling and machine learning 

domains. Advantages and disadvantages of applying VAR and LSTM in product-

harm events are discussed. Second, we use lexicon and rule-based sentiment analysis 
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tool --- VADER to extract consumer sentiments in product-harm complaints. By 

including sentiment variables in predictive models, we aim to examine if including 

sentiment related data will improve the forecasting performance of VAR-based 

models and LSTM-based models. Our study could encourage more researchers 

leveraging efficient sentiment tools and extracting consumer sentiment from online 

word of mouth.  

 

8.2 Methodological Comparison: VAR VS LSTM 

With the one-step rolling forecast approach, we predict the next-month abnormal 

return of company stock. The forecasting results show LSTM-based models always 

outperforms VAR-based models in terms of predictive accuracy across all three data 

sets with different input data. Based on corresponding RMSE values, LSTM-based 

models have RMSE reduction rates that are between 36.99% and 83.84% compared 

with VAR-based models. On average, LSTM-based models can achieve 59.02% 

predictive error rate reductions. Combining the knowledge from a prior study (Yau 

2017) with our implementations of VAR and LSTM, we summarize several 

differences between VAR and LSTM time series forecasting methods. First, VAR-

based models are applied to stationary time series only, while LSTM doesn’t have 

this stationarity assumption requirement. When time series is not stationary, 

researchers need to transform nonstationary series into stationary series and then fit 

the data into VAR. Second, VAR-based models are constructed based on a linear 

system of equations, but LSTM-based models have a much more complex structure 

that involves many non-linear transformations. Statistical modeling has a long history 

of explaining coefficients of linear structural models, but interpreting deep learning 

neural network is a new research subject and still needs more well-articulated theories 

to help researchers or managers understand the black box in Machine Learning 

algorithms. Third, compared with LSTM-based model, VAR-based model 

implementation is relatively straightforward, and its parameters are relatively easy to 

set up. When implementing LSTM forecasting with Keras, however, data 

preprocessing such as min & max scaling is required. In addition, we need to set up 

many parameters in LSTM forecasting for finalizing the neural network architecture 

design. Parameters such as the number of layers, the number of nodes, batch size, loss 

function, activation function, learning rate, optimizer algorithm, etc., could be tuned 
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to optimize forecasting performance of one neural network, but finding the optimal 

parameters is difficult. Also, since LSTM contains a more complex structure and 

more parameters to estimate, training one VAR-based model usually take less time 

than training one LSTM-based model. When facing real-world business problems, 

it’s important for managers to understand the trade-off between interpretability and 

predictability of predictive models, and also evaluate both efficiency and accuracy of 

implementing modeling.  

 

By including consumer sentiment data in predictive models, we also calculate RMSE 

reduction rates achieved by VAR-based models and LSTM-based models. The result 

shows that VAR could greatly improve predictive performance with consumer 

sentiment data, while there is no great progress shown in LSTM. VAR-based models 

and LSTM-based models on average decrease RMSE values by 33.18% and 1.11%, 

respectively. Even though VAR made more significant progress after adding 

consumer sentiment in forecasting, the RMSE values generated by LSTM-based 

models are still far lower than the RMSE values from corresponding VAR-based 

models, on average achieving more than 50% reduction in RMSE values of VAR 

forecasting. One explanation is that adding consumer sentiment in the simple linear 

structure of VAR-based models could help VAR capture more information and make 

more accurate predictions for future abnormal stock return. As for LSTM-based 

models, we notice the complex non-linear structure of LSTM already performs very 

good forecasting without adding consumer sentiment and achieves relatively low 

RMSE values. After adding consumer sentiment, some of the LSTM-based models 

slightly improve predictive performance, but there is no significant improvement. In 

automobile product-harm events, we thus conclude that considering consumer 

sentiment from negative complaint can help VAR improve forecasting accuracy, but 

LSTM can perform much better forecasting even without adding any consumer 

sentiment data. 

 

8.3 Managerial Implications 

Understanding how to accurately predict the impacts of product recall and negative 

eWOM on company abnormal stock return is essential to managers since they need 

to make strategies, policies or remedies based on the predictive feedback from the 
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market especially in the context of product-harm crisis. Our empirical study supports 

the view that deep learning LSTM outperforms traditional VAR in terms of the 

predictive ability of company market value and encourages managers to adopts more 

machine learning techniques in the big data era. Successfully utilizing machine 

learning in product-harm crisis could help managers efficiently understand the 

severity of potential issues in advance and make some efforts to reduce the influences 

of negative events such as product recalls and consumer complaints.  

 

This research also explores lexicon and rule-based sentiment analysis tool named 

VADER that is attuned explicitly to sentiments expressed in microblog-like contexts 

and outperforms individual human rater in terms of accessing emotions (Hutto & 

Gilbert 2014). Using this sentiment analysis tool, marketers are able to efficiently 

monitor and quantify consumer sentiment in eWOM without human intervention in 

real time. The results of our study indicate that leveraging consumer sentiment 

measurement in predictive modeling such as VAR will improve forecasting 

performance. It’s important for managers to leverage consumer sentiment from word 

of mouth in order to foresee the impacts of negative events and thus implement 

remedial actions. The better forecasting performance the predictive model can 

provide with consumer sentiment, the more likely marketers are able to identify 

potential opportunities, manage consumer satisfaction level and reduce the 

dissemination of negative viral information (Godes & Mayzlin 2004).  

 

9. Limitation and Future Research 

This study has three limitations that offer indications for future research. First, we 

mainly focus on the U.S. automobile industry because of its availability of consumer 

complaints in product-harm events and the high frequency of product recalls. The 

generalizability of our results needs to be further verified with different data sets from 

other sectors or other countries. Second, this study aggregates monthly consumer 

sentiment and product recall data from Jan-2005 to July-2010 on NHTSA for 

predicting the monthly abnormal stock return of one company. More extensive data 

sets, for example, daily observations or data collected from more than 10-year period 

of time could be analyzed. Third, consumer sentiment is only examined from one 

source in this study: consumers ‘complaints posted on NHTSA.  
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As for further research, the first interesting direction is to study more extensive data 

by collecting daily records within a longer period from different industries that 

involve product-harm events. With more granular observations, we could set up a 

time window of each product recall events, collect the data of relevant variables only 

within this time window, and exclude noise from other important events. Future 

research could also investigative the impacts of product recall and consumer 

sentiment of one company on different companies such as competitors in the same 

industry and the suppliers from other industries. In order to make an intuitive 

comparison with VAR, we construct one specific LSTM-based neural network that 

only contains one hidden layer with 256 nodes in this study. The loss function and 

optimizer of the neural network are set up as “mean squared error” and “adam”, 

respectively. Another future research could extend to forecasting optimization by 

investigating other neural network architectures with more hidden layers and a more 

complex internal structure. At the same time, understanding the estimated results of 

complex internal structure or the black box within deep learning LSTM neural 

networks is challenging compared with VAR models. To have a more profound 

impact on managerial decision making, researchers and practitioners could explore 

more interpretation methods for machine learning algorithm models and compare the 

results with the interpretation generated from traditional statistical models. Besides, 

it would also be interesting to look into data from other social networks such as online 

automobile forums, related Facebook groups and tweets in Twitter based on keyword 

search. Trying different consumer sentiment extraction methods on the text from 

these online platforms. One exciting direction is predicting the sentiment of consumer 

online complaints with machine learning supervised learning algorithms. Having 

human raters to label some complaints as a training data set, researchers could then 

build up a predictive model to predict the sentiment score of unlabeled consumer 

complaint by applying machine learning algorithms that are designed for mining text 

data. Last but not least, it is important to take ethical issues into considerations when 

analyzing a large number of consumer’s opinions, reviews or complaints in future 

research. As the internet of things (IOT) is becoming the backbone of consumer value, 

consumers’ identifiable information is much easier to collect than before, therefore 
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protecting consumers’ privacy rights in the context of big data analysis turns into one 

essential subject in marketing research. 
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