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Abstract

Spectral Efficiency Maximization of a Massive Multiuser MIMO System

via Appropriate Power Allocation

Omid Saatlou, Ph.D.

Concordia University, 2019

Massive multiuser multiple-input multiple-output (MU-MIMO) systems are being con-

sidered for the next generation wireless networks in view of their ability to increase both

the spectral and energy efficiencies. For such systems, linear detectors such as zero-forcing

(ZF) and maximum-ratio combining (MRC) detectors on the uplink (UL) transmission

have been shown to provide near optimal performance. As well, linear precoders such as

ZF and maximum-ratio transmission (MRT) precoders on the downlink (DL) transmission

offer lower complexity along with a near optimal performance in these systems.

One of the most challenging problems in massive MU-MIMO systems is obtaining

the channel state information (CSI) at the transmitter as well as the receiver. In such

systems, the base station (BS) obtains CSI using pilot sequences, which are transmitted

by the users. Due to the channel reciprocity between the UL and DL channels in the

time-division duplex (TDD) mode, BS employs CSI obtained to precode the data symbols

in DL transmission. To accurately decode the received symbols in the DL transmission,

the users also need to acquire CSI. In view of this, a beamforming training (BT) scheme

has been proposed in the literature to obtain the estimates of CSI at each user. In this

scheme, BS transmits a short pilot sequence to the users in a way such that each user

estimates the effective channel gain.

Conventionally, the power of the pilot symbols has been considered equal to the power

of data symbols for all the users. In this thesis, we pose and answer a basic question about

the operation of a base station: How much the spectral efficiency could be improved if

the transmit power allocated to the pilot and data symbols of each user are chosen in
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some optimal fashion? In answering this question and in order to maximize the spectral

efficiency for a given total energy budget, some methods of power allocation are proposed.

First, we derive a closed-form approximate expression for the achievable downlink

rate for the maximum ratio transmission precoder based on small-scale fading in order

to evaluate the spectral efficiency in the BT scheme. Then, we propose three methods

of power allocation in order to maximize the spectral efficiency for a given total power

budget among the users. In the first proposed method, we allocate equal pilot power as

well as equal data power for all users in order to maximize the spectral efficiency. In the

second proposed method, we allow for the allocation of different data powers among the

users, whereas the pilot power for each user is kept the same and is specified. In the third

method, we optimally allocate equal pilot power and a different data power for each user

in such a way that the spectral efficiency is maximized. Numerical results are obtained

showing that all the three proposed methods are superior to the existing methods in terms

of spectral efficiency. In addition, they also show that the third proposed method of power

allocation outperforms the other two proposed methods in terms of the spectral efficiency.

Next, we derive a closed-form approximate expression for the achievable downlink

rate for the maximum ratio transmission precoder based on large-scale fading in order

to evaluate the spectral efficiency in the BT scheme. Then, we propose four methods

of power allocation in order to maximize the spectral efficiency for a given total power

budget among the users. In the first method, power is allocated among the pilot and

data symbols in such a way that the pilot power as well as the data power for each user

is the same. In the second method, power is allocated among the data symbols of the

various users, whereas the pilot power for each user is the same and is specified. In this

method, the data power for each user is optimally determined to maximize the spectral

efficiency. In the third method, power is allocated among the pilot and data symbols

of the various users, whereas the pilot power for each user is the same but determined.

In this method, the same pilot power along with the various data powers is optimized

to maximize the spectral efficiency. Finally, in the fourth method, power is allocated

optimally among each of the pilot and data symbols of the various users so as to maximize

the spectral efficiency. Numerical results are obtained showing that the performance of
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the first proposed method is approximately the same as that of the conventional approach.

In addition, they also show that the second, third and fourth methods of power allocation

yield similar performance in terms of spectral efficiency, and that the spectral efficiency of

these methods is much superior to that of the first method or of the conventional method.

Finally, we investigate the spectral efficiency of massive MU-MIMO systems on an

UL transmission with a very large number of antennas at the base station serving single-

antenna users. A practical physical channel model is proposed by dividing the angular

domain into a finite number of distinct directions. A lower bound on the achievable rate of

the uplink data transmission is derived using a linear detector for each user and employed

in defining the spectral efficiency. The lower bound obtained is further modified for the

maximum-ratio combining and zero-forcing receivers. A power control scheme based on

the large-scale fading is also proposed to maximize the spectral efficiency under the peak

power constraint. Experiments are conducted to evaluate the lower bounds obtained and

the performance of the proposed method. The numerical results show that the proposed

power control method provides a spectral efficiency which is the same as that of the

maximum power criterion using the ZF receiver. Further, the proposed method provides

a spectral efficiency that is higher than that provided by the maximum power criterion

using the MRC receiver.
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Chapter 1

Introduction

1.1 General

Massive Multiple-input multiple-output (MIMO) technology is being incorporated into

emerging wireless broadband standards like long-term evolution (LTE) and 5G cellular

networks which has been widely studied during the last decade. This technology can sig-

nificantly improve the capacity and reliability of wireless systems by increasing the number

of antennas at the receiver and transmitter [1, 2]. However, these are at the expense of

the complexity of the hardware, the energy consumption of the signal processing at the

receiver and the physical space needed to accommodate the antennas [3]. Initial researches

focused on point-to-point MIMO links, where two devices with multiple antennas com-

municate with each other. However, in recent years, focus has shifted to more practical

multi-user MIMO (MU-MIMO) systems where a base station (BS) serves multi users with

single terminal antenna. In this technology, each BS is equipped with very large number

of antennas, for e.g., 100 or more [4–6]. Massive MIMO requires a huge number of an-

tennas simultaneously serving a much smaller number of terminals. Larger numbers of

terminals can always be accommodated by combining very large MIMO technology with

conventional time and frequency-division multiplexing via orthogonal frequency-division

multiplexing (OFDM).
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Figure 1.1: A massive MU-MIMO system.

Due to the multi-user diversity, the performance of the massive MU-MIMO systems is

generally less sensitive to the propagation environment than in the point-to-point MIMO

case. As a result, massive MU-MIMO has become an important part of communications

standards, such as 802.11 (WiFi), 802.16 (WiMAX) and LTE. In addition, massive MU-

MIMO is progressively being deployed throughout the world.

Fig. 1 shows a massive MU-MIMO system. In [1], it has been shown that the effects of

the uncorrelated noise and small-scale fading are eliminated when the number of antennas

at BS is very large. The number of the users per cell are independent of the size of the

cell, and the required transmitted energy per bit decreases as the number of antennas in a

massive MU-MIMO cell increases. Moreover, the performance of simple linear processing

such as maximum-ratio combining (MRC) and zero-forcing (ZF) detections on the uplink

(UL) channel, and maximum-ratio transmission (MRT) and zero-forcing (ZF) precoding

on the downlink (DL) channel becomes near optimal in a massive MU-MIMO transmission.

systems [7].
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In [1], it has been shown that non-cooperative massive MIMO systems can achieve a

data rate of 17 Mb/s for each of 40 users in a 20MHz channel in both the UL and DL

transmissions with an overall spectral efficiency of 26.5 bps/Hz considering the realistic

propagation assumptions.

1.2 Literature Review

The use of massive multiple-input multiple-output (MIMO) systems, where a number of

users communicate with the base station (BS) with a very large number of antennas, is vi-

able approach for achieving significant improvement in spectral efficiency (SE) [3,5,7–10].

It has been shown that by employing a very large number of antennas at BS, the inter-

ference among the users is canceled, the uncorrelated noise is eliminated and small-scale

fading effects are averaged out [1]. In addition, linear detectors such as zero-forcing (ZF)

and maximum-ratio combining (MRC) detectors on the uplink (UL) transmission have a

near optimal performance along with an acceptable complexity in massive multiuser MIMO

(MU-MIMO) systems. In these systems, linear precoders such as ZF and maximum-ratio

transmission (MRT) precoders on the downlink (DL) transmission also offer lower com-

plexity along with a near optimal performance [11]. Due to the aforementioned advantages,

massive MIMO systems are studied for next generation of cellular networks [4,6,7,12–18].

In the cellular networks such as 5G, all users occupy full time-frequency resources both

in UL and DL transmissions. In a DL transmission, BS needs to ensure that each user

receives only the data intended for it. In a UL transmission, BS requires to recover the

individual signals transmitted by the users. In view of this, BS has to perform the huge

amount of multiplexing and de-multiplexing signal processing, which is feasible using a

massive number of antennas and having the channel state information (CSI) at BS [8], [4].

For DL transmission in a massive MIMO system, acquiring the channel state infor-

mation (CSI) is one of the most challenging topics. BS requires CSI to transmit the

precoded signal and the users also require CSI to decode the transmitted signal in DL
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transmission [19]. This CSI can be estimated by received pilot signals or can be obtained

through the feedback from the receiver to the transmitter. In frequency-division duplexing

(FDD) operation, the users estimate CSI from DL pilots sent by BS and communicate the

estimated CSI back to BS over a feedback channel [20]. This feedback is very costly in

massive MU-MIMO, since the number of DL pilots is determined with the massive number

of antennas at BS. On the other hand, in time-division duplexing (TDD) operation, BS

estimates CSI from UL pilots sent by the users. Due to the channel reciprocity between

UL and DL channels in TDD systems, once BS estimates the UL channel, it automatically

has a valid estimate of the DL channel. Therefore, the pilot transmission is determined

with the number of the users in TDD operation. Typically, the users are smaller than the

antennas at BS in massive MIMO systems. As a result, CSI acquisition under TDD mode

is more economical and preferable than FDD mode [8, 9].

In DL transmission under TDD operation, the users also need to obtain CSI to decode

the received data symbols. To this end, one simple method is that BS transmits pilot

sequences to the users so that each user estimates the DL channel based on the received

pilot sequences. This overhead of channel estimation is not effective, since this method

depends on the number of antennas at BS. In view of this, it is commonly assumed that

the users are aware merely of the statistical properties of the channels and the perfect CSI

is not available [21–23].

To solve this problem, in [24], the beamforming training (BT) scheme has been pro-

posed to efficiently obtain estimates of CSI at each user in DL transmission for massive

MU-MIMO systems. In the BT scheme, BS beamforms a pilot sequence such that each

user is able to estimate the efficient channel gain using the minimum mean-square error

(MMSE) channel estimation method. This channel estimation method depends only on

the number of users. Thus, the BT scheme is preferable in DL transmission for massive

MIMO systems. In [25], the BT scheme has been employed in association with the pilot

contamination precoding (PCP) scheme to improve the spectral efficiency in a massive
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MU-MIMO DL transmission.

One of the typical problems in wireless MIMO networks is to study as to how much

training is required to estimate CSI. The effect of training sequences on the achievable

rate has been investigated in [26] and [27]. In case of multiuser TDD MIMO systems, an

attempt has been made in [28] to deal with the problem as to how much time should be

spent in training for a given number of transmit antennas, number of receive antennas,

and length of the channel coherence time. In addition, it has been shown in [29] that, by

varying the transmit powers for the pilot and data sequences, the optimal number of pilot

symbols is equal to the number of transmit antennas. In [30] and [31], the performance

of channel estimation has been studied for different pilot symbol designs, where a lower

bound on the achievable rate has been expressed as a function of the Cramer-Rao bound

(CRB).

To improve the spectral efficiency of massive MU-MIMO systems, power control among

the pilot sequences and payload signals is essential [32]. This power control strategy is

employed in UL transmission for different purposes [32–37]. For instance, in [32], based

on the large-scale fading coefficients, a power management method has been proposed by

considering the channel hardening effect in massive MIMO systems. An optimal power

control method that jointly optimizes the data and training signal power has been proposed

in [33], in which the spectral efficiency is maximized for a given total power budget. In [34],

a power control scheme based on the channel quality of each user has been proposed in

order to maximize the minimum achievable rate of each user, where a MRC detector is

used at BS. In [35], an optimal power control scheme over pilot and data power based

on large-scale fading has been proposed to maximize the spectral efficiency, where a ZF

receiver is employed. In [36], the data power among the users has been allocated in such a

way that the sum rate is maximized in multi-cell massive MIMO systems. In [37], a power

control strategy among the users has been proposed to maximize the spectral efficiency in

a single cell massive MIMO system.
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In DL transmission, power is allocated among the users by BS in order to improve

the spectral efficiency of massive MU-MIMO systems [38–44]. For instance, a power

allocation scheme among the users has been proposed in [42] in order to maximize the

spectral efficiency under the total power constraint at BS. A power allocation among the

various users with a regularized zero forcing (RZF) precoding has been studied in [38]

to maximize the spectral efficiency. A method of power allocation among various users

in conjunction with the BT scheme has been proposed in [39] based on the water-filling

approach to maximize the spectral efficiency. In [40], a power allocation scheme between

the pilot and data sequences has been proposed in order to improve the spectral efficiency,

where the BT scheme is employed. In [41], a method of power allocation among each of

the pilot and data symbols of all the users is proposed to maximize the spectral efficiency,

where the total power budget per coherence interval for all users is given.

It is known that in practice, in UL transmission, the propagation environment and the

geometry of the antenna arrays at BS have significant effect on the performance of massive

MIMO systems [45,46]. Most of the studies assume that the channel vectors for different

users are independent or asymptotically orthogonal [8], [9], [23], [47]. However, in prac-

tice, the channel vectors for different users are generally correlated, or not asymptotically

orthogonal, and are modeled by L-dimensional vectors, where L is the number of angular

bins [48]. The reason for this is that the antennas are not sufficiently well separated or

the propagation environment does not offer rich enough scattering. It has been shown

in [48] that by increasing the number of antennas at BS, the system performance under

a finite-dimensional channel model with L angular bins is the same as the performance

under infinite-dimensional channel model with L antennas.

1.3 Motivation

Even though future wireless systems are likely to use an ever-increasing number of access

points and new spectral bands, the need for maximizing the spectral efficiency in a given
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band is never going to vanish. As mentioned in the above discussion, there exist a number

of works on the spectral efficiency maximization in massive MIMO systems. However, none

of them has considered a resource allocation scheme that jointly optimizes the pilot power,

data power and duration of training in the BT scheme for a DL transmission. Since it is

known that the joint optimization of the pilot power, data power and duration of training

offers results in terms of the spectral efficiency maximization better than that offered by

the optimization of just one of them [9], we are motivated to propose an optimal resource

allocation that jointly optimizes the training duration in UL transmission, the training

signal power in UL and DL transmissions, and the data signal power in DL transmission

for a given total power budget in a coherence interval, where the BT scheme is employed.

In view of the discussion in the previous section, in this thesis, we employ the finite-

dimensional channel model for the uplink transmission. Conventionally, it is assumed that

the users transmit equal power in the uplink transmission. However, it should be noted

that the spectral efficiency is not necessarily maximized in the conventional approach.

Thus, an optimal transmit power of each user needs to be determined to maximize the

spectral efficiency.

1.4 Objective

The objective of this thesis is to investigate the spectral efficiency of massive MU-MIMO

systems in both UL and DL transmissions. The main focus of this study is on improving

the spectral efficiency in massive MU-MIMO systems by allocating the power to the pilot

and data transmitted symbols, given the total power budget per each coherence interval.

Since the spectral efficiency is the main concern of this thesis, and its calculation using

the lower bound on the achievable rate is computationally very intensive, in this thesis,

we derive approximate expressions for the lower bound of achievable downlink rate, for

both small scale and large scale fading.

In the first part of the thesis, we first derive a closed-form approximate expression for
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the achievable DL rate for the maximum ratio transmission precoder based on small-scale

fading in order to evaluate the spectral efficiency in the BT scheme. Then, we propose

three methods of power allocation in order to maximize the spectral efficiency for a given

total power budget among the users.

In the second part of the thesis, we first derive a closed-form approximate expression for

the achievable DL rate for the maximum ratio transmission precoder based on large-scale

fading in order to evaluate the spectral efficiency in the BT scheme. Then, we propose

four methods of power allocation in order to maximize the spectral efficiency given the

total power budget among the users.

The third part of the thesis deals with the spectral efficiency of massive MU-MIMO

systems in an UL transmission with a very large number of antennas at the base sta-

tion serving single-antenna users. A power control scheme based on large-scale fading is

proposed to maximize the spectral efficiency under the peak power constraint.

1.5 Organization of the thesis

The thesis is organized as follows:

Chapter 2 provides the fundamental concepts of a massive MU-MIMO system. In

addition, various channel estimation and precoding techniques are introduced for massive

MU-MIMO systems.

Chapter 3 presents various power allocation schemes in order to maximize the spectral

efficiency in DL channel employing small-scale fading. First, a closed-form approximate

expression for the achievable DL rate for the MRT precoder is derived in order to evaluate

the spectral efficiency. Then, three methods of power allocation are proposed in order to

maximize the spectral efficiency given the total power budget among the users. Experi-

ments are conducted to evaluate the performance of the proposed methods in terms of the

spectral efficiency, and to determine as to which of the three methods provides the best

performance.
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Chapter 4 investigates the spectral efficiency in DL transmission employing large-scale

fading. First, a closed-form approximate expression for the achievable DL rate for the

MRT precoder is derived in order to evaluate the spectral efficiency. Then, four methods

of power allocation are proposed in order to maximize the spectral efficiency given the

total power budget for the users. Experiments are conducted to evaluate the performance

of the proposed methods in terms of the spectral efficiency and to determine as to which

of the four methods provides the best performance.

Chapter 5 presents a power control scheme based on large-scale fading in order to

maximize the spectral efficiency in UL channel under the peak power constraint. First,

an expression for the lower bound on the achievable rate of the uplink data transmission

is derived using a linear detector for each user. This lower bound is further modified for

the maximum-ratio combining and zero-forcing receivers. Then, a power control scheme

based on large-scale fading is proposed to maximize the spectral efficiency under the peak

power constraint. Experiments are conducted to evaluate the lower bounds obtained and

the performance of the proposed method.

Chapter 6 concludes the thesis by summarizing and highlighting the work undertaken

in the thesis. Some topics that could be undertaken following the ideas developed in this

thesis are also briefly discussed in this chapter.
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Chapter 2

Background

In this chapter, a brief introduction to point-to-point and massive MIMO systems is given.

Then, the achievable rate of each user in UL and DL transmissions is described. Since

our presented work relies on precoding techniques in DL transmission, the conventional

precoding is described in detail.

2.1 Point-to-point MIMO

In order to investigate the capacity of massive MU-MIMO systems, first, we consider a

point-to-point MIMO transmission, where the transmitter and receiver are equipped with

nt and nr antennas, respectively. It is assumed that the MIMO channel is a narrow-band

time-invariant and deterministic channel denoted by H ∈ Cnr×nt . It is known that the

OFDM schemes can convert a frequency-selective wide-band channel into multiple paral-

lel flat-fading narrow-band channels [1]. A point-to-point MIMO link has the following

mathematical description such that for each use of the channel, the received signals is

given by

y =
√
ρHx+ w , (2.1)

where y is nr components vector of the transmitted signals, x is nt components vector of

the received signals, w is nr components vector of the receiver noise, and ρ is signal to
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noise ratio (SNR) of the link. To make sure that the expected total transmit power is

unity we have

E
{∥∥x2

∥∥} = 1 , (2.2)

where E(.) denotes the expected value. The components of the additive noise vector

are independent and identically distributed (i.i.d) zero mean and unit variance complex-

Gaussian random variables.

2.1.1 Achievable rate

Access to the channel state information (CSI) at the transmitter and the receiver has a

substantial effect on the achievable rate of MIMO systems. Under the perfect knowledge

of the channel matrix H at the transmitter, the mutual information or capacity is derived

in bits-per-symbol as [49]

C = I(x; s) = log2(det(Inr +
ρ

nt
HH†)), (2.3)

where I(x; s) indicates the mutual information operator, Inr denotes the nr × nt iden-

tity matrix, and (.)† denotes the Hermitian transpose of the associated matrix [11]. We

can rewrite (2.3) in form of singular values of the propagation matrix. To this end, we

decompose the channel matrix H as

H = ϕ Dv ψ
†, (2.4)

where ϕ and ψ are unitary matrices of dimension nr × nr and nt × nt, respectively. In

addition, Dv denotes diagonal matrix with dimension of nr × nt which comprises the

singular values of matrix H denoted. In this case, the capacity given by (2.3) is expressed
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as

C =

min(nt,nr)∑
l=1

log2(1 +
ρ vl

2

nt
) (2.5)

where vi is ith singular value of matrix H. From (2.5), the capacity of the total system is

equivalent to the combined achievable rate of parallel links when the lth link has
ρv2l
nt

SNR.

The capacity is maximum when the singular values are equal and is minimum when all

the singular values except one are zero. Thus, (2.5) can be bounded as

log2

(
1 +

ρ Tr(GG†)

nt

)
≤ C ≤ min(ntnr)× log2

(
1 +

ρ Tr(GG†)

nt min(ntnr)

)
(2.6)

We assume that the propagation coefficient magnitude is equal to one, i.e., Tr(GGH) ≈

ntnr. Thus, we have

log2 (1 + ρ nt) ≤ C ≤ min(ntnr)× log2

(
1 +

ρmax(ntnr)

nt

)
(2.7)

The minimum capacity happens under the extreme keyhole propagation conditions while

the maximum happens when the entries of the propagation matrix are i.i.d. random

variables.

2.1.2 Limiting cases

In this subsection, we intend to deal with the effect of increasing the nt and nr on the

achievable rate. It is known that at low SNRs, (2.3) becomes

Cρ→0 ≈
ρ Tr(GG†)

nt ln 2
≈ ρ nr

ln 2
(2.8)

In (2.7), capacity is dependent on only nr. In other words, at low SNRs, the multiple

transmit antennas have no value. In addition, if the number of transmitter antennas

increases while keeping the number of receiver antennas constant, the capacity matches
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the upper bound in (2.7), i.e., we have

Cnt>> nr ≈ nrlog2(1 + ρ) (2.9)

In favorite propagation condition, we have [3]

(
GG†

nt

)
nt>>nr

≈ Inr (2.10)

In (2.10), it is assumed that the row-vectors of the propagation matrix are asymptotically

orthogonal. On the other hand, if the number of receiver antennas increases while the

number of transmitter antennas are constant, we have

(
GG†

nr

)
nr>>nt

≈ Int (2.11)

Under this condition the capacity of the MIMO channel given by (4.8) is simplified to

Cnr>>nt ≈ nt log2(1 +
ρ nr
nt

) (2.12)

where the capacity again matches the upper bound (2.7). It should be noted that a very

large number of transmitter or receiver antennas, combined with favorite propagation

condition, constitutes a highly desirable scenario [7]. The results in (2.11) and (2.12)

show the advantages of equipping the arrays in a MIMO link with a large number of

antennas.

2.2 Multi-user MIMO

Multi user MIMO systems are considered as a cellular network, where the base station is

equipped by M antennas that serves K single-terminal users in each cell. It is assumed

that there are L cells. Therefore, the coefficient propagation of each user to each antenna
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of the base station in L cells is denoted by gi,k,l,n which is defined as the channel coefficient

from the kth user in the lth cell to the nth antenna of the ith BS. This coefficient consists

of two parts, small-scale fading factor and large-scale fading (geometric attenuation). In

this case, it can be written as

gi,k,l,n = hi,k,l,n
√
di,k,l (2.13)

where hi,k,l,n and di,k,l denote complex small-scale fading and large-scale fading coefficients,

respectively. In this system model, it is assumed that small-scale fading coefficients are

different for the different users for different antennas at each BS, but the large-scale fading

coefficients are the same for different antennas at each BS and it depends on the distance

of each user. In view of this, the channel matrix from all K users in the lth cell to the ith

BS can be expressed as

Gi,l = Hi,lD
1
2 i,l (2.14)

where Di,l is a K × K diagonal matrix that consists di,1,l, ..., di,K,l elements. Typically,

when the single-cell systems are considered, the cell and BS indices are dropped.

2.2.1 Uplink

In the uplink channel, when the perfect CSI is available at BS, the users only transmit

their signal, but when CSI is not available at BS, the users send pilot signals along with

transmitted data for estimating the channel at BS. In this section, we consider that BS is

aware of CSI. In this case, the received signal vector at a single BS is given by [7]

yu =
√
puGxu + nu (2.15)
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where xu ∈ CK×1 is the transmitted signal vector from all the K users, G ∈ CM×K

is the uplink channel, nu ∈ CM×1 is a zero-mean noise vector with complex Gaussian

distribution and identity covariance matrix, and pu denotes the uplink transmit power.

The transmitted symbol from kth user is the kth element of xu =
[
x1

u, x2
u, ..., xK

u
]

with

E[|xku|2] = 1. It is shown in [1] that the column channel vectors from different users are

asymptotically orthogonal when the number of antennas at BS, M, grows to infinity. Thus,

we have

G†G = D
1
2H†HD

1
2 ≈MD . (2.16)

This result is discussed in [50]. According to this result, the capacity of the MU-MIMO

link becomes [7]

C =
K∑
K=1

log2(1 + M pudk)
bits
s

HZ
. (2.17)

The achievable rate of each user depends on the detectors that are employed. For example,

(2.17) is derived when BS employs the simple matched filter (MF) detector. In this case,

BS multiplies the received signal vector by H†, as

H†yu = H† (
√
puHxu + nu) . (2.18)

This technic does not color the noise since the channel vectors are asymptotically orthog-

onal when the number of antenna at BS grows to infinity [1].

2.2.2 Downlink

In TDD systems, the DL channel matrix is the conjugate transpose of the UL channel

matrix [8]. The users are not aware of CSI while BS usually knows CSI based on the

uplink pilot transmission. In this case, each user detects the corresponding signal data.
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Let yd ∈ CK×1 be the received signal vector at K users. Then, the received signal vector

can be written as

yd =
√
pd H

Txd + nd, (2.19)

where xd ∈ CN×1 is the signal vector transmitted by BS, nd ∈ CK×1 is additive noise

vector and pd denotes the transmit power. To make sure that the transmitted symbol

power is equal to one, we have E
{
‖xd‖2} = 1. In DL transmission, it is possible for BS to

perform power allocation in order to maximize the sum rate [49]. With power allocation,

the sum capacity for the system becomes

C = max
P

log2 det (IK + pdM QD)
bits
s

Hz
, (2.20)

where Q is a positive diagonal matrix associated with the power allocation coefficients for

each user, i.e., (q1 , . . . , qK), where the power allocation coefficients satisfies
K∑
k=1

qk = 1.

It is shown in [3] that the simple MF detector can achieve the capacity of a massive MU-

MIMO system when the number of antennas at BS, M , is much larger than the number

of users, K, and grows to infinity, i.e., M >> K and M →∞.

The CSI is not typically available at BS. Hence, the users transmit pilot symbols along

with their uplink data symbols to BS to estimate the CSI. In this case, all users allocate τ

symbols to pilot symbols per a coherence interval and BS receives the pilots and estimates

the channel using minimum mean square error (MMSE) estimation.

2.3 Massive MIMO

Massive MIMO systems are a useful and scalable version of multi user MIMO systems [8].

There are three fundamental distictions between massive MIMO and conventional multi

user MIMO. First, only base station learns G. Second, M is typically much larger than K,
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although this does not have to be the case. Third, simple linear signal processing is used

both on the uplink and on the downlink. These features render massive MIMO scalable

with respect to the number of base station, M .

2.4 Channel estimation

As discussed in the previous subsection, BS needs to estimate CSI. Having CSI can be

used in multi-user precoding in the DL transmission and multi-user detecting in the UL

transmission. The resource, time or frequency required for channel estimation in a MU-

MIMO system is proportional to the number of the transmit antennas and is independent

of the number of the receive antennas [7]. When a massive MIMO system works in the

frequency-division duplexing (FDD) mode, the frequency band of UL and DL channel are

different. Hence, BS can not use the same CSI for both channels. Channel estimation for

the UL channel is done at BS using different pilot sequences which are transmitted by the

users. In the TDD mode, the time required for UL pilot transmission is independent of

the number of antennas at BS. However, to get CSI for the DL channel in the FDD mode,

a two-stage procedure is required. BS first transmits pilot symbols to all users, and then

all users feed back estimated CSI (partial or complete) for the DL transmission to BS. The

time required to transmit the DL pilot symbols is proportional to the number of antennas

at BS [24], which is very large in massive MU-MIMO systems. For this reason, massive

MU-MIMO systems are typically considered in TDD mode. Based on the assumption of

channel reciprocity between UL and DL channel in the TDD mode, CSI is required to be

estimated only in the UL channel [47].

According to the TTD protocol that is depicted in Fig.2, first, all the users in all the

cells synchronously send UL data signals. Then, the users send pilot sequences. Base

stations use these pilot sequences to estimate CSI for detecting the UL data. Also, base

stations generate beamforming vectors for DL data transmission with the aid of CSI. One

of the famous problems in this field is the pilot contamination. Due to limited channel
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Figure 2.1: Multi-User MIMO TDD protocol.

coherence time, all the users in all the cells employ the same sequences of orthogonal

pilot signals, which brings about the interference at the base stations [51–58]. Typically,

the base stations employ the linear MMSE estimator in order to obtain CSI, but other

methods, such as compressive sensing-based channel estimation approach which is a sub-

optimal approach, are also used [59]. In addition, obtaining CSI at the receiver is a

supportive method to improve the spectral efficiency in a massive MU-MIMO system. In

this respect, a time-frequency training sequence design is developed in [60].

2.5 Precoding

As discussed in the previous subsection, precoding the DL data symbols has an important

role on the capacity of the DL channels. In fact, precoding the DL data symbols for

MIMO systems is done by linear and non-linear precoding techniques, such as dirty-

paper-coding (DPC) [61–63], vector perturbation (VP) [64] and lattice-aided methods [65].

These schemes have better performance rather than linear precoding, but there are many

complexity issues for implementation. On the other hand, with an increase in the number

of antennas at the BS, linear precoders, such as MF and ZF, are shown to be near-

optimal [3,7]. Thus, it is more practical to use low-complexity linear precoding techniques

in massive MIMO systems. Therefore, we mainly focus on linear precoding techniques.
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2.5.1 Basic Precoding

In massive MU-MIMO systems, basic linear precoding methods are employed at BS [1].

The difference between the performance of MF and ZF precoders is discussed in [66].

When BS employs MF precoder, the transmitted signal from BS can be expressed as [66]

xd
MF =

1√
α

(HT )
†
sd =

1√
α
H∗ sd, (2.21)

where α is a power normalization factor and sd is the data symbol [66]. When ZF is

employed at BS, the transmitted signal from BS can be expressed as [66]

xd
ZF =

1√
α

(HT )
Ψ
sd =

1√
α
H∗(HTH∗)

−1
sd , (2.22)

where Ψ denotes the pseudo-inverse operator. The performance of ZF precoder outper-

forms the performance of MF precoder in the high SNR region, while the performance

of MF precoder is better in the low SNR region [22]. The computational complexity of

these precoders is discussed in [22]. This complexity is dependent of the number of the

users. By decreasing the number of the users per each cell, the computational complexity

of these precoders can be decreased.

2.6 Summary

In this chapter, we have presented the point to point MIMO, multi-user MIMO and mas-

sive MIMO systems in detail. In addition, we have introduced channel estimation and

precoding techniques for MIMO systems.
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Chapter 3

Spectral efficiency in downlink

transmission for small-scale fading

In this chapter, we first investigate a massive MU-MIMO system in the TDD mode, where

a base station is equipped with a very large number of antennas and serves single-antenna

users simultaneously in the same frequency band. To accurately decode the data signal on

the DL channel, BS and the users require the channel state information, which is obtained

by the BT scheme employing the small-scale fading. Then, we propose various power

allocation schemes in order to maximize SE.

3.1 System Model

The DL transmission is studied in a single-cell massive MU-MIMO system, where a BS

with M antenna elements simultaneously communicates with K single antenna users as

shown in Fig. 1. It is assumed that M � K and BS employs the linear precoding technique

before the DL transmission to all the users. In order to precode the data, BS requires

CSI, which is obtained through the UL training. Due to the channel reciprocity between

UL and DL channels in TDD operation, BS uses this CSI to precode the data in DL

transmission.
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3.1.1 Uplink channel estimation

The orthogonal pilot sequences of length τu symbols per coherence interval are simulta-

neously transmitted by all users in the cell. Since the pilot sequences are orthogonal,

τu ≥ K. The pilot matrix of K users is denoted by Ψ = [φ1, φ2, ..., φK ] ∈ Cτu×K with the

orthogonality property Ψ†Ψ = IK, where φk denotes the pilot sequence of kth user and

(.)† denotes the Hermitian operation of the associated matrix.

Let H ∈ CM×K be the channel matrix, where the elements of H are assumed to be

independent Gaussian distributed with zero mean and unit variance. Thus, the M × τu

pilot matrix received at BS can be written as

Yu =
√
τupu H Ψ† + Nu, (3.1)

where pu and Nu ∈ CM×τu denote respectively, the average pilot transmission power of

each user and the received noise matrix at BS. We assume that the elements of Nu are

independent Gaussian distributed with zero mean and unit variance. Using the received

pilot matrix given by (3.1), the minimum mean-square error (MMSE) estimate of H can

be written as [67]

Ĥ =
τupu

τupu + 1
H +

√
τupu

τupu + 1
Ñu, (3.2)

where Ñu = NuΨ has the same distribution as Nu. In this case, H is decomposed as

H = Ĥ + ε, (3.3)

where ε denotes the channel estimation error. Since MMSE estimation is employed, ε

and Ĥ are independent. In addition, ε and Ĥ have i.i.d CN (0, 1
τupu+1

) and CN (0, τupu
τupu+1

)

elements, respectively [24].
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3.1.2 Downlink Transmission

BS first uses the channel estimate Ĥ obtained in the previous subsection to precode the

symbols, and then BS transmits the precoded symbols to the users in DL transmission.

In view of this, let sk be the symbol that BS transmits to the kth user, with E{|sk|2} = 1

and W ∈ CM×K be the linear precoding matrix. In this case, the M × 1 transmit signal

vector can be written as

x = Ws, (3.4)

where s , [
√
pd1s1,

√
pd2s2, ...,

√
pdKsK ]T and pdk denotes the average transmit power al-

located to the kth user. It is assumed that the power of precoding signal is unity, i.e., we

have

E
[
tr
(
WW†)] = 1, (3.5)

The received vector in the DL transmission is given by

y = HTWs + n, (3.6)

where n is a vector whose kth element is additive noise at the kth user that is denoted by

nk ∼ CN (0, 1). In view of this, the received signal at the kth user is given by

yk =
√
pdk akksk +

K∑
i=1,i6=k

√
pdiakisi + nk. (3.7)

For accurately detecting the transmitted signal in DL transmission, each user needs to

obtain CSI. A conventional method of channel estimation is that BS transmits pilot sym-

bols in such a way that the users estimate the channel using minimum mean-square error

(MMSE) estimation. This method is inefficient since the overhead on the aforementioned
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channel estimation is proportional to M , which tends to infinity in a massive MU-MIMO

system. To solve this problem, the BT scheme is employed to estimate akk for each

user [24]. In the BT scheme, the channel estimation is proportional to K, which is much

smaller than M . In the next subsection, we explain as to how to estimate akk.

3.1.3 Beamforming Training

In the BT scheme, BS beamforms the pilot sequences in DL transmission after channel

estimation in the UL training. Then, the effective channel gain aki is estimated at each

user by the received pilot sequences. We define Sp ∈ CK×τd to be a pilot matrix in the DL

channel, where τd denotes the number of symbols for pilot sequences. Using this definition,

the pilot matrix is given by

Sp =
√
τdpp Φ. (3.8)

where pp and Φ denote the power of each pilot symbol and the pilot sequence matrix in DL

transmission, respectively. Since the pilot sequences are orthogonal, we have ΦΦ† = IK ,

which requires that τd > K. In the BT method, using the precoding matrix W, BS

beamforms the pilot sequence for the users. In other words, the transmitted pilot matrix

is WSp. Thus, the received pilot matrix in DL transmission can be expressed as

YT
p =
√
τdpp HTWΦ + NT

p , (3.9)

where NT
p denotes the noise matrix in the received signal with i.i.d. CN (0, 1) entries. To

estimate the channel, we use the orthogonality of pilot sequences. In view of this, let

ỸT
p , YT

p Φ†. In this case, we have

ỸT
p =
√
τdpp HTW + ÑT

p , (3.10)
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where ÑT
p , NT

p Φ† has i.i.d CN (0, 1) elements. By decomposing ỸT
p given by (4.12), we

have

ỹTp,k =
√
τdpp hTkW + ñTp,k =

√
τdpp aTk + ñTp,k, (3.11)

where ỹp,k and ñTp,k represent the kth columns of Ỹp and ÑT
p , respectively and ak ,

[ak1ak2...akK ]T . From (4.15), kth user estimates ak. Although the elements of ak are

correlated and should be jointly estimated, it has been shown in [24] that the performance

loss due to independent estimation is negligible. As a result, ak1,...,akK are estimated

independently. In view of this, the ith element of ỹp,k is employed to estimate aki using

MMSE channel estimation. In this case, the estimation of aki can be expressed as [67]

âki = E[aki] +

√
τdpp Var(aki)

τdpp Var(aki) + 1

(
ỹp,ki −

√
τdpp E[aki]

)
(3.12)

where ỹp,ki denotes the ith entry of ỹp,k and Var(aki) represents the variance of aki. This

expression looks similar to (10) in [24]. However, in [24] the transmit power for pilot and

data symbols are assumed to be the same in DL transmission. It is to be emphasized

that in the present work, we distinguish between the pilot transmit power pp and the data

transmit power pd in DL transmission.

We define εki to be the channel estimation error. Since MMSE estimation is employed,

the estimate âki and the estimation error εki are uncorrelated. In view of this, the effective

channel gain aki is given by

aki = âki + εki . (3.13)

Substituting (3.13) into (3.7), we have

yk =
√
pdk âkksk+

K∑
i=1,i6=k

√
pdi âkisi+

K∑
i=1

√
pdiεkisi+nk. (3.14)
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3.1.4 Achievable Downlink Rate

Employing an approach similar to that used in [48], it can be shown that the achievable

DL rate (ADR) for kth user is lower bounded as

Rk=E

[
log2

(
1+

pdk |âkk|2∑K
i=1 pdiE{|εki|2}+

∑K
i6=k pdi |âki|2+1

)]
(3.15)

Even though this expression is similar to that obtained in [24], it is noted that the value of

âki in the former expression is different from that in the latter in view of our distinguishing

the pilot transmit power from the data transmit power.

It has been shown in [24] that the BT method with MRT precoding is more efficient

than the BT method with ZF precoding. This is due to the fact that, with ZF, the

randomness of the effective channel gain at each user is smaller than the one with MRT

(with ZF, the channel gain becomes deterministic when the BS has perfect CSI) and hence,

MRC has a higher advantage of using the channel estimate for the signal detection. In

view of this, we have employed the MRT precoding in this thesis.

3.1.4.1 MRT precoder

When BS uses the MRT precoder in the DL transmission, the precoding matrix is defined

by

W = αMRT Ĥ∗, (3.16)

where (.)∗ denotes the conjugate operation of the associated matrix and αMRT is a constant

which is employed to satisfy the power constraint given by (3.5). Thus, we have [24]

αMRT =

√
τupu + 1

MKτupu
. (3.17)
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Proposition 3.1 : Using MRT precoding technique, âki and E{|εki|2} are given by


âki =

√
τdpp

τdpp+K
ỹp,ki i 6= k

âkk =
√
τdpp

τdpp+K
ỹp,kk+ K

τdpp+K

√
τupuM

K(τupu+1)
i = k

E{|εki|2}= 1
τdpp+K

i ∀ k

(3.18)

The proof of this proposition is given in Appendix A.

Substituting E{|εki|2} = 1
τdpp+K

into (3.15), we obtain the lower bound of ADR for kth

user as

RMRT
k = E

[
log2

(
1 +

pdk |âkk|2∑K
i6=k

pdi
τdpp+K

+
∑K

i6=k pdi |âki|2+ 1

)]
. (3.19)

3.1.5 Spectral Efficiency

The spectral efficiency S is defined by [24]

S =
T − τu − τd

T

K∑
k=1

Rk, (3.20)

where Rk is the lower bound on ADR for the kth user given by (3.19) for the MRT

precoder, and T is the length of the coherence interval in DL transmission. The estimate

for âki and âkk depend on the precoder used. These estimates are given by (3.18) for the

MRT precoder.

In the following section, we present various methods of power allocation and maximize

the spectral efficiency. These are given below.

1. BS does not transmit any pilot symbols to the users and the data power of each

user is the same, i.e.,

τd = 0 and pd1 = pd2 = ... = pdK = pd.

2. Pilot power as well as the data power for each user is the same, i.e.,

pp1 = ... = ppK = pd1 = ... = pdK = pd.
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3. Pilot power for each user is the same, with a similar statement holding true for the

data power, i.e.,

pp1 = pp2 = ... = ppK = pp.

pd1 = pd2 = ... = pdK = pd.

4. Pilot power is the same for each user and is specified, while the data power for each

user is determined to maximize SE, i.e.,

pp1 = pp2 = ... = ppK = pp is specified.

5. Pilot power is the same for each user, i.e.,

pp1 = pp1 = ... = ppK = pp,

and we determine pp, pd1 , ..., pdK such that SE is maximized.

3.2 Maximization of spectral efficiency

3.2.1 No pilot power and equal data power for all users

We assume that BS does not transmit any pilot symbols to the users and the data power

for each user is the same, i.e., τd = 0 and pd1 = pd2 = ... = pdK = pd. Hence, from (3.19)

we see that the lower bound of ADR is [22]

RMRT
k = log2

(
1 +

M

K

τupu pd
(pd + 1)(τupu + 1)

)
. (3.21)

In this method of power allocation, SE is obtained by substituting (3.21) in (3.20).

3.2.2 Equal pilot and data powers for each user

We now assume that the data power of each user is the same, i.e., pp1 = ... = ppK = pp =

pd1 = ... = pdK = pd. Hence, from (3.19) the lower bound of ADR is obtained as [24]

RMRT
k = E

[
log2

(
1 +

pd|âkk|2
Kpd

τdpd+K
+pd

∑K
i6=k |âki|2+ 1

)]
. (3.22)

27



Again, in this method of power allocation, SE is obtained by substituting (3.22) in (3.20).

3.2.3 Equal pilot power and equal data power for all users

We assume that not only the pilot power for each user is the same, but also the data power

for each user is the same, i.e.,pp1 = pp1 = ... = ppK = pp and pd1 = pd1 = ... = pdK = pd.

Substituting these in (3.19), the lower bound of ADR in this case is given by

RMRT
k = E

[
log2

(
1 +

pd|âkk|2
Kpd

τdpp+K
+pd

∑K
i6=k |âki|2+ 1

)]
. (3.23)

We allocate the power among the pilot and data symbols in DL transmission given the

energy budget in a coherence time in such a way that SE is maximized [68]. We also find

the optimal value of τu in order to maximize SE. In view of this, first, we obtain a close

approximation of the achievable rate given by (3.23) and then, we present our optimal

power allocation method.

3.2.3.1 Approximation for the lower bound of achievable downlink rate

In order to obtain a close approximation of the achievable rate given by (3.23) for the

MRT precoder, we use the following Lemma.

Lemma 3.1 : When X and Y are independent positive random variables, we have [69]

E

[
log2

(
1 +

X

Y

)]
≈ log2

(
1 +

E{X}
E{Y }

)
. (3.24)

In [69], it has been shown that the right side expression of Lemma 3.1 lies between the lower

and upper bounds of the left side expression, and hence, can be used as an approximation

to the left side expression. In addition, it has been shown in [69] that as M becomes very

large, this approximation becomes particularly accurate.

Employing Lemma 3.1, a tractable expression for the lower bound of the achievable
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DL rate for the MRT precoder, given by (3.19), can be approximated as

RMRT
k ≈ log2

(
1 +

pd E{|âkk|2}
K pd
τdpp+K

+ pd
∑K

i6=k E{|âki|2}+ 1

)
, (3.25)

Proposition 3.2 : Substituting (3.18) into the lower bound of the achievable DL rate

given by (3.25), it can be shown that

RMRT
k ≈ log2

(
1 + SINRMRT

k

)
= R̃MRT

k , (3.26)

where

SINRMRT
k =

pd [a τ 2
dp

2
p + b τdpp + c]

τ 2
dp

2
p(d pd + 1)+τdpp(e pd + f)+g(pd + 1)

, (3.27)

and

a = α2
MRT

( τupu
τupu + 1

)2
M(M + 1) + α2

MRT

τupu
(τupu + 1)2

M,

b =
2 τupuM

(τupu + 1)
+ 1,

c =
K τupuM

(τupu + 1)
,

d =
K − 1

K
,

e = 2K − 1,

f = 2K,

g = K2. (3.28)

The proof of this proposition is given in Appendix B.
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3.2.3.2 Optimal power allocation

We now present the proposed resource allocation scheme in order to maximize SE. It

has been shown in [32] that allocating optimal powers for the training symbols and data

symbols increases SE, where SE is a function of the energy per bit (EPB) defined as

η ,
τd
T
pp + τu

T
pu + (1− τd+τu

T
)pd

S
. (3.29)

It can be observed from (3.29) that when pp = pu = pd and τd = τu, we have η = pd
S

.

Moreover, it can be observed from (3.20) that when the transmit power is reduced below a

certain threshold, the bit energy increases. Hence, the minimum bit energy is obtained at

a non-zero SE [33]. Operating below this SE is evidently inefficient. However, this regime

can be operated by increasing the transmit power for training and reducing the transmit

power for data. Motivated by these observations, we propose an optimal resource allocation

to jointly select the training duration on UL transmission (τu), the training duration on

DL transmission (τd), the training signal power on DL transmission (pp), the training

signal power on UL transmission (pu), and the data signal power on DL transmission (pd)

in order to maximize SE for a given total energy budget spent in a coherence interval. In

view of this, let the total transmit energy constraint at BS and each user be Etd and Etu,

respectively. Thus, we have

τdpp + (T − τd − τu)pd ≤ Etd , (3.30)

and

τupu ≤ Etu . (3.31)

From (3.30), the channel estimate is degraded when τdpp decreases, but the energy for the

data transmission phase (T−τd−τu)pd is increased under the total energy constraint at BS.
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Hence, SE may improve. Moreover, the accuracy of the channel estimate is improved by

allocating more energy to the training transmission phase. However, less energy should be

allocated to the data transmission phase to satisfy (3.30). Hence, SE may again improve.

In addition, from (3.31), it is straightforward that total energy constraint at each user is

allocated to the UL training transmission phase in order to improve SE. In view of this,

there are optimal values of τu, τd, pp, pu, and pd which maximize SE for given Etd, Etu,

and T . Mathematically speaking, we have the following problem.

max
pu,pd,pp,τu,τd

S

s.t.



τdpp + (T − τd − τu)pd ≤ Etd

τupu ≤ Etu

pp ≥ 0, pd ≥ 0, pu ≥ 0

τu ≥ K, τd ≥ K

τu + τd ≤ T

(3.32)

Lemma 3.2 : The energy constraint given by (3.30) is satisfied with equality at the

optimal solution.

Proof : Since the expressions for SINR given by (3.27) is monotonically increasing with

pp for a given pd and vice versa, it can be observed from (3.20) that S is an increasing

function of pp when pd is given. In addition, S is an increasing function of pd when pp

is given. Hence, S is maximized when BS uses all the energy budget in one coherence

interval, i.e., τdpp + (T − τd − τd)pd = Etd. �

Lemma 3.3 : The energy constraint given by (3.31) is satisfied with equality at the

optimal solution.

Proof : Since SINRs given by (3.27) is monotonically increasing with pu, it can be

observed from (3.20) that S is an increasing function of pu. Hence, S is maximized when
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each user employs all energy budget in one coherence interval, i.e., τupu = Etu. �

Remark 3.1 : It has been shown in [29] that when the transmit powers for pilot and

data sequences are allowed to vary, the optimal number of training symbols is equal to

the number of transmit antennas M . On the other hand, if the training and data powers

are to be made equal, the optimal number of training symbols can be larger than the

number of transmit antennas M . In massive MIMO systems, M is very large. Thus,

it is ineffective that we optimally choose τd = M . On the other hand, the BT scheme

is employed to efficiently estimate the channel gain for each user in order to reduce the

number of training symbols in DL transmission. In view of this. in this thesis, following

the work in [24], we relax τd in the optimization problem given by (3.32) in such a way

that the complexity of channel estimation is acceptable.

According to Lemma 3.1, Lemma 3.2, and Remark 3.1, the optimization problem given

by (3.32) can be rewritten as

max
pd,pp,pu,τu

S

s.t.



τdpp + (T − τd − τu)pd = Etd

τupu = Etu

pp ≥ 0, pd ≥ 0, pu ≥ 0

K ≤ τu ≤ T − τd

(3.33)

There are optimal values of τu, pu, pp and pd which maximize SE. In the next subsec-

tions, we intend to find the optimal values of τu and pu, and simplify the optimization

problem given by (3.33). To this end, we first introduce the following theorem.
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Theorem 3.1 : The function

g(x) = x log2

(
1+

βk
ςk + µk x

)
(3.34)

is a strictly increasing function in x ∈ (0,∞), where βk > 0, ςk > 0, and µk > 0.

Proof : When βk, ςk, and µk are positive, we have

g′(x)=
−1

ln 2

(
βkµkx

(ςk+µkx)(βk+ςk+µkx)
−ln

(
1+

βk
ςk+ µkx

))
, (3.35)

and

g′′(x)=
1

ln 2

−βkµ2
k(βk + 2ςk)x− 2βkςkµk(βk + ςk)

(ςk+µkx)2(βk+ςk+µkx)2
<0, (3.36)

where g′(x) and g′′(x) are first and second derivatives of g(x), respectively. From (3.36),

we conclude that g′(x) is a strictly deceasing function in x since g′′(x) < 0. As a result,

g′(x) > g′(∞) = 0 which implies that g(x) is a strictly increasing function in x ∈ (0,∞). �

To satisfy the first constraint of the optimization problem given by (3.33), we have

pd = Etd−τdpp
T−τd−τu

. Using MRT precoder and substituting pd = Etd−τdpp
T−τd−τu

into (3.26) and then,

(3.26) into (3.20), we have

S(pu, τu, pp, pd) =
K∑
k=1

gk(pu, τu, pp, pd) (3.37)

where

gk(pu,τu,pp,pd)=

(
1−τd+τu

T

)
log2

(
1+

βk
ςk + µk(1− τd+τu

T
)

)
, (3.38)
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and

βk =
(Etd−τdpp)

T

[
a(τdpp)

2 + b(τdpp)+c

]
,

ςk =
(Etd−τdpp)

T

[
d (τdpp)

2 + e (τdpp) + g

]
,

µk =
(
(τdpp)

2 + f(τdpp) + g
)
. (3.39)

Proposition 3.3 : The optimal value of τu given by the optimization problem (3.33)

is equal to K.

Proof : Let us assume that τ ∗u , p∗u = Etu
τ∗u

, p∗p, and p∗d =
Etd−τdp∗p
T−τd−K

are the optimal solution

of the optimization problem given by (3.33) satisfying the constraints where τ ∗u > K. Then,

we choose τu=K, pu = τ ∗up
∗
p/K, pp=p∗p, and pd=

Etd−τdp∗p
T−τd−K

satisfying the constraints of the

optimization problem given by (3.33). Note that with this choice, we have τupu = τ ∗up
∗
u =

Etu. Substituting pu, τu,pp, and pd into (3.38) yields

gk(pu, τu, pp, pd)=

(
1−τd+K

T

)
log2

(
1+

βk

ςk + µk(1−τd+KT )

)
(3.40)

where

βk =
(Etd−τdp∗p)

T

[
a(τdp

∗
p)

2 + b(τdp
∗
p)+c

]
,

ςk =
(Etd−τdp∗p)

T

[
d (τdp

∗
p)

2 + e (τdp
∗
p) + g

]
,

µk =
(
(τdp

∗
p)

2 + f(τdp
∗
p) + g

)
. (3.41)

Knowing τupu = τ ∗up
∗
u and using Theorem 1 and the fact τ ∗u>K, we have

gk(pu, τu, pp, pd)>

(
1−τd+τ ∗u

T

)
log2

(
1+

βk

ςk + µk(1− τd+τ∗u
T

)

)
= gk(p

∗
u, τ

∗
u , p

∗
p, p
∗
d). (3.42)
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Thus, from (3.37) and (3.42), we have

S(pu, τu, pp, pd) > S(p∗u, τ
∗
u , p

∗
p, p
∗
d). (3.43)

This contradicts the assumption and so, τ ∗u ≤ K . On the other hand, due to the orthog-

onality of the pilot sequences, we have τ ∗u ≥ K. As a result, τ ∗u = K. �

At this stage, we find the optimal value of pu with help of the following lemma.

Lemma 3.4 : The optimal value of pu in the optimization problem given by (3.33) is

p∗u = Etu/K.

Proof : To satisfy the second constraint of the optimization problem given by (3.33),

we have τ ∗up
∗
u = Etu. Since τ ∗u = K, thus, p∗u = Etu/K. �

According to Lemma 3.4 and Proposition 3.3, the optimization problem given by (3.33)

can be rewritten as [40]

max
pd

S|
pp=

Etd
τd
−
(
T−τd−K

τd

)
pd

such that

{
0 ≤ pd ≤ Etd

T−τd−K
. (3.44)

Lemma 3.5 : The objective function of the optimization problem given by (3.44) is

concave with respect to pd.

Proof : First, we substitute pp = Etd
τd
−
(
T−τd−K

τd

)
pd into (3.26) which yields a concave

function with respect to pd in the range 0 ≤ pd ≤ Etd
T−τd−K

. Knowing that log2(1 + x) is a

concave function, we conclude that log2(1+SINRMRT
k ) is also concave. Moreover, since the

summation of concave functions is also concave, the proof of Lemma 3.5 is concluded. �

As a result of Lemma 3.5, there is a global maximum point for the objective function

given by (3.44). To obtain a globally optimal solution, any convex optimization scheme
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can be employed. We employ the FMINCON function in MATLAB’s optimization toolbox

to derive the optimal solution of the optimization problem given by (3.44). It can be seen

from (3.29) that when SE is maximized, EPB is minimized for a given Etd. As a result,

this solution also provides the minimum value of EPB.

3.2.4 Experimental Results

We utilize the expressions presented in Sections 3.2.1, 3.2.2, and 3.2.3 to study the SE

performance of the proposed optimal power allocation scheme. In all the experiments

conducted, we define SNR , Etd
T

. Since Etd is the total transmit energy spent in a

coherence interval T and the noise variance is 1, SNR has the interpretation of average

transmit signal-to-noise ratio (SNR). Thus, SNR is dimensionless. We also choose τu =

τd = K, and T = 200 (corresponding to a coherence bandwidth of 200 KHz and a coherence

time of 1 ms) in all examples.

3.2.4.1 Validation of the approximation for SE

In order to obtain SE for the MRT precoder, we first substitute the estimates of aki given

by (3.18) in the expression for Rk given by (3.19). Then, we substitute (3.19) in the

expression for SE given by (3.20). In order to obtain aki, 1000 Monte-Carlo simulations

are carried out, where in the channel and noise matrices are generated for each snapshot.

This process needs a large amount of calculation for a given SNR (for example, the run

time for obtaining the SE for a given SNR is 21.76 seconds, using MATLAB software

and a PC with Intel(R) Core(TM) i5 @ 2.7 GHz processor and 4 GB installed memory

(RAM)). In order to validate the approximate expressions for SE for the MRT precoder,

we substitute the lower bound of ADR given by (3.26) in the expression for SE given by

(3.20). In this case, a small amount of calculation without any Monte-Carlo simulation is

required (for example, the run time for obtaining the SE for a given SNR is 0.01 seconds,

using MATLAB software and a PC with Intel(R) Core(TM) i5 @ 2.7 GHz processor and
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Figure 3.1: The spectral efficiency versus SNR

4 GB installed memory (RAM)).

Fig 3.1 shows SE versus SNR when M = 10 and M = 50 employing the MRT precoder.

It can be seen from Fig 3.1 that SE obtained using the approximate expressions for R̃MRT
k

is very close to that obtained using the actual one, for equal power allocation as well as for

optimal power allocation when the MRT precoder is used. Hence, we can simply employ

the approximated expressions R̃MRT
k given by (3.26) in order to obtain SE for the MRT

precoder rather than using (3.19) that has a high complexity.

3.2.4.2 Results and Comparison

Fig 3.2 shows SE versus SNR when M = 10 and M = 50 employing the MRT precoder.

It can be seen from this figure that the proposed method significantly improves SE with

respect to the method provided in [22] and offers a slightly better SE than that provided

by the method in [24]. This superiority in the performance is attributed to the optimal

transmitted power p∗d and p∗p, which have been obtained in order to maximize SE.

Furthermore, Fig. 3.3 shows the variation of the ratio of the optimal pilot power pp to

the optimal transmitted data power pd for the MRT precoder. We can see that in order to

maximize SE, more power should be allocated to the data symbols at high SNR and less
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Figure 3.2: The spectral efficiency versus SNR of the proposed method and that of the
methods using BT [24], without BT [22], and optimal power allocation for BT [40] with
the number of BS antennas M=10 and M=50, where Etu = 6.9dB and K = 5

power at low SNR. It is also seen that the approximately half of the total energy budget

is employed for DL training and the other half is employed for DL data transmission at

low SNR.

As mentioned above, the proposed method of power allocation improves SE only

slightly with that offered by the method in [24]. This motivated us to propose another

method of power allocation in the following section in such a way that the power is allo-

cated among all the data symbols of the users.

3.2.5 Equal pilot power for each user is same and is specified

We assume that the pilot power for each user is the same and is specified, i.e., pp1 =

pp1 = ... = ppK = pp is specified and the data power for each user, i.e., pd1 , pd2 ..., pdK is

optimally selected to maximize SE. In order to maximize SE, a new method for power

allocation among users is proposed based on the water-filling approach. Since maximizing

SE is an NP-hard problem, an effective algorithm is also proposed to find local maximum

points. The performance of the proposed power allocation method is verified by conducting
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Figure 3.3: Ratio of the optimal pilot power to the optimal data power when Etu = 6.9dB
and K = 5.

simulations and shown to be superior to other existing methods in terms of SE.

In this method, inspired by the water-filling power allocation method, larger power is

allocated to the users with greater channel gains [70]. This strategy substantially increases

the spectral efficiency compared to the case of allocating equal power. In view of this, let

Et be the total transmit power for BS per each channel use. Hence, the summation of

the data transmit powers of the users is allowed not to exceed Et and the data transmit

power of each user can not be negative. Noting the above, the optimum power allocation

strategy at BS can be formulated as the following optimization problem:

max
pd1 ,pd2 ,...,pdK

S

such that


∑K

k=1 pdk ≤ Et.

pdk ≥ 0 , ∀k.
(3.45)

For a given
∑K

i6=k pdk , Rk is an increasing function of pdk as given by (3.19). As a result,
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S is an increasing function of pdk as given by (3.20). Thus, S is maximized when the

inequality of the total transmit power in (3.45) becomes the equality. Hence, the lower

bound in (3.19) changes to

Rk = E
[
log2

(
1 + SINRk

)]
, (3.46)

where

SINRk=

pdk

∣∣∣∣ √τdppτdpp+K
ỹp,k,k+

K
τdpp+K

√
Mτupu

K(τupu+1)

∣∣∣∣2
Et

τdpp+K
+
∑K

i6=k pdi
∣∣ √τdpp
τdpp+K

ỹp,k,i
∣∣2 + 1

, (3.47)

and the optimization problem given by (3.45) changes to

max
pd1 ,pd2 ,...,pdK

S

such that


∑K

k=1 pdk = Et.

pdk ≥ 0 , ∀k.
(3.48)

Even under perfect CSI, power control problem to maximize the spectral efficiency is

known to be an NP-hard problem [71]. As a result, we intend to find a local optimal

solution for problem given by (3.48) along with an acceptable computational complexity.

To this end, by using the epigraph form, let us equivalently reformulate the problem given

by (3.48) as

max
pdk ,λk

∏
k

λk

such that


∑K

k=1 pdk − Et = 0 ,

1 + SINRk ≥ λk , ∀k

pdk ≥ 0 , ∀k

(3.49)
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To obtain a valid Karush-Kuhn-Tucker (KKT) point (local maximum point) of the prob-

lem given by (3.52), we employ the general inner approximation algorithm [72]. In the

problem of (3.52), only the constraints involving SINRs are non-convex functions. Thus,

we approximate f(pk) = 1 + SINRk by constructing a family of functions f̃i(pk) in

each iteration i, where pk = (pd1 , ..., pdK , λk). This approximation is employed for every

user k. Moreover, the approximated functions need to satisfy the following conditions [72]:

1. f(pk) ≤ f̃i(pk), ∀pk in the feasible set,

2. f(p
(i−1)
k ) ≤ f̃i(p

(i−1)
k ), where p

(i−1)
k denotes the solution from the previous iteration and

3. ∇f(p
(i−1)
k ) = ∇f̃i(p(i−1)

k ).

We replace f(pk) with f̃i(pk) in the ith iteration, and solve the optimization problem given

by (3.52). This algorithm converges to a KKT point of the problem given by (3.48).

The first condition ensures that the solution in each iteration is feasible for the problem

(3.52). The second condition guarantees that the solution from the previous iteration

is feasible for the current iteration. Thus, in each iteration, the objective value of the

problem of (3.52) increases, since the solution from the previous iteration is a feasible

point for the problem of (3.52) in the current iteration. The third condition ensures that

the KKT conditions for problem of (3.52) are satisfied at the convergence. The objective

value is monotonically increasing and bounded from the above. Hence, convergence of the

algorithm is guaranteed.

To construct the approximated functions f̃i(pk), we employ the following Lemma

Lemma 3.6 : Let g(x) =
∑

imi(x) be a posynomial. Then, for any αi, we have [73]

g(x) ≥ g̃(x) =
∏
i

(mi(x)

αi

)αi (3.50)
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In (3.52), the SINR constraints are not valid posynomial constraints since they are in

the form h(x)/g(x). In view of this, applying the above lemma on the denominator of

SINR to replace g(x) with g̃(x) and leaving the numerator of SINR as a valid posynomial,

we can make a valid posynomial constraint. In addition, by selecting αi = mi(x0)/g(x0),

the aforementioned three conditions are satisfied. Employing this method for every SINR

constraint in problem of (3.52) leads to a convex approximation of problem, which can be

solved by convex optimization methods [74]. This procedure is repeated until convergence.

To summarize the aforementioned procedure, we present Algorithm 3.1 to obtain a KKT

point of the problem given by (3.52).

Algorithm 3.1 Successive convex optimization method for obtaining a KKT point of the
optimization problem given by (3.52)

1: Initialize i = 1 and choose P
(0)
k as the solution of the optimization problem (3.52) so

that the constraints are satisfied.
2: Repeat.
3: Construct the ith approximated optimization problem of (3.52) by employing

Lemma 3.6 for every SINR constraint.
4: Solve the ith approximated problem, which is a convex problem and obtain P

(i)
k for

every user k.
5: i← i+ 1.
6: Until convergence.
7: Return all P

(i)
k .

3.2.6 Experimental Results

The spectral efficiency of the proposed method in Section 3.2.5 is demonstrated through

extensive experiments and is compared with that of the method provided in Section 3.2.3.

For a fair comparison, we choose τu = τd = K = 5 and pu = 0dB in all the aforementioned

schemes. We define SNR = Et/K. Since Et is the total transmit power for each channel

use by K users and the noise variance is unity, SNR has the interpretation of average

transmit signal-to-noise ratio (SNR) and is dimensionless.

Fig. 3.4 shows the spectral efficiency versus SNR when T = 200 (for example 1ms ×

200kHz) for M = 10 and M = 50. It is seen from this figure that the method proposed in
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Figure 3.4: The spectral efficiency of the proposed methods and that of provided in
Section 3.2.3 versus SNR, with the number of BS antennas M=10 and M=50, where
Etu = 6.9dB and K = 5

Section 3.2.5 outperforms the scheme of Section 3.2.3 at all SNR values. The reason for this

is that the optimal transmitted power among the users has been derived to maximize the

spectral efficiency. It is also seen that the advantage of the proposed method become even

more prominent at high SNR, since the channel estimate for each user is more accurate

at high SNR [24]. In view of this, the spectral efficiency of the proposed method slightly

improve at low SNR in comparison with that of Section 3.2.3.

Fig. 3.5 shows the optimal power allocated to the users versus SNR using the proposed

method (note that for the y-axis in this figure a logarithmic scale has been plotted). It is

also seen from this figure that approximately equal power has been allocated to the users

at low SNR. As a result, at low SNR, the spectral efficiency of the proposed method is

not as good as that of [24] where the power is equally allocated. However, it is seen from

Fig. 3.4 that the proposed method outperforms that of [24] at high SNR.

By using this method of allocating power to the different users, SE is significantly

improved as shown in Fig 3.4. This motivated us to present another method of power

allocation in the following section in which the power is allocated not only to the data

symbols but also to the pilot symbols.
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Figure 3.5: Optimal power allocated to users versus SNR when M=10.

3.2.7 Equal pilot power for each user

We optimally allocate equal pilot power and different data power for each user in such a

way that SE is maximized, i.e., pp1 = pp1 = ... = ppK = pp and pd1 , pd2 ..., pdK are optimally

selected. In this case, the optimization problem is given by

max
pp,pd1 ,pd2 ,...,pdK

S

such that


∑K

k=1 τdpp+(T − τd − τu)pdk = Et.

pp ≥ 0 , pdk ≥ 0 , ∀k.
(3.51)

Using the epigraph form, let us equivalently reformulate the problem given by (3.51) as

max
pp,pdk ,λk

∏
k

λk

such that


∑K

k=1 τdpp+(T − τd − τu)pdk = Et

1 + SINRk ≥ λk , ∀k

pp ≥ 0 , pdk ≥ 0 , ∀k

(3.52)
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Figure 3.6: The spectral efficiency versus SNR of the proposed methods and that of the
methods using BT [24] and without BT [22], with the number of BS antennas M=10 and
M=50, where Etu = 6.9dB and K = 5

With the same approach employed in the previous section, this optimization problem is

solved using Algorithm 3.1 in which 1 + SINRk = f(pk) and pk = (pd1 , ..., pdK , pp , λk).

3.2.8 Experimental Results

In Fig. 3.4, the spectral efficiency of the method proposed in Section 3.2.7 is demonstrated

through extensive experiments and is compared with that of provided in Section 3.2.5 and

Section 3.2.2. It can be seen from this figure that the method proposed in Section 3.2.7

outperforms the other methods.

Finally, Fig. 3.6 shows the spectral efficiency versus SNR for all the aforementioned

schemes.

3.2.9 Summary

We have investigated the downlink transmission in a single multi-user massive MIMO

system under time-division duplexing operation via a beamforming training method. We

have proposed three methods of power allocation in order to maximize spectral efficiency.
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The performance of the proposed methods have been demonstrated by conducting simu-

lations and shown to be superior to that of the other two existing methods provided in

Sections 3.2.1 and 3.2.2 in terms of spectral efficiency.

Conventionally, the transmit powers of the pilot and data symbols are considered to

be equal in the beamforming training scheme. In the first proposed method, we have

allocated equal pilot power and equal data power for all users in order to maximize the

spectral efficiency.

Conventionally, the transmitted power at BS has been considered to be equal among

the data symbols of the various users in the downlink transmission. In the second proposed

method, inspired by the water-filling power allocation scheme, we have posed and answered

a basic question about the operation of BS in downlink massive MU-MIMO systems as to

how much is the improvement in the spectral efficiency if the power allocated to the data

symbols of the various users are chosen optimally? In answering this question, we have

found that the spectral efficiency can be significantly increased at high SNR, by optimally

allocating the total transmit power to the users.

These two aforementioned methods motivated us to present a third method of power

allocation in which the power is allocated not only to the data symbols but also to the pilot

symbols of all the users (assuming all the pilot powers to be equal) in order to maximize

the spectral efficiency. We have shown that this method of power allocation outperforms

the two aforementioned methods in terms of spectral efficiency.
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Chapter 4

Spectral efficiency for downlink

transmission with large scale fading

In the previous chapter, three methods of power allocation between the data symbols and

pilot symbols have been proposed to maximize the SE in the BT scheme for a given total

power budget in a coherence interval for each user, assuming the channel between the users

and the base station to have small scale fading. However, due to the channel hardening

effect in massive MU-MIMO, allocating the power based on large-scale fading is more

realistic rather than that based on small-scale fading. This case has been investigated

for UL transmission in [32]. However, to the best of the author’s knowledge, the power

allocation problem that jointly determines the data power and pilot power allocation

among the various users based on large-scale fading for the BT scheme for the downlink

transmission has not yet been studied in the literature. This motivated the author to

optimize the pilot power as well as the data power for each user to maximize SE, where a

total power budget is given per coherence interval for all users. Intuitively, the SE obtained

by this method should be superior to that of the methods provided in the previous chapter.

In view of this, in this chapter, first, we derive a lower bound on the achievable rate

of each user based on large-scale fading in a single cell massive MU-MIMO DL system.

Then, we propose various power allocation schemes among the pilot and data symbols of
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the various users in order to maximize SE, where the total energy budget per coherence

interval is given for all users. Since maximizing SE via jointly optimal pilot and data

power allocation is an NP-hard optimization problem, we propose algorithms based on

the general inner approximation algorithm to find the local maximum points.

4.1 System Model

Consider a single-cell massive MU-MIMO system for the DL transmission, where a BS

with M multiple antennas serves K single antenna users in the same frequency band.

In this system model, BS uses MRT precoding before the DL transmission. In view of

this, BS needs to acquire CSI which is obtained through the UL training. Since there is

a channel reciprocity between UL and DL channels in TDD operation, BS employs the

obtained CSI to precode the data symbols in DL transmission.

4.1.1 Uplink Training

Let G be the M × K channel matrix between the users and BS, where the elements

of each column of G are identical and independent distribution (i.i.d) with a Gaussian

distribution having zero mean and βk variance, where βk represents the large-scale fading

including path loss and shadowing for the kth user, i.e., gk ∼ CN (0, βk). To estimate

G, the users simultaneously transmit orthogonal pilot sequences with length τu symbols

per coherence interval to BS, where τu ≥ K. The pilot matrix of the users is denoted

by Ψ = [φ1, φ2, ..., φK ] ∈ Cτu×K with the orthogonality property Ψ†Ψ = IK, where φk

denotes the pilot sequence of the kth user and (.)† denotes the Hermitian operation of the

associated matrix. In view of this, the M × τu pilot matrix received at BS can be written

as [32]

Yu =
√
τupu G Ψ† + Nu, (4.1)
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where pu and Nu ∈ CM×τu denote, respectively, the transmit signal-to-noise ratio (SNR) of

each pilot symbol and the received noise matrix at BS. Using the received pilot sequences

and minimum mean-square error (MMSE) estimation, BS estimates gk is given by [67]

ĝk =
τupuβk

1 + τupuβk
gk +

√
τupuβk

1 + τupuβk
ñk, (4.2)

where ñk ∼ CN (0, IM) is independent of gk. In this case, gk can be decomposed as

gk = ĝk + εk, (4.3)

where εk is the channel estimation error. Since MMSE channel estimation is employed,

gk and εk are independent. Moreover, ĝk and εk have i.i.d elements CN (0,
τupuβ2

k

1+τupuβk
) and

CN (0, βk
1+τupuβk

), respectively.

4.1.2 Downlink Transmission

After the estimation of the channel, BS employs ĝk to linearly precode the data symbols.

Let sk be the symbol that is transmitted to the kth user with E{|sk|2} = 1 and let

W ∈ CM×K be the linear precoding matrix. In this case, the M ×1 transmit signal vector

can be written as x = Ws, where s , [
√
pd1s1,

√
pd2s2, ...,

√
pdKsK ]T , (.)T denoting the

transpose operator and pdk is the transmit SNR of each data symbol for the kth user. To

satisfy the power constraint at BS, we have

E
[
tr
(
WW†)] = 1 . (4.4)

Since it is shown in [24] that the MRT precoding is more efficient than the ZF precoding

in the BT scheme, we employ the MRT precoding in this thesis. In view of this, W is
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given by

W = αĜ∗, (4.5)

where (.)∗ denotes the conjugate operator and α denotes a normalization constant for satis-

fying the transmit power constraint given by (4.4) which is obtained as E
[
tr
(
α2Ĝ∗ĜT

)]
=1.

Equivalently, in this system model, using (4.2), α is obtained as

α=

√
1

Mτu pu
∑K

i=1 β
2
i /(1 + τupuβi)

. (4.6)

In this case, the received vector in DL transmission at the users is given by

y = GTWs + n, (4.7)

where n is a vector whose kth element is additive noise at the kth user that is denoted by

nk ∼ CN (0, 1). Let us define aki , gTk wi, where wi is the ith column of W. In view of

this definition, the received signal at the kth user is given by

yk =
√
pdk akksk +

K∑
i=1,i6=k

√
pdiakisi + nk. (4.8)

Since each user requires CSI to accurately detect the transmitted signal, we employ the

BT scheme to estimate the effective channel gain akk at each user [24].

4.1.3 Beamforming Training

In the BT scheme, short pilot sequences are transmitted by BS in DL transmission [24].

Then, each user estimates the effective channel gain aki using the received pilot sequences

and the MMSE channel estimation. Let Sp ∈ CK×τd be a pilot matrix in the DL transmis-

sion, where τd is the number of symbols for pilot sequences. In view of this, kth column of
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the pilot matrix can be written as Sp,k =
√
τdppk Φk, where ppk and Φk denote SNR of each

pilot symbol for kth user and kth column of pilot sequence matrix in DL transmission,

respectively. Due to the orthogonality of the pilot sequences, we require that τd > K.

BS transmits the pilot matrix WSp to the users. Hence, the received pilot matrix in DL

transmission can be expressed as

Yp = GTWSp + Np, (4.9)

where Np denotes the AWGN noise matrix whose elements are i.i.d. CN (0, 1). To estimate

akk at each user, we use the orthogonality of the pilot sequences. To this end, let Ỹp ,

YpΦ
†. Thus, we have

Ỹp = GTWP + Ñp, (4.10)

where Ñp , NpΦ
† has the same distribution as Np and P = [

√
τdppk ] denotes the K×K

diagonal matrix of the power allocation coefficients. Decomposing Ỹp given by (4.9), we

have

ỹp,k =
√
τdppk gTk W + ñp,k =

√
τdppk aTk + ñp,k, (4.11)

where ỹp,k and ñp,k denote the kth columns of Ỹp and Ñp, respectively and ak , [ak1ak2...akK ]T .

Using (4.10) and MMSE channel estimation, kth user estimates ak. In the BT scheme,

ak1,...,akK are independently estimated by the kth user [24]. As a result, the estimation

of aki can be written as [67]

âki=E[aki] +
cov(aki, ỹp,ki)

cov(ỹp,ki, ỹp,ki)

(
ỹp,ki − E[ỹp,ki]

)
(4.12)

where ỹp,ki denotes the ith element of ỹp,k. Let εki be the channel estimation error.

Employing MMSE channel estimation, the estimate âki and the estimation error εki are
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uncorrelated. Hence, aki can be written as

aki = âki + εki (4.13)

Substituting (4.13) into (4.8), we have

yk=
√
pdk âkksk+

K∑
i=1,i6=k

√
pdi âkisi+

K∑
i=1

√
pdiεkisi+nk. (4.14)

4.1.4 Achievable Downlink Rate

Following the work in [24] and using (4.14), a lower bound on the achievable DL rate for

the kth user is obtained as

Rk=E

[
log2

(
1+

pdk |âkk|2∑K
i=1pdiE{|εki|2}+

∑K
i6=kpdi|âki|2+ 1

)]
. (4.15)

To calculate the achievable DL rate for the kth user given by (4.15), we should generate

the channel and compute âki several times. Then, we average over all realizations. To

simplify these calculations, we obtain a close approximation of the achievable DL rate for

the kth user employing Lemma 3.1.

Using Lemma 3.1, the achievable DL rate given by (4.15) can be approximated as

R̂k≈ log2

(
1+

pdk E{|âkk|2}∑K
i=1pdiE{E{|εki|2}}+

∑K
i6=kpdiE{|âki|2}+1

)
. (4.16)

Proposition 4.1 : Using MRT precoding, the achievable DL rate given by (4.16) can

be written as

R̂k = log2(1 + SINRk), (4.17)
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where

SINRk=

Mτupupdk
(αβk)2

γ2
kk +

pdkγ
2
kk

γkk+ 1
Mτupuτdppk

1
Mτupu

+
∑K

i6=k
pdiγ

2
ki

γki+
1

Mτupuτdppi

+
∑K

i=1

pdi
γki

Mτupuτdppi

γki+
1

Mτupuτdppi

, (4.18)

and γki = α2 β2
i βk

1+τupuβi
. The proof of Proposition 4.1 is given in Appendix C.

4.2 Spectral efficiency in two simple cases

The spectral efficiency, as defined in (3.20), is reproduced below for convenience

S =
T − τu − τd

T

K∑
k=1

R̂k, (4.19)

where T is the length of the coherence interval in DL transmission. We now consider the

spectral efficiency for the following two cases.

4.2.1 No pilot power and equal data power for all users

We assume that BS does not transmit any pilot symbols to the users and the data power

for each of the users is the same, i.e., τd = 0 and pd1 = pd1 = ... = pdK = pd. Hence,

from (4.17) and (4.18) we see that the lower bound for ADR is

R̂k = log2(1 + SINRk), (4.20)

where

SINRk =

Mτupupd
(αβk)2

γ2
kk

1
Mτupu

+
∑K

i=1pdγki
, (4.21)

In this method of power allocation, SE is obtained by substituting (4.20) in (4.19).
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4.2.2 Equal pilot and data powers for each user

We assume that the pilot power as well as the data power for each user is the same, i.e.,

pp1 = ... = ppK = pd1 = ... = pdK = pd. Hence, from (4.17) and (4.18) the lower bound for

ADR is obtained as

R̂k = log2(1 + SINRk) (4.22)

where

SINRk=

Mτupu
(αβk)2

γ2
kk +

γ2kk
γkk+ 1

Mτupuτdpd

1
Mτupupd

+
∑K

i6=k
γ2ki

γki+
1

Mτupuτdpd

+
∑K

i=1

γki
Mτupuτdpd

γki+
1

Mτupuτdpd

, (4.23)

Again, in this method of power allocation, SE is obtained by substituting (4.22) in (4.19).

4.3 Maximization of spectral efficiency

In the following section, we present a method of power allocation in such a way that SE is

maximized. In this method, pilot power as well as data power for each user is optimized

to maximize SE, i.e., we optimize pp1 , ..., ppK , as well as pd1 , ..., pdK in order to maximize

SE.

4.3.1 Joint pilot and data powers for each user

Conventionally, power is equally allocated among the pilot and data symbols in DL trans-

mission, but in this thesis, we allow BS to allocate power among each of the pilot and

data symbols of the various users in a given total power budget per coherence interval for
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all users in order to maximize SE. Mathematically speaking, we have

max
pdk ,ppk

T − τu − τd
T

K∑
k=1

log2(1 + SINRk)

s.t


∑K

k=1 τdppk+(T − τd − τu)pdk=Pt

ppk ≥ 0, pdk ≥ 0,∀k.
(4.24)

where Pt is the total power budget spent in a coherence interval for all users. The op-

timization problem given by (4.24) is an NP-hard problem. Hence, using general inner

approximation algorithm, we find a local optimal solution for the optimization problem

given by (4.24). In view of this, with the aid of epigraph form, let us equivalently rewrite

the optimization problem given by (4.24) as

max
pdk ,ppk ,λk

∏
k

λk

s.t


∑K

k=1 τdppk + (T − τd − τu)pdk =Pt

ppk ≥ 0, pdk ≥ 0,∀k

1 + SINRk ≥ λk ,∀k,

(4.25)

where λk is a variable of the optimization problem for the kth user. In this optimization

problem, only the constraints for SINRk are not convex, which can be written as λk−

SINRk≤ 1 ,∀k. After simplification, it can be shown that this constraint can be rewritten

as w(qk) = z(qk)/h(qk) ≤ 1 ,∀k, where z(qk) and h(qk) are posynomial functions and

qk = (pd,pp, λk), pd = {pd1 , pd2 , ..., pdK}, and pp = {pp1 , pp2 , ..., ppK}. Employing the

general inner approximation algorithm [72], we intend to find an appropriate Karush-

Kuhn-Tucker (KKT) point (local maximum point) for the optimization problem given

by (4.25). In view of this, we approximate w(qk) expressions in the ith iteration of the

general inner approximation algorithm as ŵi(qk) in such a way that ŵi(qk) is a posynomial

function.
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Theorem 4.1 : To construct a posynomial function for the general inner approxima-

tion algorithm, it is required to satisfy the three following conditions [72].

1) w(qk) ≤ ŵi(qk), ∀qk,

2) w(q
(i−1)
k ) = ŵi(q

(i−1)
k ), where q

(i−1)
k is the solution obtained from the previous

iteration, and

3) ∇w(q
(i−1)
k ) = ∇ŵi(q(i−1)

k ).

Since the objective value of the optimization problem given by (4.25) is bounded from

above and increases monotonically in each iteration, convergence of the general inner

algorithm is guaranteed.

Theorem 4.2 : Let h(x) =
∑

j nj(x) be a posynomial function, where nj(x) and x are

a monomial function and a set of variables, respectively. For any constant αj, with the

aid of the arithmetic-geometric mean inequality, we have [73]

h(x) ≥ h̃(x) =
∏
j

(nj(x)

αj

)αj . (4.26)

Moreover, for any fixed positive x0 and αj = nj(x0)/h(x0), h̃(x) is the best local monomial

approximation to h(x0) near x0 in the sense of first order Taylor approximation [73].

In addition, the three conditions given by Theorem 4.1 are satisfied by choosing αj =

nj(x0)/h(x0) in Theorem 4.2 [13].

Lemma 4.1 : Replacing the denominator h(qk) of the constraint for w(qk) by h̃(qk)

and leaving the numerator, z(qk), unchanged, the posynomial constraint ŵ(qk) = z(qk)/h̃(qk)

is constructed in each iteration of the general inner approximation algorithm [73].

Employing Lemma 4.1 leads to constructing a valid posynomial for every SINR con-

straint in the optimization problem given by (4.25). This results in a geometric program-

ming (GP) optimization problem at each iteration of the general inner approximation

algorithm since the objective function is a monomial and the constraints are posyno-

mial [73]. This GP problem can be efficiently solved with any GP solver. In this thesis, we

employ the ConVeX (CVX) package to solve this GP problem [75]. It is worth mentioning
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that the GP optimization problem can be converted to a convex optimization problem

by change of variable [73]. We repeat this procedure in the general inner approximation

algorithm until convergence which is described in Algorithm 4.1.

Algorithm 4.1 Finding a KKT point of problem (4.25)

1: Initialize i = 0 and choose q
(0)
k as the solution of the optimization problem (4.25).

2: while q
(i)
k not converged do

3: i← i+ 1.
4: Setting αj = nj(q

(i−1)
k )/h(q

(i−1)
k ) and using Lemma 4.1 for every SINR constraint,

construct the ith approximated optimization problem given by (4.25)
5: The ith approximated optimization problem is a GP problem. Solve this GP

problem using the ConVeX (CVX) package to obtain q
(i)
k for each k.

6: end while
7: Return all q

(i)
k .

Employing Algorithm 4.1, we obtain the optimal values for pp1 , pp2 , ..., ppK , pd1 , pd2 , ...,

and pdK . Then, we substitute these optimal values into (4.19) in order to maximize the

spectral efficiency.

In the following sections, we present three special cases of the proposed power allocation

methods. These cases lead to various power allocation methods as discussed below.

1. Pilot power for each user is the same, with a similar statement holding true for the

data power, i.e.,

pp1 = pp2 = ... = ppK = pp.

pd1 = pd2 = ... = pdK = pd.

2. Pilot power is the same for each user and is specified, while the data power for each

user is determined to maximize SE, i.e.,

pp1 = pp2 = ... = ppK = pp is specified.

3. Pilot power is the same for each user, i.e.,

pp1 = pp2 = ... = ppK = pp,
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4.3.2 Equal pilot power and equal data power for all users

We assume that the pilot power for each user is the same as well as that for the data power

for each user is the same, i.e.,pp1 = pp1 = ... = ppK = pp and pd1 = pd1 = ... = pdK = pd.

Substituting these in (4.18), the lower bound of ADR in this case is given by

R̂k = log2(1 + SINRk), (4.27)

where

SINRk=

Mτupu
(αβk)2

γ2
kk +

γ2kk
γkk+ 1

Mτupuτdpp

1
Mτupupd

+
∑K

i6=k
γ2ki

γki+
1

Mτupuτdpp

+
∑K

i=1

γki
Mτupuτdpp

γki+
1

Mτupuτdpp

, (4.28)

In this method of power allocation, we allocate the power among the pilot and data

symbols in DL transmission given the energy budget in a coherence time in such a way

that SE is maximized. Mathematically speaking, we have the following problem.

max
pd,pp

T − τu − τd
T

K∑
k=1

log2(1 + SINRk)

s.t

 K
(
τdpp+(T − τd − τu)pd

)
=Pt

pp ≥ 0, pd ≥ 0.
(4.29)

where Pt is the total power budget spent in a coherence interval for all users. Following

the same procedure presented for solving the optimization problem given by (4.24), we

obtain the optimal values pp and pd in the optimization problem given by (4.29). Then,

we substitute these optimal values into (4.19) in order to maximize the spectral efficiency.

4.3.3 Equal pilot power for each user is same and is specified

We assume that the pilot power for each user is specified, i.e., pp1 = pp1 = ... = ppK = pp

is specified and the data power for each user, i.e., pd1 , pd2 ..., pdK is optimally selected to
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maximize SE. Substituting these in (4.18), the lower bound of ADR in this case is given

by

R̂k = log2(1 + SINRk), (4.30)

where

SINRk=

Mτupupdk
(αβk)2

γ2
kk +

pdkγ
2
kk

γkk+ 1
Mτupuτdpp

1
Mτupu

+
∑K

i6=k
pdiγ

2
ki

γki+
1

Mτupuτdpp

+
∑K

i=1

pdi
γki

Mτupuτdpp

γki+
1

Mτupuτdpp

, (4.31)

In this method, we allocate the power among the data symbols in DL transmission for

a given energy budget in a coherence time interval in such a way that SE is maximized.

Mathematically speaking, we have the following problem.

max
pdk

T − τu − τd
T

K∑
k=1

log2(1 + SINRk)

s.t


∑K

k=1(T − τd − τu)pdk=Pt −Kτdpp

pdk ≥ 0,∀k.
(4.32)

where Pt is the total power budget spent in a coherence interval for all users. Following

the same procedure presented for solving the optimization problem given by (4.24), we

obtain the optimal values pd1 ,...,pdK in the optimization problem given by (4.32). Then,

we substitute these optimal values into (4.19) in order to maximize the spectral efficiency.

4.3.4 Equal pilot power for each user

We now assume that the pilot power for each user is the same, i.e., pp1 = pp1 = ... = ppK =

pp. Substituting these in (4.18), the lower bound of ADR in this case is given by

R̂k = log2(1 + SINRk), (4.33)
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where

SINRk=

Mτupupdk
(αβk)2

γ2
kk +

pdkγ
2
kk

γkk+ 1
Mτupuτdpp

1
Mτupu

+
∑K

i6=k
pdiγ

2
ki

γki+
1

Mτupuτdpp

+
∑K

i=1

pdi
γki

Mτupuτdpp

γki+
1

Mτupuτdpp

, (4.34)

We now optimally allocate the equal pilot power pp and the different data powers, i.e.,

pd1 , pd2 ..., pdK for each user in such a way that SE is maximized. Mathematically speaking,

we have the following problem.

max
pp,pdk

T − τu − τd
T

K∑
k=1

log2(1 + SINRk)

s.t

 Kτdpp+
∑K

k=1(T − τd − τu)pdk=Pt

pp ≥ 0, pdk ≥ 0,∀k.
(4.35)

where Pt is the total power budget spent in a coherence interval for all users. Following the

same procedure presented for solving the optimization problem given by (4.24), we obtain

the optimal values pp, pd1 ,...,pdK in the optimization problem given by (4.35). Then, we

substitute these optimal values into (4.19) in order to maximize the spectral efficiency.

4.4 Numerical Results

We now study the relative performance of the various methods discussed in Sections 4.2

and 4.3 by conducting a number of experiments. In all the experiments, we set T = 200,

τu = τd = K, pu = 0 dB, and the power per symbol to be 10dB on an average. Thus, the

total available power for DL transmission is Pt = 10 × (T − τu) × K = 10(200 − K)K.

Moreover, we assume that no user is closer to BS than rh = 100 meters and the radius of

the cell is R = 1000 meters. We also assume that the path loss exponent is v = 3.8 and

zk is the log-normal random variable with standard deviation δshadow = 8 dB. In view of
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Figure 4.1: CDF of the spectral efficiency (K = 5).

this, the large-scale fading coefficient for the kth user given by βk = zk/(dk/rh)
v, where dk

is the distance between BS and the kth user. All methods are run for 1000 Monte-Carlo

simulations, using MATLAB software and a PC with Intel(R) Core(TM) i5 @ 2.7 GHz

processor and 4 GB installed memory (RAM). In each snapshot, the users are randomly

located in the cell so that the large-scale fading coefficient for each user changes.

Fig. 4.1 shows the cumulative distribution function (CDF) of SE when M = 10 and

M = 100 for the following three methods. 1) The method discussed in Section 4.2.1, where

BS does not transmit any pilot symbols to the users and the data power for each of the

users is the same, i.e., τd = 0 and pd1 = pd1 = ... = pdK = pd. 2) The method described in

Section 4.2.2, where the pilot power as well as the data power for each user is the same,

i.e., pp1 = ... = ppK = pd1 = ... = pdK = pd. 3) The method proposed in Section 4.3.2,

where the pilot power for each user is the same as well as that for the data power for each

user is the same, i.e.,pp1 = pp1 = ... = ppK = pp and pd1 = pd1 = ... = pdK = pd. It can be

seen from this figure that the method proposed in Section 4.3.2 improves SE very slightly

over that offered by those of sections 4.2.1 and 4.2.2, where no optimization is required.
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Fig. 4.2 shows the cumulative distribution function (CDF) of SE when M = 10 and

M = 100 for following four methods. 1) The method proposed in 4.3.2, where the pilot

power for each user is the same as well as that for the data power for each user is the

same, i.e.,pp1 = pp1 = ... = ppK = pp and pd1 = pd1 = ... = pdK = pd. 2) The method

proposed in Section 4.3.3, where the pilot power for each user is specified, i.e., pp1 = pp1 =

... = ppK = pp is specified and the data power for each user, i.e., pd1 , pd2 ..., pdK is optimally

selected to maximize SE. 3) The method proposed in Section 4.3.4, where the pilot power

for each user is the same, i.e., pp1 = pp1 = ... = ppK = pp and pp along with the data power

for each user, i.e., pd1 , pd2 ..., pdK is optimally selected to maximize SE. 4) The method

proposed in Section 4.3.1, where the pilot power as well as the data power for each user

is optimized to maximize SE, i.e., pp1 , ..., ppK , as well as pd1 , ..., pdK are optimized in order

to maximize SE. It can be seen from this figure that SEs of the methods proposed in

Sections 4.3.1, 4.3.3, and 4.3.4 are approximately the same, and very much superior to

that of the method proposed in Section 4.3.2. This superiority in the performance can be

attributed to the optimal power allocation to the data symbols for each of the users at BS

in DL transmission, where a total power budget Pt is given for the users. As expected,

it can be seen from this figure that when the number of antennas at BS increases, the

performance of the proposed power allocation methods proposed in Sections 4.3.1, 4.3.3,

and 4.3.4 significantly improves in terms of SE. This indicates that these power allocation

methods are particularly suitable for massive MU-MIMO systems, where the number of

antennas at BS is very large.

Next, we increase K to study the performance of the proposed methods in terms

of SE. Fig. 4.3 shows CDF of SE for the power allocation methods proposed in Sec-

tions 4.3.1, 4.3.3, and 4.3.4 as well as for the equal power allocation method proposed in

Section 4.2.2 when K = 5 and K = 10. It can be seen from this figure that when K

increases, SE decreases irrespective of the method used.

In the optimization problem given by (4.25), the average run time for obtaining the
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Figure 4.2: CDF of the spectral efficiency (K = 5).

solution is 1.086548 seconds averaged over all the 1000 snapshots when K = 5. The

corresponding run times to obtain solutions for the problems given by (4.29), (4.32),

and (4.35) are 0.546985, 0.731824, and 0.785823 seconds, respectively. These are shown

in Tables 4.1 and 4.2 for K = 5. The corresponding run times to obtain solutions for

the problems given by (4.25), (4.29), (4.32), and (4.35) when K = 10 are 2.3903, 0.7548,

1.0977 and 1.3359, respectively. These are shown in Tables 4.3 and 4.4.

Tables 4.1 and 4.2 show a comparison among the power allocation methods proposed

in Sections 4.3.1, 4.3.3, 4.3.4 and 4.3.2, when K = 5; the values of the power are presented

in Watts and dB, respectively. Tables 4.3 and 4.4 give the corresponding results when

K = 10. It can be seen from these tables that optimizing the power of the data symbols is

much more important than optimizing the power of the pilot symbols in order to maximize

SE.
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Figure 4.3: CDF of the spectral efficiency (M = 100).

4.5 Summary

In this chapter, we have investigated spectral efficiency of a massive MU-MIMO downlink

system based on large-scale fading. In order to maximize the spectral efficiency for a given

total power budget, we have proposed the four following methods of power allocation.

1) Power is allocated among the pilot and data symbols in such a way that the pilot

power as well as the data power for each user is the same. The pilot power and the data

power are optimally selected in order to maximize the spectral efficiency. 2) Power is

allocated among the data symbols of the various users, where the pilot power for each

user is same and is specified. In this method, the data power for each user is optimally

selected to maximize the spectral efficiency. 3) Power is allocated among the pilot and

data symbols of the various users, where the pilot power for each user is the same. In

this method, the same pilot power along with the various data powers is optimized to

maximize the spectral efficiency. 4) Power is allocated among each of the pilot and data

symbols of the various users. In this method, the pilot power as well as the data power

for each user is optimized to maximize SE.

Numerical results have shown that methods 2, 3,and 4 offer similar performance in

64



Table 4.1: Comparison among the proposed power allocation methods (K = 5)

Proposed Method of Method of Method of Method of

methods Section 4.3.1 Section 4.3.4 Section 4.3.3 Section 4.3.2

Users βk ppk pdk ppk pdk ppk pdk ppk pdk

User 1 0.001 1.2425 10.3347 0.7813 10.2270 10 9.6453 0.2925 10.2555

User 2 0.006 1.0361 10.5380 0.7813 10.4152 10 10.8772 0.2925 10.2555

User 3 0.188 0.7456 10.2383 0.7813 10.2763 10 10.3342 0.2925 10.2555

User 4 0.307 0.3927 10.0992 0.7813 10.2089 10 9.2512 0.2925 10.2555

User 5 1.049 0.4895 10.0027 0.7813 10.0739 10 9.9426 0.2925 10.2555

Total pilot power
3.90×5=19.53 3.90×5=19.54 50×5=250 1.46×5=7.31

in watts

Total data power
51.21×190=9730.5 51.2×190=9728.2 50.05×190=9509.5 51.27×190= 9742.7

in watts

Total power Pt
9750 9750 9750 9750

in watts

Run time (Secs) 1.0865 0.7858 0.7318 0.5469

terms of SE with approximately the same run time. However, the SE of these methods is

much better than that of method 1, even though the run time for the former methods are

slightly more than that of latter method. This indicates that in a downlink transmission,

where the total power budget is given, optimizing the power of data symbols is much more

important than optimizing the power of pilot symbols in order to maximize the spectral

efficiency.
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Table 4.2: Comparison among the proposed power allocation methods (K = 5)

Proposed Method of Method of Method of Method of

methods Section 4.3.1 Section 4.3.4 Section 4.3.3 Section 4.3.2

Users βk ppk pdk ppk pdk ppk pdk ppk pdk

User 1 0.001 0.94dB 10.14dB -1.07dB 10.09dB 10dB 9.84dB -5.33dB 10.10dB

User 2 0.006 0.15dB 10.22dB -1.07dB 10.17dB 10dB 10.36dB -5.33dB 10.10dB

User 3 0.188 -1.27dB 10.10dB -1.07dB 10.11dB 10dB 10.14dB -5.33dB 10.10dB

User 4 0.307 -4.05dB 10.04dB -1.07dB 10.07dB 10dB 9.66dB -5.33dB 10.10dB

User 5 1.049 -3.10dB 10.00dB -1.07dB 10.03dB 10dB 9.97dB -5.33dB 10.10dB

Total power Pt 39.89dB 39.89dB 39.89dB 39.89dB

Run time (Secs) 1.0865 0.7858 0.7318 0.5469

Table 4.3: Comparison among the proposed power allocation methods (K = 10)

Proposed Method of Method of Method of Method of

methods Section 4.3.1 Section 4.3.4 Section 4.3.3 Section 4.3.2

Users βk ppk pdk ppk pdk ppk pdk ppk pdk

User 1 0.0001 4.3785 10.4238 1.0368 10.658 10 10.3872 0.7662 10.5130

User 2 0.0020 1.1421 10.5427 1.0368 10.268 10 10.1376 0.7662 10.5130

User 3 0.0145 4.1520 10.0812 1.0368 10.523 10 9.6635 0.7662 10.5130

User 4 0.0321 3.1922 10.5082 1.0368 10.414 10 9.7715 0.7662 10.5130

User 5 0.0455 0.8523 10.3123 1.0368 10.522 10 9.8624 0.7662 10.5130

User 6 0.0566 2.3715 10.3867 1.0368 10.474 10 10.2285 0.7662 10.5130

User 7 0.1228 0.8020 10.6219 1.0368 10.338 10 10.3365 0.7662 10.5130

User 8 0.3230 3.0381 10.5210 1.0368 10.582 10 9.6128 0.7662 10.5130

User 9 0.4847 0.6244 10.5110 1.0368 10.728 10 9.7427 0.7662 10.5130

User 10 0.8733 0.2314 10.4921 1.0368 10.473 10 9.2573 0.7662 10.5130

Total pilot power
20.78×10=207.845 10.368×10=103.68 100×10=103 7.662×10=76.620

in watts

Total data power
104.40×180=18792 104.98×180=18896 100×180=18×103 105.13×180=18923

in watts

Total power Pt
19000 19000 19000 19000

in watts

Run time (Secs) 2.3903 1.3359 1.0977 0.7548
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Table 4.4: Comparison among the proposed power allocation methods (K = 10)

Proposed Method of Method of Method of Method of

methods Section 4.3.1 Section 4.3.4 Section 4.3.3 Section 4.3.2

Users βk ppk pdk ppk pdk ppk pdk ppk pdk

User 1 0.0001 6.41dB 10.18dB 0.15dB 10.27dB 10dB 10.16dB -1.15dB 10.21dB

User 2 0.0020 0.57dB 10.22dB 0.15dB 10.11dB 10dB 10.05dB -1.15dB 10.21dB

User 3 0.0145 6.18dB 10.03dB 0.15dB 10.22dB 10dB 9.85dB -1.15dB 10.21dB

User 4 0.0321 5.04dB 10.21dB 0.15dB 10.17dB 10dB 9.89dB -1.15dB 10.21dB

User 5 0.0455 -0.69dB 10.13dB 0.15dB 10.22dB 10dB 9.93dB -1.15dB 10.21dB

User 6 0.0566 3.75dB 10.16dB 0.15dB 10.20dB 10dB 10.09dB -1.15dB 10.21dB

User 7 0.1228 -0.95dB 10.26dB 0.15dB 10.14dB 10dB 10.14dB -1.15dB 10.21dB

User 8 0.3230 4.82dB 10.22dB 0.15dB 10.24dB 10dB 9.82dB -1.15dB 10.21dB

User 9 0.4847 -2.04dB 10.21dB 0.15dB 10.30dB 10dB 9.88dB -1.15dB 10.21dB

User 10 0.8733 -6.35dB 10.20dB 0.15dB 10.20dB 10dB 9.66dB -1.15dB 10.21dB

Total power Pt 42.78dB 42.78dB 42.78dB 42.78dB

Run time (Secs) 2.3903 1.3359 1.0977 0.7548
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Chapter 5

Uplink Transmission

In this chapter, we investigate the spectral efficiency of massive MU-MIMO systems with

a very large number of antennas at a base station serving single antenna users in a uplink

transmission. A practical physical channel model is proposed by dividing the angular

domain into a finite number of distinct directions. A lower bound on the achievable

rate of uplink data transmission is derived using a linear detector for each user. The

obtained lower bound is further modified for the maximum-ratio combining and zero-

forcing receivers. A power control scheme based on large-scale fading is also proposed

to maximize the spectral efficiency under peak power constraint, where the MRC or ZF

receiver is employed at BS.

5.1 Power Allocation with Finite-Dimensional Chan-

nel

It is known that in practical applications, complexity of the propagation environment and

properties of the antenna arrays at BS have significant effect on the performance of massive

MIMO systems. In addition, the channel vectors for different users are not asymptotically

orthogonal and have been modeled by an L-dimensional vector, where L is the number of

angular bins. It has been shown in [48] that by increasing the number of antennas at BS

68



under a finite-dimensional model with L angular bins, the performance of massive MIMO

systems is almost the same as its performance under uncorrelated channel model with L

antennas. Another important practical consideration is that the dimension of the physical

channel should be finite [45,46].

In view of this, in this section, we propose a finite-dimensional channel model and derive

the achievable rate of a multi-user massive MIMO system on the uplink channel. A lower

bound on the achievable rate is derived and employed in defining the SE. It should be noted

that due to employing a finite-dimensional uplink channel and consequently increasing the

multiuser interferences, conventional approaches for equal power control among the users

may not be used and thus, an optimal transmit power of each user needs to be determined

and used to maximize the SE based on the large-scale fading coefficient [10].

5.1.1 Channel Model

A BS in a multi-user massive MIMO network is assumed to be equipped with M antennas

and serves K single-antenna users as shown in Fig 5.1. Since the propagation environment

and properties of the antenna arrays have significant impact on the performance of massive

MIMO systems [48], we assume that the dimension of the physical channel L is finite and

the angular bin is divided into a number of directions such that L ≤ M . Moreover,

since the distance between BS and each user is much larger than the distance among the

antennas, the angles of arrival at the M antennas of BS, φl ∈ [−π/2, π/2], l = 1, ..., L,

are considered to be equal for each user. In this case, each direction is associated with an

M × 1 array as

a(φl) =
1√
L

[e−jf1(φl), e−jf2(φl), ..., e−jfM (φl)]T , (5.1)

where (.)T denotes the transpose operator and fm(φ) is a function of φ. The channel vector

from the kth user to BS is combination of L steering vectors, i.e.,
∑L

l=1 gkla(φl), where gkl

is the propagation coefficient from the kth user to BS associated with the lth direction
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of arrival [48]. To normalize the channel, a 1√
L

factor is used in (5.1). We now define

our channel model G = [g1,g2, ...,gK ] as a L ×K matrix having gk , [gk1, gk2, ..., gkL]T

columns. Each column represents the propagation coefficients from the kth user to BS.

The channel matrix between the K users and BS is then expressed as

T = A G, (5.2)

where A , [a(φ1), ..., a(φL)] is a full rank M × L known matrix and G represents the

propagation channel matrix, whose gklth element is given by

gkl = hkl
√
βk l = 1, 2, . . . , L , (5.3)

where hkl is the fast fading coefficient associated with the lth direction from the kth user to

BS, having zero-mean and unit variance Gaussian distribution, and
√
βk is the large-scale

fading coefficient. This coefficient models the geometrical attenuation (path loss) and

shadow fading that is constant over l. In view of the fact that the distances between the

users and BS are much larger than the those between the antennas,
√
βk will be constant

over time intervals. The propagation channel matrix is then written as

G = HD1/2, (5.4)

where H = [hkl] denotes the L×K matrix of fast fading coefficients between BS and the

K users and D = [βk] denotes the K ×K diagonal matrix of large-scale coefficients.

In the uplink transmission, the users transmit data in the same time-frequency resource.

Thus, the M × 1 received vector at the BS can be written as

y = T x + n, (5.5)

where x denotes the data transmitted by K users and n ∼ CN (0, 1) is an additive white
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Figure 5.1: System model along with the proposed method diagram.

Gaussian noise. The kth element of x is
√
pk xk, where pk and xk are the average trans-

mitted power of the kth user and the kth transmitted symbol, respectively. It is worth

mentioning that wideband channels handled by orthogonal frequency division multiplexing

(OFDM) over restricted intervals can be applied to the signal model (5.5).

5.1.2 Problem Formulation

In this subsection, we present the proposed power control method to maximize the SE in

the cell. First, the lower bound of achievable rates on the uplink channel is derived, where

uniform linear array is considered at BS. For such a uniform linear array, fm(φl) is given

by fm(φl) = 2π(m−1)d
λ

sinφl , m = 1, 2, ...,M [48]. In this case, the response vector in (5.1)

can be rewritten as [48]

a(φl) =
1√
L

[1, e−j2π
d
λ

sinφl , ..., e−j2π
(M−1)d

λ
sinφl ]T , (5.6)

71



where d and λ are the antenna spacing and the carrier wavelength, respectively. In this

respect, we have

1

M
a†(φl)a(φq) =

1

ML

M−1∑
m=0

ej2π
d
λ

(sinφl−sinφq)m , (5.7)

where (.)† denotes the Hermitian operator. When the number of antennas at BS (M) is

very large and l 6= q, we have

1

M
a†(φl)a(φq) =

1

ML

1− ej2π dλ (sinφl−sinφq)M

1− ej2π dλ (sinφl−sinφq)
' 0. (5.8)

If l = q, 1
M

a†(φl)a(φq) = 1
L

. As a result, for large M , we have

1

M
A†A ' 1

L
IL . (5.9)

5.1.2.1 Achievable Uplink Rate

We now derive the lower bounds on the achievable uplink rate for each user when BS is

aware of their channel coefficients (gkl). To this end, BS needs a linear detector depending

on the channel matrix to separate the received signal into streams. Letting V be an M×K

linear detector matrix, beamforming of the received signal is defined as [11]

r = V†y. (5.10)

Substituting (5.5) in (5.10), the received vector can be written as

r = V† T x + V†n. (5.11)
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To separate the transmitted signal of kth user and obtain its achievable rate, (5.11) can

be expressed as

rk =
√
pk v†ktkxk +

K∑
i=1,i6=k

√
pi v†ktixi + v†kn, (5.12)

where vk and tk represent the kth columns of the matrices V and T, respectively. The last

two terms on the right hand side of (5.12) are the interference and noise terms, respectively.

Spectral Efficiency for a single-cell multiuser MIMO system is given by [11]

S =
K∑
k=1

R̃k, (5.13)

where R̃k is the lower bound of the ergodic achievable uplink rate of the kth user, Rk,

which is given by [11]

Rk = E
{

log2

(
1 +

pk|v†ktk|2
K∑

i=1,i6=k

pi |v†kti|
2+ ‖ vk ‖2

)}
, (5.14)

At this stage, two linear detectors, namely, ZF and MRC, are employed to derive R̃k.

Lemma 5.1 : Using ZF detector, the interference term cancels out and R̃k is obtained

as

R̃zf
k = log2

(
1 + pk ×

M

L
(L−K)βk

)
. (5.15)

Proof : See Appendix D. �

Lemma 5.2 : Using MRC detector, R̃k is obtained as

R̃mrc
k = log2

(
1 +

βk(L− 1)pk∑K
i=1,i6=k βi pi + L

M

)
. (5.16)

Proof : See Appendix E. �
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Using MRC detector, the lower bound of achievable rate of each user depends on the

transmit power of the other users due to the interference term. Hence, when users consume

their peak power for transmission, the interference term may be increased and the spectral

efficiency given by (5.13) may be diminished. Although the interference has an impact

on the achievable rate of each user in MRC receiver, this receiver is still being employed

in multi-user massive MIMO systems. This is due to the fact that MRC detector is used

in a distributed fashion, independently at each antenna unit and offers less per-symbol

complexity [4].

5.1.2.2 Optimal Power Control

We now present a power control scheme for the users to maximize the SE given in (5.13).

To this end, we find the optimal transmitted power for each user. Let pmax be the peak

power that each user can transmit in one symbol. Then, the optimal power control strategy

for each user can be formulated as

max
p1,p2,...,pK

K∑
k=1

R̃C
k (5.17)

s.t. 0 <pk≤ pmax ; k = 1, 2, ..., K.

where C ∈ {mrc, zf} corresponds to MRC or ZF detectors. The given constraints guar-

antee that the power control function is positive and do not exceed pmax.

Theorem 5.1. Using ZF receiver, (5.17) can be maximized when all users transmit

their maximum powers, i.e., pk = pmaxk .

Proof : Since there is no interference in ZF receiver obtained in (5.15), the proof is

straightforward. �

Theorem 5.2. Using MRC receiver, (5.17) is NP-hard [71], and can be reformulated
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as

max
p1,p2,...,pK

K∏
k=1

(
1

M
+ γk(p1, p2, ..., pK)

)
(5.18)

s.t. 0 <pk≤ pmax ; k = 1, 2, ..., K.

where γk(p1, p2, ..., pK) = βk(L−1)pk
M

∑K
i=1,i6=k βipi+L

.

This optimization problem is still an NP-hard problem. We solve (5.18) using an

alternative optimization approach as

max
p1,p2,...,pK

K∏
k=1

γk(p1, p2, ..., pK) (5.19)

s.t. 0 <pk≤ pmax ; k = 1, 2, ..., K.

For large M , the optimal solutions of (5.19) and (5.18) are the same.

Proof : Let y∗ and yopt be the optimal solution of (5.19) and (5.18), respectively. As a

result, considering (5.19) and (5.18), y∗ ≤ yopt. Defining uk , max
p1,p2,...,pK

{γk(p1, p2, ..., pK)}

with 0 ≤pk≤ pmax, we have

uk =
pmaxβk(L− 1)

L
. (5.20)

Thus, for any given indices of γji , i = 1, ..., K, we have

γj1(p1, p2, ..., pK)...γji(p1, p2, ..., pK) ≤ u1u2...uK . (5.21)

Expanding (5.18) and using (5.21), we have

y∗ ≤ yopt ≤ y∗ +Q(M), (5.22)
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where

Q(M) ,
1

MK
+

K−1∑
i=1

1

MK−i

(
K

i

) i∏
j=1

uj. (5.23)

When M is very large, Q(M) in (5.23) approaches zero, and hence, y∗ ' yopt. �

The optimization problem given by (5.19) is a standard geometric programming (GP)

problem, since the objective and subject functions are posynomials [73]. This GP problem

can be easily solved by using standard numerical optimization packages. In this thesis, we

employ ConVeX (CVX) package to solve the optimization problem given by (5.19) [75].

It is worth mentioning that the optimization problem given by (5.19) can be converted to

a convex optimization problem by change of variable [73].

It should also be mentioned that by increasing M when using MRC receiver, the

interference may not be negligible compared to the noise, i.e.,
∑K

i=1 βipi �
L
M

. As a

result, the maximum transmitted power is no longer a valid solution for (5.17). In view of

this, the proposed power control method at BS is indispensable to inform the amount of

transmit power to the users.

5.1.3 Numerical Results

Experiments are conducted to evaluate the performance of the proposed power control

method and verify the expressions obtained for lower achievable bounds. We first describe

a scenario corresponding to the impact of peak power pmax and the dimension of the

physical channel L on the performance of the system when using MRC receiver with fixed

βk. Moreover, we evaluate the lower bounds obtained for MRC and ZF receivers in this

scenario. We then compare the SE of a massive MIMO system with proposed and peak

power control scheme for MRC and ZF receivers in a scenario where βk changes. In both

the scenarios, we consider the number of users K = 10 in a hexagonal single-cell massive

MIMO system with a radius of R = 500 meters. We also consider that the users are not

closer to BS than dh = 100 meters and the path loss exponent is v = 3.8. In this case,
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the large-scale fading (βk) follows the log-normal distribution with standard deviation

δshadow = 8 dB, i.e., βk = zk/(dk/dh)
v, where zk is the log-normal random variable and

dk is the distance between the kth user and BS. Since the noise variance is 1, we define

signal-to-noise ratios (SNR) to be equal to peak power, i.e., SNR = pmax.

5.1.3.1 Scenario I

In this scenario, we investigate the effect of SNR on the performance of the system.

Following βk = zk/(dk/dh)
v, the large-scale fading coefficients are generated as β1=0.0006,

β2=0.0033, β3=0.0063, β4=0.0074, β5=0.0105, β6=0.0204, β7=0.0270, β8=0.0413, β9=0.0584

and β10=0.0908. Fig. 5.2 shows numerically evaluated values (NEV) of SE using (5.14)

versus SNR for both ZF and MRC receivers, where the peak power is allocated to each

of the users. Fig. 5.2 also shows SE obtained using (5.15) and (5.16) for different values

of SNR, employing ZF and MRC receivers, respectively. It is seen from this figure that

the lower bounds obtained in Lemmas 5.1 and 5.2 in terms of SE are pretty accurate

for ZF and MRC receivers, respectively. Fig. 5.3 shows SE obtained using the proposed

method in terms of SNR employing MRC receiver. It is seen from this figure that the

performance of the method using the proposed power control scheme is superior to that of

the conventional peak power criterion, in terms of providing a higher SE. In addition, it

is also seen that by increasing L, the performance of the proposed power control scheme

can be significantly increased. Fig. 5.4 shows SE obtained using the proposed method in

terms of SNR employing ZF receiver, where the proposed power control is equal to the

peak power control. It can be seen from this figure that by increasing SNR and L, SE also

increases.

In order to illustrate the superiority of the proposed power control method, we present

the achievable rate of each user obtained by using this method and compare it with that

provided by the maximum power control strategy, when M=300 and L=200. Employing

the MRC receiver and assuming SNR=10dB, the optimal power and the optimal rate of

the users are obtained as p∗1=10dB, p∗2=10dB, p∗3=10dB, p∗4=10dB, p∗5=10dB, p∗6=10dB,
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p∗7=8.8084dB, p∗8=6.9626dB, p∗9=5.4580dB, p∗10=3.5412dB, and R∗1=0.6845, R∗2=2.1329,

R∗3 =2.9194, R∗4 =3.1304, R∗5 =3.6075, R∗6 =4.5822, R∗7 =4.5914, R∗8 =4.5914, R∗9 =4.5914,

R∗10=4.5914, respectively. Thus, SE obtained is S∗=35.4225. However, using maximum

power control strategy, we have pmax
1 =pmax

2 =pmax
3 =pmax

4 =pmax
5 =pmax

6 =pmax
7 =pmax

8 =pmax
9 =

pmax
10 =10dB, and Rmax

1 =0.4431, Rmax
2 =1.5820, Rmax

3 =2.2754, Rmax
4 =2.4666, Rmax

5 =2.9042,

Rmax
6 = 3.8074, Rmax

7 = 4.2155, Rmax
8 = 4.8683, Rmax

9 = 5.4387, Rmax
10 = 6.2424, resulting in

SE given by Smax=34.2436. This clearly shows that the proposed power control method

provides a higher SE when the MRC receiver is employed.

Employing the ZF receiver, the optimal power that is the same as peak power and the

optimal rate of the users are obtained as p∗1=p
max
1 =10dB, p∗2=p

max
2 =10dB, p∗3=p

max
3 =10dB,

p∗4=pmax
4 =10dB, p∗5=pmax

5 =10dB, p∗6=pmax
6 =10dB, p∗7=pmax

7 =10dB, p∗8=pmax
8 =10dB,

p∗9=p
max
9 =10dB, p∗10=p

max
10 =10dB, and R∗1=R

max
1 = 1.4383, R∗2=R

max
2 =3.3792, R∗3=R

max
3 =

4.2445, R∗4=Rmax
4 =4.4653, R∗5=Rmax

5 =4.9507, R∗6=Rmax
6 =5.8861, R∗7=Rmax

7 =6.2845,

R∗8 =Rmax
8 =6.8912, R∗9 =Rmax

9 =8.0211, R∗10 =Rmax
10 =14.2640, respectively. Thus, SE

obtained is S∗=59.8250.

Table 5.1 shows a comparison between the proposed power control method and max-

imum power control for MRC and ZF receivers when M = 300, L = 200, SNR = 10dB,

and K = 10. It can be seen from this table that the proposed power control method

provides a higher SE when the MRC receiver is employed. However, the performance of

the proposed power allocation method is the same as maximum power control when the

ZF receiver is employed. In addition, it can be seen from this table that the performance

of the ZF receiver outperforms that of the MRC receiver in terms of SE.

Next, the performance of the proposed power allocation method is studied with respect

to the variation of SNR. Tables 5.1, 5.3, 5.4, 5.5 and 5.6 give the corresponding results

when M = 300, L = 200, K = 10 and SNR is −5dB, 5dB, 10dB, 20dB and 30dB,

respectively. It can be seen from these tables that with increasing SNR, SE significantly

improves using the proposed power control method when the MRC receiver is employed. In
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Figure 5.2: Numerically evaluated values of SE along with those obtained using (5.15) and
(5.16) for different values of SNR when ZF and MRC receivers are employed and peak
power is allocated to each user with M = 300.

addition, it can be seen that the performance of the ZF receiver significantly outperforms

that of the MRC receiver in terms of SE.

Then, the performance of the proposed power allocation method is studied with respect

to the variation of K. Tables 5.7, 5.8, 5.9 and 5.10 give the corresponding results when

M = 300, L = 200, SNR = 10dB and K is 5, 10, 15 and 20, respectively. It can be seen

from these tables that with increasing K, SE significantly improves. It can be also seen

that the advantage of using the proposed power control method becomes more evident as

K increases when the MRC or ZF receiver is employed.

5.1.3.2 Scenario II

We now compare the SE of a massive MIMO system with proposed and peak power control

scheme for both receivers. To this end, we set up βk = zk/(dk/dh)
v and set SNR = 0dB.

We run 1000 Monte-Carlo simulations for which the users are randomly located in the

cell so that the large-scale fading βk changes. Fig. 5.5 shows the cumulative distribution

function values of the SE, with using the proposed and peak power control schemes. It

is seen from this figure that using the ZF detector results in the highest value for SE, as
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Figure 5.3: SE obtained using the proposed method as well as the peak power criterion
for each user, when MRC receiver is employed and M = 300.
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Figure 5.4: SE obtained using the proposed method (peak power criterion) for each user,
when ZF receiver is employed and M = 300.
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Table 5.1: Comparison between the proposed power control method and maximum power
control for MRC and ZF receivers when M = 300, L = 200, SNR = 10dB, and K = 10

Fading MRC ZF

βk p∗k R∗k pmaxk Rmax
k p∗k = pmaxk R∗k = Rmax

k

User 1 0.0006 10.0000dB 3.9719 10dB 0.0238 10dB 1.4383

User 2 0.0033 10.0000dB 4.0838 10dB 0.1264 10dB 3.3792

User 3 0.0063 10.0000dB 4.1970 10dB 0.2325 10dB 4.2445

User 4 0.0074 10.0000dB 4.3115 10dB 0.2695 10dB 4.4653

User 5 0.0105 10.0000dB 4.4272 10dB 0.3691 10dB 4.9507

User 6 0.0204 10.0000dB 4.5444 10dB 0.6482 10dB 5.8861

User 7 0.0270 8.8084dB 4.5477 10dB 0.8086 10dB 6.2845

User 8 0.0413 6.9626dB 4.5477 10dB 1.1055 10dB 6.8912

User 9 0.0908 3.5412dB 4.5477 10dB 1.8278 10dB 8.0211

User 10 6.9028 -15.2682dB 4.5477 10dB 12.2904 10dB 14.2640

Total Power 18.7425dB 20dB 20dB

SE 35.4225 17.7018 59.8250

expected. It is also seen that by increasing L, SE significantly improves with proposed and

peak power control schemes for both ZF and MRC receivers. It is also seen that the use

of MRC detector with the proposed power control scheme provides a substantially higher

SE as compared to that with the peak power criterion. Fig. 5.6 shows the probability

density function (pdf) of the optimally allocated power to each user when MRC detector

is employed. It can be seen from this figure that the various users have approximately the

same pdf.

5.1.4 Summary

In this chapter, we have investigated the spectral efficiency of a single-cell massive MIMO

system where a channel model is considered by dividing the angular domain into a finite

number of distinct directions. First, we have derived the achievable rate of each user with

ZF and MRC receivers. Then, we have proposed a power control strategy among the
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Table 5.2: Comparison between the proposed power control method and maximum power
control for MRC and ZF receivers when M = 300, L = 200, SNR = −5dB, and K = 10

Fading MRC ZF

βk p∗k R∗k pmaxk Rmax
k p∗k = pmaxk R∗k = Rmax

k

User 1 0.0006 -5.0000dB 0.0647 -5dB 0.0186 -5dB 0.0760

User 2 0.0033 -5.0000dB 0.3250 -5dB 0.0993 -5dB 0.3756

User 3 0.0063 -5.0000dB 0.5684 -5dB 0.1841 -5dB 0.6487

User 4 0.0074 -5.0000dB 0.6485 -5dB 0.2140 -5dB 0.7372

User 5 0.0105 -5.0000dB 0.8529 -5dB 0.2950 -5dB 0.9607

User 6 0.0204 -5.0000dB 1.3631 -5dB 0.5274 -5dB 1.5052

User 7 0.0270 -5.0000dB 1.6259 -5dB 0.6641 -5dB 1.7796

User 8 0.0413 -5.0000dB 2.0735 -5dB 0.9226 -5dB 2.2394

User 9 0.0908 -5.0000dB 3.0347 -5dB 1.5751 -5dB 3.1990

User 10 6.9028 -18.8182dB 4.6794 -5dB 9.2147 -5dB 9.2834

Total Power 4.5624dB 5dB 5dB

SE 15.2361 13.7149 20.8049

users to maximize the spectral efficiency. Experiments have been conducted to assess the

performance of the proposed method in terms of the spectral efficiency. The numerical

results show that the proposed power control method provides a spectral efficiency which

is the same as that of the conventional maximum power criterion using the ZF receiver.

Further, the proposed method provides a spectral efficiency which is higher than that

of the conventional maximum power criterion using the MRC receiver. In addition, it

has been shown that the ZF receiver outperforms the MRC receiver in terms of spectral

efficiency. In spite of this fact, the MRC receiver is still being employed in multi-user

massive MIMO systems, due to the fact that the MRC receiver is used in a distributed

fashion, independently at each antenna unit and offers less per-symbol complexity.
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Table 5.3: Comparison between the proposed power control method and maximum power
control for MRC and ZF receivers when M = 300, L = 200, SNR = 5dB, and K = 10

Fading MRC ZF

βk p∗k R∗k pmaxk Rmax
k p∗k = pmaxk R∗k = Rmax

k

User 1 0.0006 5.0000dB 0.3645 5dB 0.0233 5dB 0.6236

User 2 0.0033 5.0000dB 1.3738 5dB 0.1240 5dB 1.9906

User 3 0.0063 5.0000dB 2.0217 5dB 0.2282 5dB 2.7394

User 4 0.0074 5.0000dB 2.2031 5dB 0.2647 5dB 2.9391

User 5 0.0105 5.0000dB 2.6214 5dB 0.3627 5dB 3.3872

User 6 0.0204 5.0000dB 3.4936 5dB 0.6379 5dB 4.2769

User 7 0.0270 5.0000dB 3.8889 5dB 0.7963 5dB 4.6630

User 8 0.0413 5.0000dB 4.5196 5dB 1.0901 5dB 5.2563

User 9 0.0908 1.8695dB 4.6228 5dB 1.8070 5dB 6.3721

User 10 6.9028 -16.9399dB 4.6228 5dB 11.6812 5dB 12.6032

Total Power 14.2905dB 15dB 15dB

SE 29.7322 17.0154 44.8515

Table 5.4: Comparison between the proposed power control method and maximum power
control for MRC and ZF receivers when M = 300, L = 200, SNR = 10dB, and K = 10

Fading MRC ZF

βk p∗k R∗k pmaxk Rmax
k p∗k = pmaxk R∗k = Rmax

k

User 1 0.0006 10.0000dB 3.9719 10dB 0.0238 10dB 1.4383

User 2 0.0033 10.0000dB 4.0838 10dB 0.1264 10dB 3.3792

User 3 0.0063 10.0000dB 4.1970 10dB 0.2325 10dB 4.2445

User 4 0.0074 10.0000dB 4.3115 10dB 0.2695 10dB 4.4653

User 5 0.0105 10.0000dB 4.4272 10dB 0.3691 10dB 4.9507

User 6 0.0204 10.0000dB 4.5444 10dB 0.6482 10dB 5.8861

User 7 0.0270 8.8084dB 4.5477 10dB 0.8086 10dB 6.2845

User 8 0.0413 6.9626dB 4.5477 10dB 1.1055 10dB 6.8912

User 9 0.0908 3.5412dB 4.5477 10dB 1.8278 10dB 8.0211

User 10 6.9028 -15.2682dB 4.5477 10dB 12.2904 10dB 14.2640

Total Power 18.7425dB 20dB 20dB

SE 35.4225 17.7018 59.8250
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Table 5.5: Comparison between the proposed power control method and maximum power
control for MRC and ZF receivers when M = 300, L = 200, SNR = 20dB, and K = 10

Fading MRC ZF

βk p∗k R∗k pmaxk Rmax
k p∗k = pmaxk R∗k = Rmax

k

User 1 0.0006 20.0000dB 1.6589 20dB 0.0240 20dB 4.1779

User 2 0.0033 20.0000dB 3.7524 20dB 0.1274 20dB 6.5706

User 3 0.0063 19.5431dB 4.5516 20dB 0.2343 20dB 7.4963

User 4 0.0074 18.8442dB 4.5516 20dB 0.2716 20dB 7.7272

User 5 0.0105 17.3247dB 4.5516 20dB 0.3719 20dB 8.2300

User 6 0.0204 14.4403dB 4.5516 20dB 0.6526 20dB 9.1859

User 7 0.0270 13.2229dB 4.5516 20dB 0.8138 20dB 9.5897

User 8 0.0413 11.3771B 4.5516 20dB 1.1121 20dB 10.2022

User 9 0.0908 7.9557dB 4.5516 20dB 1.8366 20dB 11.3381

User 10 6.9028 -10.8537dB 4.5516 20dB 12.6466 20dB 17.5859

Total Power 26.8977dB 30dB 30dB

SE 41.8245 18.0907 92.1037

Table 5.6: Comparison between the proposed power control method and maximum power
control for MRC and ZF receivers when M = 300, L = 200, SNR = 30dB, and K = 10

Fading MRC ZF

βk p∗k R∗k pmaxk Rmax
k p∗k = pmaxk R∗k = Rmax

k

User 1 0.0006 30.0000dB 3.3712 30dB 0.0240 30dB 7.4263

User 2 0.0033 26.1027dB 4.5395 30dB 0.1275 30dB 9.8788

User 3 0.0063 23.2944dB 4.5395 30dB 0.2345 30dB 10.8110

User 4 0.0074 22.5955dB 4.5395 30dB 0.2718 30dB 11.0430

User 5 0.0105 21.0759dB 4.5395 30dB 0.3721 30dB 11.5476

User 6 0.0204 18.1915dB 4.5395 30dB 0.6531 30dB 12.5056

User 7 0.0270 16.9742dB 4.5395 30dB 0.8143 30dB 12.9099

User 8 0.0413 15.1283dB 4.5395 30dB 1.1127 30dB 13.5230

User 9 0.0908 11.7070dB 4.5395 30dB 1.8375 30dB 14.6595

User 10 6.9028 -7.1024dB 4.5395 30dB 12.6875 30dB 20.9078

Total Power 33.2106dB 40dB 40dB

SE 44.2267 18.1350 125.2124
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Table 5.7: Comparison between the proposed power control method and maximum power
control for MRC and ZF receivers when M = 300, L = 200, SNR = 10dB and K = 5

Fading MRC ZF

βk p∗k R∗k pmaxk Rmax
k p∗k = pmaxk R∗k = Rmax

k

User 1 0.0004 10.0000dB 0.6847 10dB 0.3901 10dB 1.1177

User 2 0.0009 10.0000dB 1.2460 10dB 0.7655 10dB 1.8610

User 3 0.0028 10.0000dB 2.4143 10dB 1.6754 10dB 3.2001

User 4 0.0380 9.0234dB 5.9243 10dB 5.1524 10dB 6.8093

User 5 0.1480 3.1187dB 5.9243 10dB 8.0863 10dB 8.7612

Total Power 16.0246dB 16.9897dB 16.9897dB

SE 16.1935 16.0697 21.7492

Table 5.8: Comparison between the proposed power control method and maximum power
control for MRC and ZF receivers when M = 300, L = 200, SNR = 10dB, and K = 10

Fading MRC ZF

βk p∗k R∗k pmaxk Rmax
k p∗k = pmaxk R∗k = Rmax

k

User 1 0.0006 10.0000dB 3.9719 10dB 0.0238 10dB 1.4383

User 2 0.0033 10.0000dB 4.0838 10dB 0.1264 10dB 3.3792

User 3 0.0063 10.0000dB 4.1970 10dB 0.2325 10dB 4.2445

User 4 0.0074 10.0000dB 4.3115 10dB 0.2695 10dB 4.4653

User 5 0.0105 10.0000dB 4.4272 10dB 0.3691 10dB 4.9507

User 6 0.0204 10.0000dB 4.5444 10dB 0.6482 10dB 5.8861

User 7 0.0270 8.8084dB 4.5477 10dB 0.8086 10dB 6.2845

User 8 0.0413 6.9626dB 4.5477 10dB 1.1055 10dB 6.8912

User 9 0.0908 3.5412dB 4.5477 10dB 1.8278 10dB 8.0211

User 10 6.9028 -15.2682dB 4.5477 10dB 12.2904 10dB 14.2640

Total Power 18.7425dB 20dB 20dB

SE 35.4225 17.7018 59.8250
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Table 5.9: Comparison between the proposed power control method and maximum power
control for MRC and ZF receivers when M = 300, L = 200, SNR = 10dB, and K = 15

Fading MRC ZF

βk p∗k R∗k pmaxk Rmax
k p∗k = pmaxk R∗k = Rmax

k

User 1 0.0001 10.0000dB 0.1547 10dB 0.0042 10dB 0.3533

User 2 0.0002 10.0000dB 0.2945 10dB 0.0084 10dB 0.6369

User 3 0.0009 10.0000dB 1.0166 10dB 0.0375 10dB 1.8063

User 4 0.0015 10.0000dB 1.4389 10dB 0.0619 10dB 2.3681

User 5 0.0018 10.0000dB 1.6121 10dB 0.0740 10dB 2.5838

User 6 0.0040 10.0000dB 2.4930 10dB 0.1596 10dB 3.5969

User 7 0.0043 10.0000dB 2.5814 10dB 0.1709 10dB 3.6929

User 8 0.0189 8.0488dB 3.9675 10dB 0.6360 10dB 5.7401

User 9 0.0385 4.9588dB 3.9675 10dB 1.0920 10dB 6.7527

User 10 0.0482 3.9829dB 3.9675 10dB 1.2744 10dB 7.0742

User 11 0.1814 -1.7730dB 3.9675 10dB 2.6887 10dB 8.9784

User 12 0.7618 -8.0050dB 3.9675 10dB 4.7045 10dB 11.0464

User 13 1.3224 -10.4002dB 3.9675 10dB 5.6139 10dB 11.8418

User 14 1.3394 -10.4557dB 3.9675 10dB 5.6363 10dB 11.8602

User 15 3.0180 -13.9838dB 3.9675 10dB 7.3171 10dB 13.0320

Total Power 19.1939dB 21.7609dB 21.7609dB

SE 41.3313 29.4794 91.3641
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Table 5.10: Comparison between the proposed power control method and maximum power
control for MRC and ZF receivers when M = 300, L = 200, SNR = 10dB, and K = 20

Fading MRC ZF

βk p∗k R∗k pmaxk Rmax
k p∗k = pmaxk R∗k = Rmax

k

User 1 0.0001 10.0000dB 0.1355 10dB 0.0042 10dB 0.3448

User 2 0.0015 10.0000dB 1.3146 10dB 0.0084 10dB 2.3363

User 3 0.0026 10.0000dB 1.8449 10dB 0.0375 10dB 3.0036

User 4 0.0027 10.0000dB 1.8850 10dB 0.0619 10dB 3.0514

User 5 0.0030 10.0000dB 1.9990 10dB 0.0740 10dB 3.1859

User 6 0.0034 10.0000dB 2.1387 10dB 0.1596 10dB 3.3477

User 7 0.0042 10.0000dB 2.3845 10dB 0.1709 10dB 3.6253

User 8 0.0052 8.0488dB 2.6446 10dB 0.6360 10dB 3.9107

User 9 0.0055 4.9588dB 2.7147 10dB 1.0920 10dB 3.9864

User 10 0.0072 3.9829dB 3.0615 10dB 1.2744 10dB 4.3533

User 11 0.0075 -1.7730dB 3.1154 10dB 2.6887 10dB 4.4094

User 12 0.0156 -8.0050dB 3.5450 10dB 4.7045 10dB 5.4303

User 13 0.0226 -10.4002dB 3.5450 10dB 5.6139 10dB 5.9547

User 14 0.0291 -10.4557dB 3.5450 10dB 5.6363 10dB 6.3142

User 15 0.1052 -13.9838dB 3.5450 10dB 7.3171 10dB 8.1550

User 16 0.1253 -13.9838dB 3.5450 10dB 7.3171 10dB 8.4065

User 17 0.1709 -13.9838dB 3.5450 10dB 7.3171 10dB 8.8531

User 18 0.1716 -13.9838dB 3.5450 10dB 7.3171 10dB 8.8590

User 19 0.7282 -13.9838dB 3.5450 10dB 7.3171 10dB 10.9419

User 20 1.7121 -13.9838dB 3.5450 10dB 7.3171 10dB 12.1748

Total Power 19.2043dB 23.0103dB 23.0103dB

SE 55.1432 34.2744 110.6441
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Chapter 6

Conclusion and Scope for Further

Work

This chapter concludes the thesis by summarizing and highlighting the work undertaken

therein. We also briefly discuss some topics that could be undertaken following the ideas

developed in this thesis.

6.1 Conclusion

In this dissertation, we have investigated the spectral efficiency of multi-user massive

MIMO systems in downlink and uplink transmissions. In order to maximize the spectral

efficiency, we have proposed a number of methods for power allocation given the total

power budget.

In downlink transmission, we have investigated the spectral efficiency under time-

division duplexing operation via a beamforming training method. Conventionally, in the

beamforming training method, the power of the pilot symbols is assumed to be equal to

that of the data symbols for all the users. In this dissertation, we have proposed several

methods of allocating power so that, in each case, the spectral efficiency is maximized

under the assumption of both small scale and large scale fading.
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In uplink transmission, we have investigated the spectral efficiency of a single-cell mas-

sive MIMO system where the channel vectors for different users are generally correlated,

or not asymptotically orthogonal and can be modelled as a finite number of distinct di-

rections.

The investigation concerning the spectral efficiency in the downlink transmission has

been considered in the first two parts of the thesis, where as the investigation in the uplink

transmission has been carried out in the third part.

In the first part of the dissertation, we have derived a closed-form approximate ex-

pression for the achievable downlink rate using the maximum ratio transmission precoder

based on small-scale fading in order to evaluate the spectral efficiency. Then, we have

proposed three methods of power allocation in order to maximize the spectral efficiency.

In the first method, we have posed and answered a fundamental question about the op-

eration of BS in a downlink transmission: how much is the improvement in the spectral

efficiency if the average transmit power allocated to the pilot and data symbols are chosen

optimally? In answering this question, we have demonstrated that in order to maximize

the spectral efficiency for a given total power budget, the spectral efficiency is remarkably

improved at high signal to noise ratio by allocating the optimal power to the pilot and

data symbols in downlink transmission. In the second method, inspired by the water-

filling power allocation scheme, we have posed and answered a basic question about the

operation of BS in downlink massive MU-MIMO systems as to how much is the improve-

ment in the spectral efficiency if the power allocated to the data symbols of the various

users are chosen optimally? In answering this question, we have found that the spectral

efficiency can be significantly increased at high signal to noise ratio by optimally allocating

the total transmit power to data symbols of the various users. In the third method, we

have allocated power not only to the data symbols but also to the pilot symbols of all the

users, where all the pilot powers for the various users are equal. We have shown that all

these three proposed methods are superior to other existing methods in terms of spectral
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efficiency. In addition, we have shown that the third proposed method of power allocation

outperforms the first two aforementioned methods in terms of spectral efficiency.

In the second part of the dissertation, we have derived a closed-form approximate

expression for the achievable downlink rate using the maximum ratio transmission precoder

based on large-scale fading in order to evaluate the spectral efficiency. Then, we have

proposed four schemes of power allocation in order to maximize the spectral efficiency.

In the first scheme, we have allocated power among the pilot and data symbols in such

a way that the pilot power as well as the data power for each user is the same. The

pilot power and the data power are optimally selected in order to maximize the spectral

efficiency. In the second scheme, we have allocated power among the data symbols of

the various users, whereas the pilot power for each user is the same and is specified.

In this scheme, the data power for each user is optimally determined to maximize the

spectral efficiency. In the third scheme, we have allocated power among the pilot and

data symbols of the various users, whereas the pilot power for each user is the same but

determined. In this scheme, the same pilot power along with the various data powers is

optimized to maximize the spectral efficiency. In the forth scheme, we have optimally

allocated power among each of the pilot and data symbols of the various users so as to

maximize the spectral efficiency. We have shown that the second, third and forth schemes

offer similar performance in terms of spectral efficiency with approximately the same run

time. However, the spectral efficiency of these schemes is much superior to that of the first

scheme or that of the existing schemes, even though the run times for the second, third and

fourth proposed methods are slightly more than that of the first method. This indicates

that in a downlink transmission, where the total power budget is given, optimizing the

power of data symbols is much more important than optimizing the power of the pilot

symbols in order to maximize the spectral efficiency.

In the third part of the dissertation, first we have derived the achievable uplink rate

using zero-forcing and maximum ratio combining receivers based on large-scale fading in
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order to evaluate the spectral efficiency. Then, we have proposed a power control strategy

among the users to maximize the spectral efficiency. We have shown that the proposed

power control method provides a spectral efficiency which is the same as that of the

maximum power criterion using the zero-forcing receiver. Further, the proposed method

provides a spectral efficiency that is higher than that provided by the maximum power

criterion using the maximum ratio combining receiver. In addition, it has been shown

that the zero-forcing receiver outperforms the maximum ratio combining receiver in terms

of spectral efficiency. In spite of this fact, the maximum ratio combining receiver is still

being employed in multi-user massive MIMO systems, due to the fact that the maximum

ratio combining receiver is used in a distributed fashion independently at each antenna

unit and offers less per-symbol complexity.

6.2 Scope for Further Work

While the research work undertaken in this dissertation has focused on maximizing the

spectral efficiency in a massive multi-user MIMO system, there are a number of additional

studies that can be undertaken along the lines developed in this dissertation. Some of the

possible studies are as follows:

6.2.1 Multi-Cell Systems

We have investigated the spectral efficiency maximization of single-cell massive MIMO

systems in this dissertation. However, massive MIMO systems can be employed in multi-

cell scenarios, where the activities in the various cells occur synchronously and there is

no cell-to-cell cooperation [8]. In multi-cell scenarios, the system model should first be

refined to take into account the inter-cell interference. Then, the proposed method can be

further investigated to maximize the spectral efficiency by using this refined model.
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6.2.2 Multiple-Antenna Terminals

Massive MIMO systems, in contrast to point-to-point MIMO systems, work very well

with only single-antenna users. However, massive MIMO systems can employ multiple-

antenna users as well. A multiple-antenna user could enjoy throughput in proportion to

the number of antennas that the user possesses without requiring exponentially growing

signal to interference noise ratios. In addition, the users and the base station could identify

the subspace in which the interference is contained, and then operate in the orthogonal

interference-free subspace [8]. It would be interesting to investigate the possibility of

maximizing the spectral efficiency of such systems, just as has been done in this thesis for

the case of single-antenna user.

6.2.3 Massive MIMO with FDD Operation

We have explained in Chapter 3 that a massive MIMO system with time-division duplex-

ing (TDD) mode is superior to frequency-division duplexing (FDD) mode. However, for

systems with symmetric traffic and delay-sensitive applications, a massive MIMO system

with FDD mode is generally considered to be more effective. Thus, there is a substantial

interest in the study of a massive MIMO system with FDD mode [76–79]. In view of

this, the possibility of maximizing the spectral efficiency of such systems could also be

investigated.

6.2.4 Cell-Free Massive MIMO

Cell-Free (CF) massive MIMO is an alternative topology for massive MIMO networks,

where a large number of single-antenna access points (APs) are distributed over the cov-

erage area. There are no cells, but all users are jointly served by the APs using net-

work MIMO methods. It has been shown in [80–88] that CF massive MIMO inherits

the basic properties of cellular massive MIMO, namely, channel hardening and favorable
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propagation. Maximizing the spectral efficiency in CF massive MIMO systems using the

approaches presented in this dissertation would be worth exploring.
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Appendix A

Proof of Proposition 3.1

Using the MRT precoder, we have aki = αMRThTkh∗i [24]. Thus, E{aki} and Var(aki) are

given by [24]


E{aki} = 0 i 6= k

E{akk} =
√
τupuM

K(τupu+1)
i = k

Var(aki) = 1
K

i ∀ k

(A.1)

Substituting (A.1) in (3.12), we can obtain âki and âkk given by (3.18). To prove Propo-

sition 3.1, we also need to calculate E{|εki|2}.

For i=k, using (3.12) and (3.18), E{|εkk|2} can be written as

E{|εkk|2}=E
{∣∣∣∣ K

τdpp +K
akk −

√
τdpp

τdpp +K
ñp,kk

− K

τdpp +K

√
τupuM

K(τupu + 1)

∣∣∣∣2}
=
( K

τdpp +K

)2E{|akk|2}+
τdpp

(τdpp +K)2
. (A.2)
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We also know that E{|akk|2}=α2
MRT

(
τupu
τupu+1

)2
M(M + 1) + α2

MRT
τupu

(τupu+1)2
M [24]. Substi-

tuting E{|akk|2} into (A.2), we have

E{|εkk|2} =
1

τdpp +K
. (A.3)

For i 6= k, using (3.13) and (3.18), E{|εki|2} can be written as

E{|εki|2} = E{| K

τdpp +K
aki −

√
τdpp

τdpp +K
ñp,ki|2}

=
( K

τdpp +K

)2E{|aki|2}+
τdpp

(τdpp +K)2
. (A.4)

We also know that E{|aki|2}= 1
K

[24]. Substituting E{|aki|2} into (A.4), we have

E{|εki|2} =
1

τdpp +K
. (A.5)

Substituting (A.1) in (3.13) and having (A.3) and (A.5), we conclude the proof of Propo-

sition 1.
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Appendix B

Proof of Proposition 3.2

To prove Proposition 3.2, first, we calculate E{|âki|2} for MRT precoding.

E{|âki|2}:

For i=k, from (3.18) and using the fact that E{|akk|2} = α2
MRT

(
τupu
τupu+1

)2
M(M + 1) +

α2
MRT

τupu
(τupu+1)2

M and E{akk} =
√

τupuM
K(τupu+1)

[24], we have

E{|âkk|2}=
1

(τdpp+K)2
E
[∣∣τdppakk+√τdppñTpkk+KE{akk}

∣∣2]
=

1

(τdpp+K)2

[
E{|akk|2}(τdpp)2+ 2K

(
E{akk}

)2
(τdpp)

+(KE{akk})2

]
=

1

(τdpp+K)2

[(
α2
MRT

τupu
(τupu + 1)2

M

+α2
MRT

( τupu
τupu + 1

)2
M(M + 1)

)
(τdpp)

2 +

+
(2τupuM
τupu + 1

+1
)
τdpp +

τupuMK

(τupu + 1)

]
(B.1)

For i 6= k, from (3.18) and using the fact that E{|aki|2}= 1
K

and E{aki}= 0 [24], we have

E{|âki|2}=
τdpp

(τdpp+K)2

[τdpp
K

+1
]

(B.2)

Then, by substituting (B.1) and (B.2) into (3.23), the proof of Proposition 3 is completed.
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Appendix C

Proof of Proposition 4.1

Before proving Proposition 4.1, we first calculate âki. Using the definition aki, we have

aki = αgTk ĝ∗i = α(ĝTk ĝ∗i + εTk ĝ∗i ). (C.1)

Using this definition and (4.11), for i 6= k, we have E{aki} = 0 and E{ỹp,k,i} = 0. For

i = k, we also have

E{akk} =
α Mτupuβ

2
k

1 + τupuβk
,

E{ỹp,kk} =

√
τdppkα Mτupuβ

2
k

1 + τupuβk
. (C.2)

Using (4.11) and (C.2), for i = k and i 6= k, we respectively have

E{akk ỹp,kk} =
( α τupuβ

2
k

1 + τupuβk

)2

(M2+M) +
α2τupuMβ3

k

(1 + τupuβk)2
,

E{aki ỹp,ki} =
Mα2τupuβkβ

2
i

1 + τupuβi
. (C.3)

The first equation is obtained by employing the fact that α2E{‖ ĝk ‖4} = α2
( τupuβ2

k

1+τupuβk

)2
M(M+

1) (please see Lemma 2.9 in [89]). Knowing the fact that cov(aki, ỹp,ki) = E{akiỹp,ki} −

110



E{aki}E{ỹp,ki} and employing (C.2), for i = k and i 6= k, we have

cov{aki ỹp,ki} = Mτupu
√
τdppk γki, (C.4)

Moreover, we know that cov(ỹp,ki, ỹp,ki) = E{ỹp,kiỹp,ki} − E{ỹp,ki}E{ỹp,ki} or equivalently,

for i 6= k and i = k, we have

cov{ỹp,ki ỹp,ki} = E{|√τdppkaki + ñp,ki|2} − |E{ỹp,ki}|2

= Mτupu
√
τdppk γki + 1 (C.5)

Substituting (C.2), (C.4) and (C.5) into (4.12), for i 6= k and i = k, we respectively have

âki =
Mτupu

√
τdppk γki

Mτupuτdppk γki + 1
(ỹp,k,i),

âkk =
αMτupuβ

2
k

1 + τupuβk
+

Mτupu
√
τdppk γkk

Mτupuτdppk γkk + 1

(
ỹp,k,k

−
Mα2τupu

√
τdppkβ

2
k

1 + τupuβi

)
. (C.6)

To prove Proposition 4.1, we calculate E{|âki|2} and E{|εki|2}. Using (C.6), for i 6= k and

i = k, we respectively have

E{|âki|2} =
Mτupu γ

2
ki

γki + 1
Mτupuτdppi

,

E{|âkk|2} =
M2α2(τupu)

2β4
k

(1 + τupuβk)2
+

Mτupu γ
2
kk

γkk + 1
Mτupuτdppk

. (C.7)

Knowing the fact that εki = aki − âki and using (C.6), for i 6= k and i = k, we have

E{|εki|2} = E{|aki − âki|2}

=
γki

1
Mτupu

+ τdppiγki
. (C.8)
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Substituting (C.7) and (C.8) into (4.15), we conclude the proof of Proposition 4.1.
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Appendix D

Proof of Lemma 5.1

Using ZF detector, i.e., V = T(T†T)−1, (5.14) becomes

Rp,k = E
{

log2

(
1 +

pk[
(T†T)−1

]
kk

)}
. (D.1)

Since log2(1 + 1
x
) is a convex function, by using the Jensen’s inequality Ef(x) ≤ f(E(x)),

we obtain the following lower bound

R̃p,k = log2

(
1 +

pk

E
{[

(T†T)−1
]
kk

}). (D.2)

By using (5.2) and (5.9), we have

E
{[

(T†T)−1
]
kk

}
=
L

M
E
{[

(G† G)−1
]
kk

}
=

L

M βk
E
{[

(H†H)−1
]
kk

}
=

L

MβkK
E
{
tr
[
(H†H)−1

]}
, (D.3)

since the elements of H are i.i.d with zero mean and unit variance gaussian distribu-

tion. In this case, H†H is a Wishart matrix with L degrees of freedom. To calculate
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E
{
tr
[
(H†H)−1

]}
, we use the properties of Wishart matrices [89] as

E
{

tr(W−1)

}
= m/(n−m), (D.4)

where W ∼ wm(n, In) is a central complex Wishart matrix with n(n > m) degrees of

freedom. In view of this, we obtain

E
{

tr(H†H)−1

}
= K/(L−K), (D.5)

with L ≥ K + 1. By substituting (D.5) into (D.3) and then, (D.3) into (D.2), the proof is

completed.
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Appendix E

Proof of Lemma 5.2

When BS employes MRC detector, i.e., V = T, then (5.14) becomes

Rp,k = E
{

log2

(
1+

pk ‖ tk ‖4∑
i=1,i6=k pi | t

†
kti |2 + ‖ tk ‖2

)}
. (E.1)

Using the Jensen’s inequality Ef(x) ≤ f(E(x)), we have

R̃mrc
p,k = log2

(
1+

(
E
{∑

i=1,i6=k pi | t̃i |2 +1

pk ‖ tk ‖2

})−1)
. (E.2)

where t̃i ,
t†kti
‖tk‖

. Conditioned on tk, t̃i is a Gaussian random variable (RV) with zero

mean (see Appendix of [11]). Using (5.2) and (5.9), the variance of t̃i is obtained as

E
{
t̃†i t̃i} = M

L
βi which is independent of tk. Hence, t̃i is Gaussian distributed and does not

depend on tk, i.e., t̃i ∼ CN (0, M
L
βi). As a result, we have

E
{∑

i=1,i6=k pi|t̃i|2+1

pk‖tk‖2

}
(E.3)

=

( ∑
i=1,i6=k

piE{| t̃i |2}+ 1

)
E
{ 1

pk ‖ tk ‖2

}
=

( ∑
i=1,i6=k

M

L
piβi + 1

)
E
{ 1

pk ‖ tk ‖2

}
.
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Using (D.4), we have

E
{ 1

pk ‖ tk ‖2

}
=

L

pkMβk(L− 1)
. (E.4)

By substituting (E.4) into (E.3) and then, (E.3) into (E.2), the proof is completed.
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