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ABSTRACT

Quantifying the Impact of Change Orders on Construction Labor Productivity

Using System Dynamics

Sasan Golnaraghi, Ph.D.

Concordia University, 2019

Researchers and industry practitioners agree that changes are unavoidable in construction
projects and may become troublesome if poorly managed. One of the root causes of sub-
optimal productivity in construction projects is the number and impact of changes introduced to
the initial scope of work during the course of project execution. In labor-intensive construction
projects, labor costs represent a substantial percentage of the total project budget.
Understanding labor productivity is essential to project success. If productivity is impacted by
any reasons such as extensive changes or poor managerial policies, labor costs will increase
over and above planned cost. The true challenge of change management is having a
comprehensive understanding of change impacts and how these impacts can be reduced or
prevented before they cascade forming serious problems. This thesis proposes a change
management framework that project teams can use to quantify labor productivity losses due to
change orders and managerial policies across all phases of construction projects. The proposed
framework has three models; fuzzy risk-based change management, Al baseline-productivity
estimating, and system dynamics to illustrate cause-impact relationships. These models were
developed in five stages.

In the first stage, the fuzzy risk-based change management (FRCM) model was developed to
prioritize change orders in a way that only essential change orders can be targeted. In this

stage, Fuzzy Analytic Hierarchy Process (F-AHP) and Hierarchical Fuzzy Inference System are
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utilized to calculate relative weights of the factors considered and generate a score for each
contemplated change. In the second stage, baseline productivity model was developed
considering a set of environmental and operational variables. In this step, various techniques
were used including Stepwise, Best Subset, Evolutionary Polynomial Regression (EPR),
General Regression Neural Network (GRNN), Artificial Neural Network (ANN), Radial Basis
Function Neural Network (RBFNN), and Adaptive Neuro Fuzzy Inference System (ANFIS) in
order to compare results and choose the best method for producing that estimate. The selected
method was then used in the development of a novel Al model for estimating labor productivity.
The developed Al model is based on Radial Basis Function Neural Network (RBFNN) after
enhancing it by raw dataset preprocessing and Particle Swarm Optimization (PSO) to extract
significant dataset features for better generalization. The model, named PSO-RBFNN, was
selected over other techniques based on its statistical performance and was used to estimate
the baseline productivity values used as the initial value in the developed system dynamics (SD)
model.

In the fourth stage, a novel SD model was developed to examine the impact of change orders
and different managerial decisions in response to imposed change orders on the expected
productivity during the lifecycle of a project. In other words, the SD model is used to quantify the
impact of change orders and related managerial decisions on excepted productivity. The SD
model boundary was defined by clustering key variables into three categories: exogenous,
endogenous, and excluded. The relationships among these key variables were extracted from
the literature and experts in this domain. A holistic causal loop diagram was then developed to
illustrate the interaction among various variables.

In the final stage, the developed computational framework and its models were verified and
validated through a real case study and the results show that the developed SD model
addresses various consequences derived from a change in combination with the major
environmental and operational variables of the project. It allows for the identification and
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quantification of the cumulative impact of change orders on labor productivity in a timely manner
to facilitate the decision-making process. The developed framework can be used during the
development and execution phases of a project. The findings are expected to enhance the
assessment of change orders, facilitate the quantification of productivity losses in construction
projects, and help to perform critical analysis of the impact of various scope change internal and

external variables on project time and cost.
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1. CHAPTER ONE: INTRODUCTION

1.1 General

According to Statistics Canada, CAD 404 billion was invested in construction, machinery, and
equipment in 2014; this was a slight increase of 1.4% from 2013. Of this sum, the total
contributions of public and private investments were 89 and 315 billion dollars, respectively
(Statistics Canada, 2014). The construction industry can be considered as one of the largest
employment sectors, contributing a substantial amount of work to the labor market and
accounting for a considerable share of the gross domestic product (GDP). The GDP contribution
from construction projects in Canada reached CAD 119, 902 million dollars in April 2017 (Figure
1.1). The graph below illustrates the construction GDP trend over the past ten years. The graph
shows a record low of CAD 6.12 million in 1997 and the highest point of CAD 12.9 million in
2014 (Trading Economics, 2017).
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Figure 1-1. GDP Construction Trend from 1997 to 2017 (Trading Economics, 2017).

Construction projects are interesting because they are a combination of design technicality, soft
and interpersonal management skills, business knowledge, and unique organizational
structures, all of which represent the way people interact within projects (Ibbs and Vaughan,
2012). Construction projects are highly dependent on skilled labor supported by a management
team coordinating different project stakeholders whose involvement will change over the course

of a project. Construction projects are generally fast-paced environments where owners want to
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have the final product as soon as possible due to the value of time. This situation often leads to
starting projects prior to having the final design. Moreover, the owners’ expectations from the
projects change constantly because of changes in the industry and economy. Thus, these
factors trigger the occurrence and amplify the size and the number of change orders (Hanna et
al., 1999c).

Change orders are an integral part of any construction project. Therefore, every construction
contract includes clauses for managing change orders. Each change is recorded in the form of a

change order, defined by Standard Construction Document CCDC 2 (2008) as follows:

“a written amendment to the contract prepared by the consultant and signed by the owner and
the contractor stating their agreement upon Change in the Work, Method of adjustment or the
amount of the adjustment in the contract price, if any, and Extent of the adjustment in the
contract time, if any.” Change orders are needed in order to arrive at a project as per the
owners’ and designers’ needs. However, change orders are one of the main reasons for
disagreements between contractors and owners. Change orders are expected to be performed
by contractors in a timely fashion with fair compensation. It is obvious to all parties that change
orders have a direct impact on specific tasks; however, owners neglect the ripple effect a
change order will have on a project because it is not tangible during change order assessment.
The direct cost of change orders is relatively easy to measure. However, contributing elements
to change order costs, such as loss of productivity, the learning curve, and schedule conflicts,
are more difficult to measure. Loss of productivity can be considered as one of the most

common negative impacts of change orders and is very difficult to quantify.
1.2. Research Motivations

In 2015, the construction industry accounted for 7% of the GDP (Statistics Canada, 2015). The
Canadian construction industry is therefore of central importance to the well-being of Canada’s
economy. Although overall productivity growth was relatively unchanged in the last quarter of
2014, the construction industry productivity trend showed a decline for the same period by -
0.7% (Statistics Canada, 2014).

Figure 1.2 shows the labor productivity index (LPI) from 2010 to 2015 (Build Force, 2017). The
LPI shows that the construction industry’s productivity level is higher than that of the mining, oil
and gas, manufacturing, and business sectors. Namely, the amount of money made is more per
person-hour than in other industries. However, it also suggests that there should be a concern if

construction productivity levels continue to decline.
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Figure 1-2. Labor Productivity Index, 2010-2015 (Build Force, 2017).

Construction projects are dynamic, multi-stakeholder and-faceted in nature, and one-of-a-kind in
terms of manufacturing production. Thus, project behaviors and outcomes are not always
foreseeable. Contractors prepare their estimates based on the information available in contracts
and specification documents at the time of bidding. Although owners request contractors to
perform independent site visits and in-depth reviews of drawings and specifications, most

contractors are not be able to do so due to limited time.

As a project advances, changes are introduced to the project by different parties, mostly by
owners. Project changes can be classified into two major categories: additive and deductive
changes. Additive changes introduce a new scope to the initial scope of work, and deductive
changes remove some segments of the initial scope. Changes that cause an increase in the
original value of the contract are called extras, and those that cause a reduction are called
credits (Samuels and Sanders, 2010). Regardless of their characteristics, both types of changes
may disrupt to project progress (lbbs, 2005). That is to say, changes may dramatically affect a
planned project’s resources in terms of quantity and availability and may require different means

and methods to be carried out.

According to Schwartzkopf (2004), an increase of 5 to 10% of the total contract value should be
anticipated in most construction projects due to additive changes. A 5 to 10% increase range in
a 404 billion CAD dollar investment means that the direct costs of changes in 2014 were roughly
22 to 40.4 billion CAD dollars. Changes are a constant part of any construction project. Hanna
and et al. (2002) define change as any action that causes alterations to the initial project scope,
delivery time, or cost of work, and as inevitable in most construction projects due to each
project’s different characteristics and the limited resources available for planning. Lee (2007)
defines change as “any act, incidence, or condition that makes differences to an original plan or

what the original plan is reasonably based on.” Cushman and Myers (1999) state that changes



are inevitable due to the following reasons: Owner’s change requirements and/or budget

limitations, Errors and omissions in the design, and Differing site conditions.

However, many other factors should be taken into consideration when deciding to request
changes to a project. It should be noted that not all requested changes are accepted (Lee,
2007). Each project should have a proper change management system in place in which all
changes except mandatory ones are accepted or declined based on their impact on the whole
project. If the contractor can estimate the impact level of each requested change, s/he can then
choose to perform only the changes with acceptable impacts; the subsequent loss of
productivity is then calculated considering the confirmed change requests and other influencing
factors. A change order is an official contract amendment that integrates a change into the
original contract (Schwartzkopf, 2004). A change order may trigger a series of changes in other
parts of the project. Changes that arise as a direct result of a requested change are called
“Consequential changes.” Consequential changes are the outcome of a cause and effect
domino relationship (Civitello, 1987). It is worth noting that in order to have a proper project
change management system in place and to more precisely calculate the loss of productivity,
consequential changes triggered by a requested change must be identified and considered

before calculating the impact level of each requested change.

It is noteworthy to mention that 35% of change orders are caused by Design Changes (DCs);
thus, effective DC management is an essential element for efficient project delivery (Lee, 2007).
BIM can provide substantial assistance in dealing with DCs due to its visualization and
parametric modeling capabilities. Parametric modeling uses numbers and/or characteristics to
define the behavior of a graphical object and to describe relationships among model
components (Autodesk, 2014). As a result, parametric modeling can improve the design
process and construction management services by refining coordination, eliminating the need
for extra site visits, printing, and manual drawing checks. Change in a parametric element will
cause modifications in all corresponding views and locations. Warning systems can be
developed among a model's components to highlight changes in any view and facilitate

coordination (InfoComm, 2011).

Hanna et al. (2002) state that poorly managed changes have a notably negative effect on
project performance in terms of time and cost. Change orders may impact all project
participants in some way. Owners and engineers may suffer from increased overall project
costs, deviation from the agreed-upon project completion date, and uncompensated time spent

assessing change orders. Contractors may suffer from a shortage of cash flow, delay, un-
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indemnified indirect costs, and loss of productivity. In the construction industry, the adverse
effects of change orders on projects are widely known. However, they are difficult to quantify
while being one of the major causes of disputes between owners, contractors, and sub-
contractors. The effects of change orders can be classified into two categories (Ibbs and
McEniry, 2008):

o Direct impact, that is the actual direct cost and time delay attributed to executing the
change; and

¢ Indirect impact, or the effect of a change on another unchanged scope of work.

Quantifying direct cost and time required to execute a single change order is not difficult for
contractors. However, precisely estimating the impact of a change on an unaffected portion of
work is an arduous task. In order to implement a change, contractors may delay, interrupt,
and/or execute unchanged work in a way or order different than what was initially programmed,

which may lead to loss of productivity and increased cost (Ibbs and McEniry, 2008).

Moselhi (1998) classifies the cost impact of change orders into two main categories for
estimating purposes: time-related and productivity-related costs. Moselhi (1998) specifies that
time-related costs can be quantified once a reasonable estimate of the time and cost for
executing the work has been established. Meanwhile, productivity-related costs are challenging
to quantify. Owners and design professionals are skeptical about approaching the issue of loss
of productivity due to change orders, and this has increased the difficulty in estimating
productivity-related costs. Productivity-related costs are caused by productivity losses deducted
from the level assumed to be achievable in the baseline plan. Despite the difficulties in
determining productivity-related costs and skeptical attitudes from owners and their agents,
these costs are factual and could be substantial if they have to be solely absorbed by
contractors (Moselhi, 1998).

In order to calculate the loss of productivity, it is necessary to first define the un-impacted period
or baseline labor productivity (BP) and identify the factors affecting construction labor
productivity. Defining productivity in construction is not an easy task because productivity is a
function of manageable and unmanageable factors (Ibbs et al., 2007). Productivity is defined as
the quantitative measure of the relationship between the number of resources used and the
quantity of output produced (Khan, 2005). Schwartzkopf (2004) defines productivity as the units
of work completed for the units of labor used. Productivity in this research is defined as the labor
work-hours required to produce the final product (Finke, 1997). Productivity is a crucial element

in determining the success and failure of any construction project. Improving productivity is not a
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simple task due to the growing uncertainty in construction projects. Finke (1998) highlights that
labor productivity is extremely variable, as it is determined by internal and external factors or
conditions. Loss of productivity occurs when the actual man-hours consumed to produce the
final product are higher than the planned man-hours. Conversely, when there is less
accomplished work than expected, loss of productivity can be taken into account using the
same amount of man-hours proposed in the initial estimation. Thus, the contractor will
experience additional costs per unit of work completed. Many factors that disrupt performance
efficiency can affect productivity. These factors include (Schwartzkopf, 2004): Acceleration, Out

of sequence activities, Suspension, Delays, Interference, and Change orders.

A single factor will rarely result in loss of productivity; more frequently, multiple and concurrent
factors, for which both parties can be held responsible, contribute to this loss (Ibbs et al., 2007).
Therefore, it is essential that a proper method for measuring productivity loss due to change
orders along with other influencing factors be used. This method should be able to portray
realistic and precise relationships between multiple and concurrent influencing factors and
policy modifications that occur during the course of a project. As mentioned previously, change
order ripple effect quantification is a challenging task that requires techniques and tools
adequate in showing the contributions of change orders and management policies to loss of

productivity.
1.3. Problem Statement

A high degree of uncertainty is a big part of any construction project and can result in poor
planning, especially when accurate information is not readily and easily available. As a project’s
scope progressively changes, the project team spends a considerable amount of time
attempting to rectify circumstances as they occur during the course of a project (Love et al.,
2010). Researchers and industry practitioners all agree that changes to construction projects
are unavoidable and may become troublesome if they are not properly managed. Construction
productivity fluctuates and is affected by several factors such as mode of employment, various
disruptions, overall task duration, workday length, and labor composition (Khan, 2005). One of
the root causes of productivity loss in construction projects is the number of changes introduced
to the initial scope of work. In addition to the loss of productivity, construction project changes
very often lead to prolonged disputes, delays in delivering the final product, and stoppages.
Changes in a construction project pose a substantial risk for all parties; if they are poorly
managed, they may become disagreements and reaching resolution for them will be a lengthy

and acrimonious process. A true challenge of managing changes is the need to have a



comprehensive understanding of the impacts of changes and how the effects of these changes
can be reduced or prevented before they become serious problems. Despite owners and
contractors acknowledging the impacts of changes, a comprehensive practical change impact
quantification method is still lacking in the current body of knowledge. Construction projects are
highly complex due to the interdependencies between project variables and non-linear dynamic
feedback loops. Project failure may be caused when the interaction between internal and
external variables that affect project dynamics is neglected (Alzraiee, 2013). Accurately
quantifying the effects of changes is indispensable to project parties and can play a significant
role in project success or failure. Thus, possessing a sound method to illustrate the ripple effect
of change orders accurately is beneficial to all the parties involved. The method should be able
to demonstrate the consequences caused by change orders in combination with the managerial
policies along with some environmental and operational factors. In other words, the result will be
an efficient and effective framework enhanced by a robust change management system as well
as cutting edged techniques such as Artificial Intelligence (Al) and System Dynamics (SD)
modeling. The model will be able to accurately assess the ripple effect of changes in
construction labor productivity during the course of the project while taking into account
multifaceted managerial policies as well as environmental and operational influential variables.
The dynamic nature of construction projects often causes management teams to make hasty
decisions without necessarily first having complete insight into that decision’s negative impacts
on other project aspects. For instance, when acceleration is requested by the owner to recover
delays or to shorten project duration, acceleration may impact the project in different ways.
Generally, an acceleration plan leads to the hiring of a larger workforce to increase productivity
and thereby shorten project duration. Conversely, a larger workforce policy may cause

congestion, which will negatively impact project productivity (Figure 1.3).

oductn'lt}

Acce[eration

Hm.ng Workforce

+ Crowding

Figure 1-3. Construction Project Causal Loop Diagram.



Love et al. (2010) state that such interactions among various factors can be illustrated by
employing causal loop diagrams, which can clearly show the direction and type of causality
among variables. The causal loop diagram is the foundational development block of a robust SD
model. SD, a continuous simulation and systems thinking approach, offers the potentials and
opportunities to develop a holistic view of a complex system. This makes it a crucial tool for
rectifying the complications and challenges associated with quantifying the impacts of changes
on the loss of productivity in construction projects. This research aims to improve SD modeling
by proposing the integration of a new Al method for improving SD modeling computation
capacity and a change management system for prioritizing elective changes as well as

identifying considerable changes.
1.4. Research Objectives

The main objective of this research is to address the shortcomings associated with existing
methods for quantifying the loss of productivity due to change order ripple effects by developing
a computerized framework that benefits from the sustainable capabilities of SD Modeling, BIM,
and Al techniques. The proposed framework should be able to objectively assess the loss of
productivity claims as opposed to utilizing subjective assessment, while at the same time
highlighting impaired productivity root causes. Also, the developed framework can be used to
facilitate what-if analysis to determine how a project will react to different managerial policy

states. To achieve the main objective, several sub-objectives were considered:

1. Study various aspects of construction change orders with emphasis on their types,
causes, cumulative (ripple) impacts on productivity and current methods available for
change order impact quantification and their limitations;

2. Study various aspects of construction labor productivity with an emphasis on productivity
loss, factors significantly affecting labor productivity, and the techniques available for
measuring productivity and loss of productivity;

3. Study current productivity modeling with emphasis on the application of Al and Statistical
Regression Modeling in the construction industry;

Study continuous simulation modeling in the construction industry and labor productivity;
Study contemporary BIM-based change management practices to develop a better
understanding of existing methods for considering consequential changes;

6. Develop a Fuzzy Risk-based Change Management (FRCM), which includes two main

modules, namely “Fuzzy-based Risk Ranking System (FRR)” and “BIM model.”



7. Adopt and modify a BIM-based model for enhancing the proposed method’s visualization
capabilities for capturing consequential changes;

8. Develop and compare Al and Statistical Regression Modeling to estimate baseline
productivity considering environmental and operational aspects of construction projects;

9. Develop a novel NN model based on RBFNN (PSO-RBFNN) benefitting from some data
processing techniques;

10. Develop a holistic qualitative causal loop diagram to demonstrate the relationship,
direction, and type of causality among the key variables affecting construction labor
productivity; and

11. Develop a novel quantitative SD model that can mimic the complexity of construction
projects to scrutinize productivity under the different policies adopted during the course

of a project.
1.5. Research Methodology

Figure 1.4 illustrates the methods used to achieve the main and sub-objectives of this research.
The methodology is summarized in five phases as follows: Phase | focused on a broad literature
review in the area of change orders, change order management, and the cumulative impacts of
change orders with emphasis on loss of productivity. Also, a substantial literature review was
performed on the state-of-the-art SD simulation modeling, BIM, Statistical Regression Modeling,
and Al techniques. This phase included an overview of existing practices in change
management and the quantification of the cumulative impacts of change orders. Gaps and
limitations in current practices were identified in this phase, forming a solid background for
achieving the research objectives, as well as the foundational block for this research. Also, this
phase attempted to define the model boundary for the proposed model. The model boundary
pinpoints the scope of the proposed methodology by categorizing the model’s variables into
three categories: environmental, operational, and managerial. Chapter 2 further elucidates
these three categories. Phase |l focused on the proposed methodology; the major components
of the proposed model were adapted and developed based on the gaps and limitations

identified in phase | and the well-established model boundary.

Phase I: Analysis (Chapters 1 and 22)

Phase Il: Model Development (Chapters 3, 4, 5, and 6)

¥

Phase |ll: \Validation (Chapter 7)

L 2
Phase I'VV: Conclusion (Chapter 8)

Figure 1-4. Research Methodology General Overview.
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The first stage prioritized change orders so that only essential changes would be targeted using
FRR. The second stage employed BIM capabilities to capture the consequential changes that
may arise from the initial requested change(s). The first two steps were integrated into the
FRCM. The third step was to estimate baseline productivity considering environmental and
operational variables. In this step, various techniques were used including STR, BSR, EPR,
GRNN, ANN, RBFNN, and ANFIS to compare their results and choose the best method for
estimating baseline productivity as the BP. Based on the statistical performance indicators of
the applied techniques and by benefiting from the most proper ones, a novel Al technique
(PSO-RBFNN) was proposed and developed to predict BP more precisely. This step allows the
BP value to be estimated and used as the initial value for the proposed SD model. The fourth
stage was the development of a causal loop diagram determining the influential variables in the
proposed SD model. This stage assists in recognizing those variables that need to be modeled
and assessed within the next stage. In the fifth stage, a holistic quantitative SD model was
developed to quantify the impact of change orders and different managerial decisions in
response to imposed change orders on baseline productivity. Change orders and management
policies in response to change orders cannot be assessed individually; they must be considered
in relation to each other and other variables, and a system thinking approach is needed in order
to develop a comprehensive view of a dynamic and complex system of change orders. To
quantify the loss of productivity and simultaneously escape mathematical complexity, given
operational levels with too many details and a tremendous number of equations showing the
interrelationships among variables, only change orders and different managerial policies were
considered in the SD modeling. Furthermore, only operational and environmental factors such
as temperature, work type, gang size, etc. were considered for estimating and quantify BP using
the proposed PSO-RBFNN technique and historical data. By classifying key variables into three
categories: exogenous, endogens, and excluded, the SD model boundary for quantifying the
impact of a change order was defined. The relationships among key variables were extracted
from the literature in this domain. To illustrate various variable interactions, a holistic causal loop
diagram was developed. The proposed model offers a continuous simulation and systems
thinking the approach for developing a view of a dynamic and complex system. It attempts to
rectify the complications and challenges associated with quantifying change impact on labor
productivity loss in construction projects. Phase Il included data collection from a real
construction industry case study. In this phase, all the components were tested against a real
case study for proposed model validation. Phase IV discussed the limitations associated with

the proposed model and highlighting areas for possible improvements.
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1.6. Organization of thesis

The dissertation is divided into eight chapters as follows. Chapter 2 presents a broad
comprehensive literature review of change orders, including definitions, types, and causes of
change orders, cumulative impacts, and influence on construction labor productivity as well as
other related matters. Chapter 3 presents the methodology followed in research and a
description of the development in each of its five phases. Chapter 4 explains in detail the
proposed FRCM model including an FRR for prioritizing the changes and the adoption of a BIM-
based model for identifying consequential changes. Chapter 5 explores two major technique
categories for modeling labor productivity: Statistical Regression Modeling and Al based
models. Based on the obtained performance of each technique to predict baseline labor
productivity, the best techniques are selected and by benefiting from the obtained performance,
a novel model (PSO-RBFNN) is developed and proposed to predicate the labor productivity
more precisely. Chapter 6 covers the development of a holistic SD model designed to
understand the complex behavior of construction projects at a strategic level over time through
causal loops and stock-flow diagram. In Chapter 7, major components of the developed
framework are validated by using a real case study information. Chapter 8 highlights the

expected contributions of the research and limitations of the developed model.
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2. CHAPTER TWO: LITERATURE REVIEW
2.1 Introduction

Changes in construction projects may cause serious disagreement between key project parties,
client, and contractor. In construction projects, often, the magnitude of a change order is not
uniform, or the scope of a change is not clear to all project parties; thus, these situations may
cause delays in reaching an agreement on the resources and time required to perform a
change. In addition, lack of awareness and knowledge in regards to the cumulative impact of
changes in construction projects among most construction practitioners will amplify difficulties
associated with managing changes in the construction industry. For example, quantifying the
loss of productivity as a result of change orders in the construction industry has been a
challenging task, and it requires many subjective assumptions. Lee (2007) classified
construction labor productivity studies into two major categories: (a) those focused on factors
affecting productivity, and (b) those focused on the quantification of productivity loss due to
certain factors or change orders. Although many scholars have made significant advances in
the identification of factors, these studies lack consistency in naming factors, and their scope is
poorly defined (Hafze et al., 2014; Moselhi and Khan, 2010; Moselhi and Khan, 2012; Jarkas
and Bitar, 2012; Dai et al., 2009). The focus of the second group is mainly on a single factor and
its effects on productivity loss, neglecting the interdependencies among factors and concurrency
of other factors (Hanna et al., 2008; Hanna et al., 2004; Moselhi et al., 1997; Thomas, 1992;
Abele, 1986, Thomas and Yiakoumis, 1986, Golnaraghi et al., 2018). This group also suffers
from data unreliability, unclear processes, and subjective assessment; therefore, their models
are regarded as “black boxes” and appositeness (Lee, 2007). Meanwhile, Yitmen et al. (2006)
classified researches on change order impact on labor productivity into two major groups: (a)
studies focused on the execution phase or design and execution phases such as Moselhi et al.
(19914, 1998) and Leonard (1988) and (b) studies covering specific trades, such as electrical or
mechanical work (Hanna et al., 1999a and Hanna et al., 1999b). This chapter is divided into
two maijor sections. The first section covers the concepts and the background to change and
productivity in the construction industry. The descriptions of major terms and concepts in the
industry such as productivity, efficiency, performance, and change are explained more in-depth
here. The second section focuses on the concepts related to the tools and techniques for
measuring the loss of productivity and sets the background. The first part of the chapter offers
background on change and productivity in three main sections. Section 2.1 is a general

overview of change and productivity concepts in the construction industry. Section 2.2 covers
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the concept of change in construction more in-depth and covers type of changes, causes of
changes, change impacts, cost components of changes, pricing methods, the timing of
changes, disruption and changes, to end with change management. Section 2.3 focuses on
productivity in the construction industry. It starts with the definition of construction labor
productivity and is followed by how productivity is measured, factors affecting productivity, loss
of productivity, and techniques for measuring the loss of productivity. The second part of the
chapter includes four major sections related to the tools and techniques used in this research.
Section 2.4 covers the definition and background of SD and its application in project
management. Section 2.5 introduces the concept of ANNs and different type of ANNs. Section
2.6 covers BIM and its application in change management systems. This chapter ends with

findings, limitations, and gaps in the body of knowledge.
2.2 Change in Construction

As a project progresses, its scope may change due to many obvious and clear causes. Change
unquestionably takes place during the course of a project regardless of size or complexity. The
Construction Industry Institute (CIl, 2000) defines change as “any event which results in a
modification of the original scope, execution time, or cost of work being inevitable on most
construction projects due to the uniqueness of each project and the limited resources of time
and money available for planning.” A survey conducted to identify major causes of delay for
mega projects in Saudi Arabia by Assaf and Al-Hejji (2006) showed that only one cause of delay
is common among all project parties (client, contractor, and consultant), changes imposed by
the client during the construction phase. Figure 2.1 illustrates the different phases of a
construction project and how changes can be incorporated into a contract. Changes are
integrated into a contract using addenda prior to the bid-opening phase. During the bid-opening,
and until the agreement has been signed, known as the bid-opening period, no changes are
allowed. After the contract has been signed, any change orders need to be integrated into the
contract through a change order process as outlined in the contract (Fisk and Reynolds, 2013).
A change order is a written agreement signed by project parties. It authorizes the contractor to
affect a modification in the terms of the contract. It should be noted that a change order does
not always increase contract value; it is possible for a change to be in the form of credit or for
there to be no cost increase at all. Despite the fact that change orders should always be written
agreements, enforced by change management clauses in any construction contract, oral
change orders are very common in construction projects. Client and contractor action or

inaction can waive the written change order obligation, a risky approach to managing changes.
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Advertising Date Award Date

Bid Opening Sign Agreement

Changes by
No Changes Change Order

Changes by
Addenda

Figure 2-1. Timeline of Changes by Addenda vs. Change Order (Fisk & Reynolds, 2013).

Moselhi et al., 2005 found that clients and contractors face serious challenges due to change
orders. However, change orders are an essential means to satisfy clients’ requirements as well
to effectively solve issues caused by errors and omissions, construction techniques, and
inaccurate contract documents. A change order can be classified into one of three groups
(Hanna et al., 1999a): 1) An addition, deletion, or revision in the original scope of work; 2) A
modification in the contract value, if any; and 3) A modification in the contract duration, if any. It
is worth mentioning that change orders are legally enforceable in court. The different types of

change orders will be explained in more detail in the following sections.
2.2.1 Types of Changes

Change orders are classified under one of seven distinct major categories that fall into the
following categories:

1. Bilateral Changes: The client may order a change at any time during the course of a project.
Prior to introducing a change, the client requests the contractor to provide an estimate of the
cost and time impact of said change. Based on the contractor’s response, the client will decide
to initiate that change or not (Callahan, 2005). According to Civitello (1987), client-
acknowledged change orders (bilateral change orders) are the only type of changes to be
incorporated in the client’s budget and this type is the least disputed. However, many clients
and consultants fail to recognize or entirely reject the consequential impacts of change orders;
instead, they simply accuse the contractors of poor planning and poor performance.
Consequential impact costs are usually left to be absorbed by contractors or to be recovered
through litigation, if possible.

2. Constructive Changes: A constructive change order occurs when the clients’ or their
representatives’ actions or inactions force the contractors to perform extra work. Gusman (1973)
classifies constructive changes into three broad groups as follows: 1) Deficiency in drawings or
specifications. This group forces contractors to perform extra work; 2) Contract
misinterpretation, such as requiring a higher standard. This may cause contractors to perform
extra work, and 3) Neglecting a valid time extension by client thereby forcing the contractor to

meet the original baseline schedule. These cause extra costs to contractors. It is very common
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for clients to reject or not acknowledge constructive changes. Therefore, there are usually no
change orders for these types of changes. It is highly recommended that the contractor take the
necessary steps to document all the events and facts that create the need for constructive
changes; in doing so, the contractor may be able to secure compensation for constructive
changes (Civitello, 1987).

3. Unilateral Changes: Unilateral changes are those changes where the client requires a
contractor to perform directed changes. Unilateral change clauses can be found in most change
clauses. The contractor is bound by the contract to perform these changes, regardless of
whether or not the clients have agreed to the reimbursement or if the contractor is willing to do
it. Despite the fact that disagreement exists in any project, the clause covering unilateral
changes is essential to the client because it allows the client to stay in charge of a project as it
nears completion. Clients usually include contract provisions that specify the contractor shall
immediately comply with such directives (Richter and Mitchell, 1982).

4. Cardinal Changes: A cardinal change is one where a client introduces excessive changes to
a project, beyond the initial scope agreed upon at contracting phase. It should be noted that
change procedures and costing do not include a formula to compensate for the cost of this type
of change. Increased cost due to cardinal changes may be possible to compensate for in terms
of quantum merit (Silberman, 2002). The concept of cardinal changes is often applied in cases
of design defects that result in extreme changes to a project. Change magnitude and quality are
major factors to consider when evaluating if a change is cardinal (Kuprenas, 1988). A cardinal
change is considered a breach of contract by the client and may occur at several
circumstances. One situation is when a client directs their contractor to perform a change
outside of the scope agreed upon in the contract. Another is when a client introduces various or
radical changes that cause the project to divert substantially from what was agreed upon during
the contracting phase (Hanna and Swanson, 2007). Callahan (2005) states that the definition of
a cardinal change may fall under one or a combination of circumstances: 1) A prolonged project
duration compared to the initial time agreed to in project contract; 2) Higher costs for securing
raw material; 3) Different materials are required based on the client's post-contract
requirements; 4) Changes in equipment or tool requirements; 5) Greater labor demands or more
skilled laborer requirements than those projected; 6) A considerable increase in the size of the
project; and 7) A significant increase in the quantity of items to be produced. Because a cardinal
change is considered a breach of contract caused by the client, contractors may be released

from their obligations as stated in the contract and allowed to be compensated for labor,
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material, and equipment costs incurred by the project, including reasonable markup and profit
(Callahan, 2005).

5. Consequential Changes: Consequential changes occur as a direct result of other changes.
In other words, they are the outcome of a domino relationship between cause and effect. The
cost components of consequential changes are direct costs of changes, costs associated with
rework, resequencing, etc., and impact costs (Civitello, 1987).

6. Deductive Changes: This type of change is under the sole control of the client. Change
clauses usually allow the client to remove a portion of the project scope, an action known as a
deductive change. There are several problems associated with deductive changes. First, the
change should be limited to those changes that fall under the scope of the work as agreed to in
the contract. Therefore, a deductive change cannot be assessed by the same principle.
Secondly, a deductive change may be considered a violation of the obligation of good faith
because a deductive change will affect a contractor’s profit. Finally, a deductive change may be
considered a breach of contract if a solid explanation is not forthcoming. If a client wishes to
delete a portion of the pre-agreed upon work, it is recommended that the client provide sound
and concrete reasons or at least act in good faith (Sweet and Schneier, 2012).

7. Discretionary and Mandatory Changes: Diekmann and Nelson (1985) classified changes
into two broad groups: discretionary and mandatory changes. Discretionary changes are those
caused by an omission in the initial scope’s definition or a variation in the owner’s requirements

and new regulations or statues cause mandatory changes.
2.2.2 Causes of Changes

The causes of changes are actions and situations that contribute to or initiate a change in
construction projects. Sun and Meng (2009) classified causes of changes into five categories:
project-related, client-related, design-related, contractor-related, and external factors (Table
2.1). Sun and Meng explain each category as follows: project-related causes and client-related
causes.In project-related causes, the uniqueness and often the complex character of
construction projects increases the probability of changes occurring during the course of a
project.

Client-related causes are triggered by deviation from the client’s initial requirements and
standards and are very common, particularly in the design stage. Unrealistic contract durations
imposed by clients, client-initiated variations, and requirement changes are the most common
client-related causes of change. In design-related causes, a major contributor is a human error.

Design errors and omissions are caused by architects and engineers (A/E).
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Table 2-1. Causes of Changes Taxonomy (Sun and Meng, 2009).

Chan and Kumaraswamy, 1997

Hsieh et al., 2004

Wu et al., 2004

Project construction
complexity

Site safety
considerations

Site restrictions

° e Very slow decision-making Site security Delays In secunng
o : ) , ; . the site, equipment,
8 involving all project teams considerations :
] or materials
- e Lack of communication -
17} h Safety facilities
@ between client, consultant, .
o reinforcement
o and contractor
e e Slow and/or incomplete
information flow between Project complexity
project team members
<9 e Client-initiated variations Required changes
% % e Unrealistic contract durations
= imposed by the client
. e Defects in design and Design chang'es n
e Required work variations . response to site
planning s
S conditions
2 o Erroneous or
© L . Errors and omissions in . .
o} e Design information delay . N incomplete design
= quantity estimations . -
& information
2 e Inconsistency between Insufficient site
n e Long waiting time for the . . . N .
8 approval of drawings draw!r]gs and site |nvgst|gat|on prior to
conditions design
e Mistakes and discrepancies Inadequate
in design documents specifications
; Changes in
e Poor site management and . .
- Inadequate planning construction
supervision
3 methods
% e Inadequate managerial skills Lack C.)f contractor Poor workmanship
2 experience
§ e Improper contro! over site Poor scheduling
° resource allocation
g ¢ Inadequate contractor
s experience
o e  Contractor deficiencies in
planning/ scheduling the
preconstruction stage
e Unforeseen ground Unforeseen site Legislative or policy
(4 conditions conditions changes
o
‘g’ Regulation changes Political pressure
Y= . .
Tg Cha.”ge n the.dECISIOI’I- Natural disasters
s making authority
x Unpredictable Unexpt_acted
w weather conditions geological
conditions

Long waiting times for approval of drawings, citation of inadequate specifications, and design
changes in response to site conditions are very common in this category. In contractor-related
causes involving medium- and large-sized projects, general contractors are responsible for
planning and managing the whole process. Poor planning and lack of management skills are the

main causes of project change and poor performance. Poor workmanship and lack of
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coordination among sub-contractors are widely recognized as the most common reasons for
unplanned changes (Sun and Meng, 2009). Construction projects are subject to the influence of
environmental factors such as rain, wind, humidity, and temperature, as these are referred to as
external factors. These factors may cause slowdowns and work stoppages (El-Rayes and
Moselhi, 2001). Hsieh et al. (2004) reviewed 90 metropolitan public work projects in Taipei to
identify and categorize the causes of changes. Hsieh et al. (2004) used statistical correlation
and variance analysis to identify the connections among various change causes. The results of
their study can be used as guidelines in change management procedures. Hsieh et al. (2004)
classified the causes of changes into two major categories: “technical’ and “administrative.”
Under the technical category, there are four sub-categories: planning and design, underground
conditions, safety considerations, and natural incidents. The administrative category contains
five sub-categories: changes in work rules and regulations, changes in decision-making
authority, special requirements of project commissioning and ownership transfer, neighborhood
pressure, and miscellaneous. Keane et al. (2010) conducted a literature survey from which they
grouped change causes based on contracting parties as client-related, contractor-related,

consultant-related, and non-party related causes (Table 2.2) defined as:

+ Client-related causes can arise due to a change in project scope, client financial
problems, insufficient project objectives, the replacement of materials or procedures,
obstacles to a prompt decision-making process, client behavior, and a client change to
the specifications (Keane et al., 2010);

+ Consultant-related causes are those due to design or specification changes requested
by the consultant, errors or omissions in design, conflicts among contract documents,
technology changes, value engineering, a lack of coordination, design complexity,
inadequate details in the working drawings, poor knowledge of available materials and
equipment, a consultant’s lack of required data, and ambiguous design details (Keane et
al., 2010);

+ Contractor-related causes can occur due to a lack of participation in the design phase,
the absence of required equipment, lack of skills, contractor financial problems,
inaccurately-anticipated profitability, unanticipated site conditions, poor work quality,
unfamiliarity with local conditions, fast-track construction, poor procurement and material
handling processes, poor communication, long-lead procurement, overly complex design
and technology, and a lack of strategic planning (Keane et al., 2010); and

+ Non-party related causes are those causes not under the control of contracting parties.

These include factors such as weather conditions, health and safety, changes in
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economic conditions, sociocultural factors, and any other unforeseen problems (Keane

et al., 2010).

Table 2-2. Change Causes (Kean et al., 2010).

Client-related Causes

Consultant-related
Causes

Contractor-related
Causes

(Non) party-related
Causes

Change of plans or scope
(CIl, 1990b)

Change in design (Arain et
al., 2004; Fisk and
Reynolds, 2013)

Lack of involvement
in design (Arain et
al., 2004)

Weather conditions
(Fisk and Reynolds,
2013; O'Brien, 1998)

Insufficient planning at the project
definition stage or lack of
involvement of the owner in the
design phase (Arain et al., 2004)

Errors and omissions
(Arain et al., 2004)

Unavailability of
equipment (O’Brien,
1998)

Safety considerations
(Clough et al. 2015)

Owners’ financial problems
(Clough et al. 2015; O’Brien,
1998)

Conflicts among contract
documents (lbbs et al.,
1986)

Skills shortage
(Arain et al., 2004)

Change in economic
conditions

(Fisk and Reynolds,
2013)

Inadequate project objectives
(Ibbs and Allen, 1995)

Technology change
(CIl, 1994b)

Financial problems
(Thomas and
Napolitan, 1995)

Sociocultural factors
(O’Brien, 1998)

Replacement of materials/
procedures (Chappell and Willis,
2013)

Value engineering
(Dell’lsola,1966)

Desired profitability
(O’Brien, 1998)

Unforeseen problems
(Clough et al. 2015;
O’Brien, 1998)

Lack of a prompt decision-making
process (Sanvido et al., 1992;
Gray and Hughes, 2001)

Poor coordination
(Arain et al., 2004)

Differing site
conditions; poor
workmanship (Fisk
and Reynolds, 2013;
O’Brien, 1998)

Obstinate nature of the owner
(Wang, 2000; Arain et al., 2004)

Design complexity (Arain
et al., 2004; Fisk and
Reynolds, 2013)

Fast-track
construction (Fisk
and Reynolds, 2013)

Change in specifications by owner
(O’Brien,1998)

Poor working drawing
details (Geok, 2002; Arain
et al., 2004)

Poor procurement
process

(Fisk and Reynolds,
2013)

Poor knowledge of
available materials (Geok,
2002)

Lack of
communication
(Arain et al., 2004)

Lack of required data
(Arain, 2002)

Lack of experience

Ambiguous design details
(O’Brien, 1998)

Long-lead
procurement (Fisk
and Reynolds, 2013)

Poor design
(Cll, 1990a; Fisk and
Reynolds, 2013)

Complex design and
technology
(Arain, 2002)

Change in specifications
(O’Brien,1998)

Lack of strategic
planning (Clough et
al. 2015)

Based on the analysis of the abovementioned causes, Kean et al. (2010) suggested that the
quality of consultancy services and securing financial resources are topmost factors for the

client in the contracting phase. The client’s approach towards the other parties also has a real
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effect on change causes. Non-party related causes should not be neglected when considering
risk in the contracting phase. Regardless of the causes of changes, almost all changes have
something in common: project performance disruption. Time and cost impacts are the frequent

direct result of poorly managed changes.
2.2.3 Change Order Impacts

Change orders are an essential tool for clients when managing their project, uniting their goal of
successful project completion and rectifying unfavorable situations that may arise due to errors
and/or omissions in the design, construction methods, or contract documents. However, change
orders pose a negative impact on major construction project aspects such as productivity, as
well as causing cost overruns and costly disputes (Moselhi et al., 2005). An imposed change
may severely affect a project and jeopardize its success. The impact of any change may be
direct or indirect and may lead to loss of productivity. The impacts of change orders on a project
are known to industry professionals, but their quantification is not a straightforward process. The
impacts of change orders are not only the direct costs of the additional resources required
performing the change but also how the change interrupts the flow of unchanged work. This
phenomenon is called the cumulative impact of change orders. The chief element of a
cumulative impact is the effect of change orders on unchanged work. It is worth mentioning that
the impacts of change orders are considered the cost effect on the changed and unchanged
scope of work. A common practice in the construction industry is that clients request information
about the cost impacts associated with any proposed changes in advance in order to decide
whether to allow these changes or not. Contractors generally try to claim impact costs based on
a lump sum calculation submitted upon completion of the project. This lump sum is calculated
based on a more universal assumption of cost because impact costs cannot be isolated for a
specific change or be estimated ahead of time due to the interdependencies of construction
activities (Moselhi et al., 1991). The interaction among changed and unchanged components of
work produces a synergistic impact cost that is greater than the impact cost of each individual
change when assessed independently. Table 2.3, developed by Sun and Meng (2009),
summarizes the change effects proposed by Manzoor Arain and Pheng (2005), Hanna (1995
and 2005), and Bower (2000). Before explaining how the impact of change orders is quantified,

it is important to first understand cost components and change order pricing techniques.
2.2.4 Timing of Changes
Although change is a tool for managing project time and cost more effectively throughout its

course, mismanaged changes may increase the cost of projects and cause lengthy delays.
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Change may affect many aspects of a project and become a serious and expensive problem for
project parties. According to Ibbs (2005), one change characteristic that has not been
adequately scrutinized is the issue of a change’s timing. Ibbs et al. (2001) state that the timing
of a change is a key factor in determining, if a change will be favorable or unfavorable to a
project. A suggestion at an early phase of a project’s life cycle may be beneficial, but the same
suggestion later in the project may have a severe negative impact on cost and schedule.
Changes issued when less than 10% of a project’s physical progress has been completed tend

to have a less negative impact than changes in later phases.

Table 2-3. Summary of Change Effects (Sun and Meng, 2009).

Arain and Pheng Hanna Bower
Delay in payment Time extension Time lost in stgpplng and
restarting

Material and equipment

Overtime Rework
procurement delay

Standing time for

Time-related Logistics delay Rework
subcontractors
Rework and demolition Re-planning
Completion delay
Increased costs Increased costs Loss of earnings

Increased time- and material-

Increased overheads Adjustment in crew makeup related charges

Cost-related
Additional payments to the

Overtime costs Increased overheads
contractor
Compensation Change in cash flow
Productivity degradation Schedule compression Reprogramming
Productivity- Out-of-sequence work Loss of rhythm
related Trade stacking Unbalanced gangs
Over manning
Loss of learning curve
Multiple-shift work
Affected progress Acceleration Acceleration
Risk-related Interruption Loss of float
Interference Increased sensitivity to delay
Site congestion
Poor professional relations Co-ordination problems Revision to project reports
and documents
Claims and disputes Less-qualified labor Winter working
Other effects
Poor safety conditions Loss of morale

Quality degradation

Damage to reputation
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Ibbs (2005) studied 162 disputed and non-disputed projects from 93 different entities and
measured change in absolute terms, meaning that a project’s deductive and additive changes
were treated the same regardless of their signs. The reason for using an absolute term was that
deductive changes, just like additive change, have the potential to affect project productivity, as
(Equation 2.1) demonstrates:

—Value of Change, Value of Change < 0

Value of Change| = { Value of Change, Value of Chnage > 0

Equition 2.1

Ibbs (2005) concluded that late changes were more detrimental to productivity than early
changes. In fact, he found that late changes often resulted in a productivity ratio of less than
1.00, a substandard rate. Later changes have a more a detrimental impact on a construction
project since later phases are difficult to re-plan and re-schedule, resulting in the substantial
additional rework because the project characteristics and settings have changed. Thus, with late
changes, the advantage of the learning curve is lost and inefficiency will occur (Hanna et al.,
1999a). Hanna et al. (1999b) proposed that the effect of a change timing on project productivity
has a linear characteristic from inception to completion. This assumption has a major drawback;
it neglects the ripple effect of change orders on the remaining unchanged work (Moselhi et al.,
2005). To overcome this drawback, Moselhi et al. (2005) performed an in-depth study of 33
construction projects in the United States (US) and Canada. The first step was to plot the direct
filed labor (DFL) hours that represent the utilization of DFL hours over the construction phases
(Figure 2.2). In all 33 cases, the construction project durations were divided into five equal
periods and the DFL man-hours ratio calculated for each period to show the value of the scope
of the work expressed in man-hours. Moselhi et al. (2005) introduced a new parameter, the
timing impact of change orders (TPi). The TPi is calculated as follows (Equation 2.2):

HCOi
PHi
Where TPj is the timing impact of change orders in period i, HCOi/ is the actual change order

TPi =

Equation 2.2

hours during the period i, Phi is the planned hours during the period i; and i is the period when
the change order occurs (i= 1 to 5).

Moselhi et al. (2005) proposed that a new parameter can consider the combined impact of two
factors: (a) the timing of a change order and (b) the magnitude of the change orders in each
period. A prototype NN was developed to measure productivity loss by incorporating TP_i, the
type of work (TW), and the type of impact (Tl), which is either a single change order or change
orders and one or two additional causes of productivity-related issues. In summary, “When

evaluating change orders, regardless of their cause, the most significant factor is when the
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change occurs” (Coffman, 1997). Although changes in the early stages of a project are less
detrimental to project success, those changes have substantial and often unanticipated impacts
on later project states. Thus, changes should be managed in a timely fashion to avoid their

costly impact later in a project (Ibbs, 1997; Ibbs, 2012).
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o.s0

O.40

Normalized Direct Man-hours
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e

Figure 2-2. Direct Manpower Loading for Analyzed Cases (Moselhi et al., 2005).

2.2.5 Disruption and Changes

The construction industry still faces a serious challenge in being able to identify the scope or
magnitude of change-caused disruptions at the activity and project level. This challenge
weakens contractors’ position in negotiating change orders, making it difficult for contractors to
take all the necessary measures to mitigate the disruptive effects of change orders (Finke,
1998), increasing the probability of change orders turning into claims and disputes.

Disruption can be defined as loss of productivity, disturbances, the need for rework, idle or
downtime caused by a lack of tools or equipment or any other reason, and interruption to the
original work or planned construction methods causing inefficiencies (Thomas and Napolitan,
1995). Disruption may be easily overlooked because there is no variation in the planned
quantities or in the initial scope of the interrupted work, and the interrupted work is still utilizing
the planned resources, means, and techniques. It should be taken into account that unchanged
work includes the initial work scope and changes introduced previously and/or simultaneously to
the specific change being scrutinized (Finke, 1998). To better understand the concept of
disruption, a disruption scenario adapted from Lee (2007) was built into Figure 2.3 to
demonstrate how a delay in response by the client can cause different types of disruptions, such
as congestion, errors, stop and go operations, and rework that may cause a loss of productivity.
A full description of the example can be found in Lee’s (2007) doctoral dissertation, University of
California, Berkeley. As previously discussed, changes should be managed in a timely fashion

to mitigate associated disruptions. If managers take appropriate action, a project can get back

23



on track. However, the feedback from corrective managerial actions may cause more

disturbances in a project. Delays will often occur if disruptions are not managed as they should

be.
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Figure 2-3. lllustration of a Disruption Case (Lee, 2007).
One of the corrective actions for rectifying delays in construction projects is acceleration.
Acceleration can be performed via different techniques in a construction project, such as
overtime, different work sequences, and work shifts. Thus, a project may face larger labor
needs, with larger work crews, and the overlap of work among trades. Each of those situations
can cause disruption in the form of productivity losses if they are poorly managed. If
acceleration is not properly managed, a project may experience even more disruptions and
delays. In this case, project parties will become more reliant on acceleration to rectify the

situation, leading to a vicious cycle as illustrated in Figure 2.4 (Lee, 2007).
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Figure 2-4. The Vicious Cycle of Disruption (Lee, 2007).
To minimize the impact of acceleration, sufficient engineering support should be available for
better planning and timely procurement during the acceleration period. It is worth noting that the

support services should be in acceleration mode (Schwartzkopf, 2004).
2.2.6 Change Management

Change management is an essential part of construction project management, as changes may
cause delays and disruptions and quantifying change impacts is difficult and troublesome.
Therefore, even a small advancement in change management procedures may easily go a long
way towards saving a project (Motawa et al., 2007; Gunduz, 2002). Change management is an
art and science, illustrating the relation among the influential internal and external change
factors that may be detrimental or beneficial to a project. Project Management Body of
Knowledge (PMBOK) introduced integrated change control (Figure 2.5) as “the process of
reviewing all change requests, approving changes and managing changes to the deliverable,

organizational process assets, project documents and project management plan” (PMI, 2013).

Inputs Tools & Techniques Outputs
1. Project management plan 1. Expert judgment 1. Change request status updates
2. Work performance information 2. Change control meetings 2. Project management plan updates
3. Change requests 3. Project documents updates

4, Enterprise environmental factors
5. Organizational process assets

Figure 2-5. Integrated Change Control — Inputs, Tools & Techniques, and Outputs (PMBOK, 2013).
Change management includes identifying potential changes, pinpointing the changes that have

occurred, planning to mitigate the impacts of changes, and managing changes during the
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course of a project. Change management is closely tied to all project processes and functions
that are subject to change: scope, time, cost, quality, risk, contract, resources, tools and
techniques, schedule, and other key integrative processes (Voropajev, 1998).

Ibbs et al. (2001) proposed a holistic project change management system (CMS) that has two
levels, one for principles and another for the management process. Ibbs et al.’s CMS focuses

on the first level and is structured on the following principles, applied in successive steps:

I.  Support a balanced change culture: Communication and documentation are the basic
principles of change management. At this stage, project success factors should be
communicated and documented among all project parties. Two concepts are introduced
to the project team: beneficial changes and detrimental changes. It should be noted that
the timing of a change is very important, as it can transform a beneficial change into a
detrimental one (and vice versa) (Ibbs et al., 2001);

Il.  Identify changes: The second step in effective change management is to identify
changes in a timely fashion. Early identification makes it easier to manage changes and
the earlier a change occurs in the course of a project, the easier it is to mitigate and
manage its effects. As with the previous principle, good communications and proper
documentation are very important. The project team members decide whether changes
are “required” or “elective” (Ibbs et al., 2001);

lll.  Assess each change: CMS must assess each change, i.e., a management team should
decide to either accept or execute a change or reject it. The management team needs to
rapidly assess high priority (required) changes to avoid costly delays. At this stage, the
elective changes should be further analyzed to determine if they offer a considerable
benefit to the project (Ibbs et al., 2001);

IV. Implement changes: Implementing and tracking changes are the key reasons to have a
change management system in place. This step requires the continuous monitoring of
each change’s implementation. This monitoring allows the project team members to
rectify any other problems that occur after executing a particular change (lbbs et al.,
2001); and

V.  Assure continuous improvement: Last but not least, this principle ensures learning from
the errors and events caused by changes. The main purpose of this stage is to
determine the root causes in order to enact corrective measures to rectify errors and

reduce the need for similar changes in the future (Ibbs et al., 2001).
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In order to integrate errors into a change management system, Lee and Pena-Mora (2005)
developed an SD model to illustrate the error feedback processes. Their proposed method
shows that SD can provide a holistic view of complex systems and highlight which strategies
should be adopted to improve project performance.

Motawa et al. (2007) developed an integrated change management system to show the major
decisions required to execute changes and to mimic the iterative cycles of concurrent design
and construction that arise from unforeseeable changes and their associated impacts. The
system was developed by incorporating a fuzzy logic-based change forecasting model
associated with SD, called Dynamic Planning and control Methodology (DPM). Their proposed
system can be utilized for: (a) robust planning and control actions, (b) improved understanding
of the dynamic nature of change impact feedback loops, (c) considering a reasonable allowance
for prospective changes in a project’s planning phase, (d) identifying the cause and effect
interactions of change events, and (e) studying the impact of change on project key parameters.
Similar to many SD models in the literature, this system requires a more detailed study to
establish sound mathematical relationships among project variables.

Zou and Lee (2008) scrutinized the relationship between change management practices and
cost performance. Using data extracted from the CIl Benchmarking and Metrics database, they
performed statistical analysis (one-way ANOVA) to highlight the efficiency of individual change
management approach components in controlling project cost. They used linear regression
analysis to investigate the overall usefulness of change management practices in controlling
project change cost. Their results show that individual change management practice elements
have different levels of leverage in helping to control project change cost. In addition, they found
that using change management practices is truly helpful in lowering the proportion of change
cost in project actual cost. Projects with a prepared contingency plan for critical changes, a
systematic change justification procedure, and clear clauses in their contract on how to handle
changes appear to have a very low chance of experiencing a significant change in planned cost
compared to the actual project cost. Furthermore, projects typically do better in terms of project
change cost performance when their changes are assessed against a project’s business drivers
and success criteria. Sun et al. (2006) developed a change management tool kit that can
provide a standard framework for supporting change management in construction projects.
Their proposed model deals with important aspects of change management, forecasting
change, and responding to change by rearranging workflows. However, their model has some
shortcomings, listed below (Sun et al., 2006): 1) Additional validation trials are required prior to

its adoption in real cases; 2) The proposed tool is not fully automatic and it requires manual user
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input and thus increases the likelihood of human error, and 3) The proposed tool suffers from a

lack of integration between workflow and a prediction tool.
2.3 Construction Productivity

The Association for the Advancement of Cost Engineering (AACE, 2004a) defines productivity
as “a relative measure of labor efficiency, either good or bad when compared to an established
base or norm.” Construction labor productivity is one of the most researched topics because of
the construction industry’s substantial contribution to overall economic health. Construction
labor productivity is also considered a good indicator for evaluating project success or failure. In
other words, construction labor productivity has significant effects on not only the economic
conditions of the construction industry but is also a major player in the larger economy.
Construction labor productivity is a true reflection of the financial success of a project. The
efforts to measure productivity loss in construction projects has led to an array of productivity
terminology, significant discussions regarding productivity and project performance, and the
discovery of a considerable amount of external and internal productivity factors that affect a
construction project’s lifecycle.

Unlike other industries, the US Bureau of Labor Statistics (BLS) is not able to publish
productivity indices for the construction industry due to a lack of “suitable data” (Allmon et al.,
2000). The following sections offer some background information regarding productivity,
productivity measurement techniques, factors affecting productivity, performance, loss of
productivity, and measuring the loss of productivity with respect to the abovementioned

concerns.
2.3.1 Definition of Construction Labor Productivity

Productivity is a delicate aspect of any construction projects. The Oxford Dictionary defines
productivity as “the state or quality of being productive” or “the effectiveness of productive effort,
especially in industry, as measured in terms of the rate of output per unit of input” (Oxford
Dictionary, 2015). Three key elements of the concept of productivity are indicated in the
following definitions (Yi and Chan, 2014): The state or quality of being productive is the strength
behind construction; Effectiveness is the degree to which productive effort is utilized efficiently in
constructing a preferred result; and Rate is a measure of output against input over a finite time
interval. Unquestionably, the definition of productivity in construction can cause some confusion
because of the various different ways to define it. Strictly speaking, productivity is a component
of cost and not a tool for measuring cost. It is not a method for estimating the cost of resources

but is instead a quantitative assessment of the correlation among the amount of resources used
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and the amount of output made (Khan, 2005). Consequently, productivity in construction is
considered as a measure of output that is achieved by a combination of inputs. By considering
this perspective, two concepts of measuring productivity have been summarized (Yi and Chan,
2014):

I.  Total Factor Productivity (Equation 2.3): This is the most common measurement
technique of construction productivity. The output is measured against all inputs, as
shown in Figure 2.6 (Goodrum and Haas, 2002). Total Factor productivity is a very
advantageous economic model for developing the strategy and assessing the state of
the economy; however, it is not beneficial to contractors (Park, 2006; Thomas et. al.,
1990). It is calculated as:

Total Factor Productivity

_ Physical Ouput(units)
"~ Labor(S) + Circulating Capital(S) + Fixed Captial ($)

Equation 2.3

Where
a. Circulating Capital: Any kind of capital that will be depleted during the course
of a project, such as material and operating expenses, and
b. Fixed Capital: This refers to any kind of capital that is not exhausted during the
course of a project.
Il.  Partial Factor Productivity (Equation 2.4): This is referred to as single factor
productivity, in which output is measured against a single input or selected inputs and
calculated as:

Partial Factor Productivity
_ Physical Ouput(units)
" Labor(S) + Fixed Captial ($)

Equation 2.4

In most construction projects, the labor cost is 30 to 50% of total project cost (Gupta and
Kansal, 2014). Construction is regarded as a labor-intensive industry and it can be assumed
that labor is the governing productive resource, hence, productivity is chiefly contingent on labor
productivity (Yi and Chan, 2014). Another misperception that can arise from construction labor
productivity is when the ratio is based on man-hours and work accomplished. Although hourly
outputs are very commonly used to measure labor productivity in which a single output is
measured against a single input (Hanna et al., 2008; Thomas and Yiakoumis, 1987), they
should not be considered as indicative of labor performance (Khan, 2005). The following
productivity equations (Equation 2.5) and (Equation 2.6) are the most widely used in the

literature (Thomas et al., 1990):
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Figure 2-6. Factor Model of Construction Labor Productivity (Goodrum and Haas, 2002).

There is no standard definition of productivity. In some cases, productivity can be quantified
(Equation 2.7) by dividing the units of work produced or completed by the corresponding man-
hours spent (Ghoddousi and Hosseini, 2012):

o Completed or produced units
Productivity = - - Equation 2.7
corresponding time of workers

The unit rate is another concept that is commonly used along with productivity. A unit rate is
estimated by dividing labor costs or man-hours per output over a predetermined period of time.
Contractors frequently focus on the performance factor (Equation 2.8) to measure productivity
(Schwartzkopf, 2004):

Estimated Unit Rate
Actual Unit Rate
Khan (2005) offered four different viewpoints towards a definition of productivity in the

Performance Factor =

Equation 2.8

construction project industry: 1) Client Approach: This approach focuses on the value earned for
the dollars used. This method neglects other key factors affecting productivity such as time and
site conditions; 2) Designer Approach: The designer’s perspective defines productivity in terms
of the required man-hours to deliver a specific task. This approach suffers from oversight of two
maijor players in a construction project, namely, the cost factor and design quality; 3) Contractor

Approach: Productivity should be defined as the output of some type of equipment or as the
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workforce needed to complete a unit of construction (according to the contractor’s perspective);
and 4) Labor Approach: Here, productivity is considered as depletions and ineffectiveness on
the job.

2.3.2 Measuring Productivity in the Construction Industry

Most project control systems provide a mechanism that allows contractors and clients to
measure either their project productivity or some surrogates for productivity; project control
systems allow on-the-job monitoring of actual productivity as compared to projected productivity.
Many contractors measure productivity in the form of a unit rate, either in dollars or man-hours.
Determining the unit rate is considered a surrogate measure of productivity.

This approach for measuring productivity has some major drawbacks, some of which are listed
below (Schwartzkopf, 2004): The working code is subject to misinterpretation; Accurate work
hour tracking is not possible if the units are defined too narrowly or too broadly; and Error
probability is very high if there is not a robust system for capturing data at the site level. It is very
important to have a clear understanding of what productivity is so that contractors and clients
can accurately measure it. The following section covers the methods widely used for measuring

productivity in construction projects.
2.3.2.1 Direct Methods (DM)

There are two DMs for measuring productivity in the construction industry, the percentage of
work units completed, and the physical units of work completed. The percentage of work units
completed is a straightforward approach in which productivity is measured periodically for each
work item in the form of the percentage of work completed. This method, however, does have
some major drawbacks. Firstly, this method does not take into account that changes are
generally imposed during the course of a project. Secondly, the process of defining the
percentage completed is very subjective. Using the physical units of work completed is
considered a more accurate approach.

The amount of material installed is counted from time to time. Thus, this method incorporates
the variations or changes in the scope of work quantities that occur as a project progress.
Similar to the percentage of work unit method, this approach is subjective in how the value on
partly accomplished work items is determined. The major drawback of this method is that it
requires an enormous amount of manpower and effort to track the number of units installed at
the site level (Schwartzkopf, 2004).
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2.3.2.2 Work Sampling (WS)

WS is a technique that captures the time that a workforce spends in various categories of
activities, such as direct work, transporting materials, or an idle time (Thomas, 1991). Unlike
DM, WS does not require an extensive amount of effort. A considerable number of observations
are made to quantify what the workers are accomplishing at any point in time. The percentage
of observations that shows that the labor force is really performing actual work is the percentage
of time that is productive. Applying this method to construction projects requires a very good
understanding of what direct work actually comprises, as construction activities fall into three
areas (Schwartzkopf, 2004): Direct work: Everyday activities that are directly related to the
actual work in process, such as picking up tools, holding material in place, housekeeping, etc.;
Support Work: Everyday activities that are indirectly related to the actual work being done, such
as planning, giving instructions, supervision, etc.; and Delays: All the time in a scheduled
workday when neither direct nor support work is being done, such as personal time, late start,
early quitting times, etc. It should be noted that work sampling is an indirect indicator of
productivity because the time spent on direct work does not represent a high unit rate level of
productivity (Schwartzkopf, 2004).

2.3.2.3 Craftsman Questionnaire Sampling (CQS)

The CQS method was developed to measure performance and was designed with the goal of
improving productivity. In this method, relevant data is gathered using questionnaires. This
method provides information regarding the source of delays and the amount of rework done,
while also encouraging the participation of the skilled workers on site. The CQS approach has
similar procedures to those of WS. Craftsman is selected randomly to provide information
regarding activities that have just occurred. CQS, thus, has some advantages (Chang and
Borcherding, 1986), as it: (a) utilizes the theory of binomial distribution to assessment ratio
delays, (b) maintains the benefits of relative straightforwardness, and (c) maintains statistical
reliability. It is worth mentioning that CQS does not estimate productivity directly and does not

provide direct information regarding the unit rate or output per unit of work.

2.3.2.4 Five-Minute Rating (FMR)

The FMR method also involves collecting samples but does not follow the same statistical
principles as WS or CQS. FMR provides valuable information regarding the magnitude of a
project’s delays and the effectiveness of its crew. The time required for observing a crew is
proportional to the number of men in the crew but should not be less than five minutes. The total

observation period is divided into intervals to monitor the performance of individual
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crewmembers. Each tradesman involved in some form of direct work for more than 50% of that
specific time interval will be credited for the work completed in that time. At the end, the ratio
between the credits achieved and the total possible credit represent each worker’s efficiency
(Thomas and Daily, 1983).

2.3.2.5 Group Timing Technique (GTT)

GTT is another sampling technique for construction project evaluation. GTT uses crewmember
observations at a static time interval; these observations are categorized based on pre-set work
cycle elements. This technique is suitable for highly repetitive and cyclic work. A full description
of this technique can be found in “Crew Performance Measurement via Activity Sampling” by
Thomas and Daily (1983).

2.3.2.6 Historical Data and References

There are several published standard labor productivity rates for estimating costs, budgeting,
and scheduling. The following sources are widely used in the construction industry (Khan,
2005): RS Means — Building Construction Cost Data (US & Canada); Lansdowne’s Construction
Cost Handbook (Canada); Hanscomb’s Yardsticks for Costing (Canada); and Craftsman’s
Building Cost File (US & Partially Canada). Although the above-mentioned manuals are
valuable sources for productivity construction practitioners, some shortcomings are associated
with them. Goodrum and Haas (2002) state that using solely the manuals may lead to
overestimating construction costs. Despite the drawbacks associated with these manuals, there

is still a preference for utilizing estimation manuals as a basis for predicting productivity levels.

2.3.2.7 Other Methods

Several high-tech methods have been utilized over the past two decades to measure
productivity. For instance, audio-visual (AV) methods have captured construction field
operations for the purpose of productivity analysis and productivity improvement, training and
safety purposes, to monitor weather impact, equipment performance, and to analyze claims
(Abeid and Arditi, 2002). AV methods are not a substitute for physical observation methods, but
a valid supplementary method for improving and documenting them as AV methods facilitate the
gathering and evaluating of data. These methods provide a permanent record of a project’s
progress which may be very useful at a later stage (Noor, 1988). Kim et al. (2009) proposed a
new system for onsite productivity measurement, Wireless Real-time Productivity measurement
(WRITE). The developed system has some valuable features. Firstly, it does not disturb ongoing
construction activities. Secondly, it provides a real-time measurement of construction labor

productivity. Thirdly, the information collected can be shared by all project parties via the
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Internet, regardless of time and distance. Xue et al. (2008) proposed a new technique for
“Measuring Productivity of the Construction Industry in China by Using DEA-Based Malmquist
Productivity Indices.” The proposed method utilizes the Data Envelopment Analysis (DEA), a
well-accepted management tool. Xue uses DEA to assess the efficiency of decision-making
units (DMUs) and circumvents any functional specification to define the connections between
inputs and outputs. Portas and Abourizk (1997) developed an ANN model to estimate
construction productivity for concrete formwork installation activities. Their ANN system employs
historical data and contributions from knowledgeable construction supervisors. A three-layered
ANN with a fuzzy output structure was adopted as the most suitable model since a considerable
amount of input was subjective. Productivity measurement can be classified into two major
categories, Continuous Observations and Intermittent Observations. Table 2.4 highlights the

advantages and disadvantages associated with these two categories.

Table 2-4. Pros and Cons of Productivity Measurement Methods (Noor, 1998).

Measurement

Method Advantages Disadvantages
Continuous 1. Accu.rate time inputs . 1. Labor.ioys e}nd expensive
Observations 2. Detailed data for analytical 2. Restrictive in the number of workers
purposes or work crews monitored
1. Allows for the monitoring of 1. Prone to errors in the determination
Intermittent many workers & work crews of true times
Observations 2. Less resource-intensive than 2. Productivity data is in an aggregated
continuous observations format

Both methods provide project participants with unbiased feedback regarding the efficiency of the
process and the ability to rectify adverse situations. These methods are effective management
tools to efficiently plan, coordinate, and monitor a project’s execution plan. Productivity in the
construction industry is defined by labor productivity. Thus, productivity improvement is assured
when wasted efforts in the work process can be identified, minimized, and/or eliminated (AACE,
2004a).

2.3.3 Factors Affecting Productivity

A number of different interrelated factors affect construction labor productivity in any specific
project. Many studies have illustrated the effect of an explicit factor on construction labor
productivity, such as overtime, learning curves, and congestion, but there is a marked lack of
comprehensive studies designed to show how various interrelated factors affect construction
labor productivity simultaneously. Even though many studies on identifying and evaluating
factors affecting construction labor productivity are available, no comprehensive study analyzing

the loss of productivity due to the interaction between these factors has been conducted yet
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(Jansma, 1998). Key factors affecting labor productivity have been proposed by different
researchers in different studies. Leonard et al. (1998) performed a field investigation of over 18
months at Revay and Associates Limited of Montreal (a consulting firm specializing in
construction claims). Change order impact on productivity was at the core of their research.
Ninety cases from 57 different projects were selected, cases where the contractors had
experienced a considerable amount of change orders and the corresponding loss of
productivity. Their study identified eight major factors that negatively affect productivity,
including: the timing of the individual change orders, the type of work, interdependencies among
trades, the intensity of the work, the frequency of design errors and omissions, contractor’s
management skill, and a lack of architect and engineer supervision. The frequency (as a
percentage of the overall time) of how often these factors occurred was determined and is
shown in Figure 2.7 (Leonard et al. 1988). Thomas (1992) studied the effects of planned or
extended overtime on labor productivity. Planned or extended overtime is overtime that lasts
longer than several weeks. Spot overtimes were excluded because their negative impacts are
insignificant when compared to the scope of the work. Extended overtime can be characterized
as a period of more than 40 hours of work per week that lasts for a minimum of three
consecutive weeks. Thomas (1992) found that data sources were limited in the field, with many
articles and publications citing other sources while offering no new data or vision. Productivity
loss is a function of the number of hours per day and the number of days per week. Thomas
concluded that the studies which show that productivity is not correlated to the numbers of

hours per day and number of days per week are inconsistent.
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Figure 2-7. Factors Influencing Productivity Losses (Leonard et al., 1988).

Hanna and Heale (1994) conducted a survey to determine the factors affecting construction

productivity across Canada. Their research focused on the dissimilarities between
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Newfoundland and the rest of Canada. They identified and classified major productivity factors
into six groups: contract environment, planning, site management, working conditions, working
hours, motivation, and other factors. The following interesting conclusions are based on Hanna
and Heale’s (1994) study: 1) Critical plan method (CPM) planning and scheduling techniques
have a positive impact on productivity; 2) Fixed-price contracts are more productive, while
lowest-bid contracts have a negative impact on productivity; 3) Among site management factors,
availability of issued for construction (IFC) drawings has the greatest effect on productivity; and
4) Occasional overtime may have a positive effect on productivity, whereas planned overtime
and shift work has adverse impacts on productivity. Hana and Heale (1994) indicated that site
management factors have an undesirable influence on labor productivity. Thus, mitigating the
negative influence of these factors may result in productivity improvement. Makulsawatudom et
al. (2004) focused on factors affecting labor productivity in Thailand, where the construction
industry has experienced productivity difficulties. They distributed a structured questionnaire to
34 project managers actively involved in the Thai construction industry. The factors were ranked
according to their level of influence and potential productivity improvement. To reinforce the
data collected from the questionnaire, comprehensive interviews were performed with project
managers. 23 factors in total affecting labor productivity were gathered and ranked, as shown in
Table 2.5 (Makulsawatudom et al., 2004). Where CFl is critical factor index, and Rl is relative

importance index.

Table 2-5. Factors Affecting Construction Labor Productivity (Makulsawatudom et al., 2004).

Rank Factors Total CFl Score RII
1 Lack of Material 358 0.405
2 Incomplete Drawings 330 0.373
3 Incompetent Supervisors 329 0.372
4 Lack of Tools and Equipment 309 0.350
5 Absenteeism 307 0.347
6 Poor Communication 301 0.340
7 Instruction Time 299 0.338
8 Poor Site Layout 298 0.337
9 Inspection Delay 294 0.333
10 Rework 291 0.329
11 Occasional Working Overtime 266 0.301
12 Change orders 265 0.300
13 Tools and Equipment Breakdown 261 0.295
14 Specification and Standardization 261 0.295
15 Interference from Other Trades and Another Crewmember 245 0.277
16 Workers Turnover and Changing Crewmembers 233 0.264
17 Scheduled Working Overtime 226 0.256
18 Safety Incidents 220 0.249
19 Poor Site Conditions 207 0.234
20 Changing of Foremen 204 0.231
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Ghoddousi and Hosseini (2012) conducted a survey to identify the factors that affect the
productivity of construction projects in Iran. They claimed that the Iranian construction industry
endeavored to take all the measures necessary to decrease costs as much as logically
possible. Major portions of projects were assigned to sub-contractors because of the strong
belief among contractors regarding the inefficiency of a daily workforce. Their study aimed to
identify the factors influencing sub-contractors’ productivity by using a structured questionnaire.
Thirty-one factors were identified and classified into seven broad categories. Table 2.6 shows

25 out of 31 variables.

Table 2-6. Ranking the Defined Groups and Their Factors (Ghoddousi and Hosseini, 2012).

1. Material/Tools Rank
Materials not delivered onsite when expected 1

A shortage of a material in the market 2
Lack of proper tools and equipment onsite 3
Frequent tools/equipment breakdowns due to aging or poor maintenance 4
2. Method/Technology Rank
Operatives do not have the skills and experience to perform the task 1
Use of traditional construction methods instead of modern technology 2
Company executing project type for the first time 3
Site is slippery or steep, imposing terrible working conditions 4
3. Management/Planning Rank
No construction planning or project schedule in place 1
Tasks are not properly planned or realistically sequenced 2
Skilled workers are not adequate on jobs 3
Congestion and overcrowding on the site/interference among people working on the Jobsite 4
4. Supervision Rank
Site manager does not have the ability to train workers to perform their jobs properly 1
Stoppages because of inspection delays 2
Work and break frequencies and durations are not properly organized 3
The site manager is not experienced enough to handle challenges that arise in the field 4
5. Reworks Rank
Work needs to be redone due to damage after the work was complete 1
Work needs to be redone because it fails quality control inspection or testing 2
Fabrication errors require correction in rework 3
Work needs to be redone frequently due to the poor quality of documents, drawings or specifications 4
6. Weather Rank
The thermal environment is not conducive to physical work (i.e. heat, cold, humidity) 1
7. Jobsite Condition Rank
Inadequate water coolers and toilets, and/or no convenience store or covered rest area onsite or in 1
the vicinity of the active workforce

The worksite is a considerable distance from homes or housing site 2
Jobsite is too noisy/dusty 3
Low level of lighting/poor ventilation/poor housekeeping/limited entrances 4
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They focused on sub-contractor managers and their perceptions regarding the 31 factors’
degree of influence on productivity on a time-based criterion. They found ten main factors
adversely affecting labor productivity in descending order as follows: 1) Use of traditional
instead of high tech construction methods; 2) Site managers that are not knowledgeable
regarding issues that arise in the field; 3) Lack of proper tools and equipment on site; 4)
Operatives do not have the abilities and experience to perform their task; 5) Site managers are
not skilled in training workers to perform their jobs properly; 6) Lack of the required materials in
the market; 7) It is the first time a company is executing a particular type of project; 8) Materials
do not arrive on site when they are needed; 9) Thermal environment is not comfortable (i.e.
heat, cold, humidity); and 10) Tasks are not properly planned or realistically sequenced. It can
be concluded that the majority of the most influential factors are all finance-related, reflecting the
financial problems imposed on Iranian construction companies by government irregularities in
making payments during the course of projects (Ghoddousi and Hosseini, 2012).

Jarkas and Bitar (2012) concluded that the Kuwaiti construction industry suffers from low
productivity. Using a structured questionnaire, they identified and ranked the relative importance
of factors influencing labor productivity on construction projects in Kuwait. Their questionnaire
identified 45 factors grouped into four primary groups as follows: (1) management; (2)
technological; (3) human/labor; and (4) external. Ten of the 45 factors were recognized as
having the most influence on labor productivity: 1) Clarity of technical specifications; 2) Extent
of variation/change orders during a project's execution; 3) Level of coordination among the
design disciplines; 4) Lack of labor supervision; 5) Proportion of work subcontracted; 6)
Complexity of project design; 7) Lack of an incentive scheme to reduce costs; 8) Inadequate
construction manager leadership; 9) Stringent inspection by the engineer; and10) Delays in
responding to requests for information. Their research indicates constructability is the prominent
concept affecting labor productivity in Kuwait. However, there is a lack of knowledge of
constructability practices among construction practitioners in Kuwait. Hafez et al. (2014)
performed a similar study in Egypt to identify and rank the critical factors affecting construction
labor productivity. They identified 27 productivity factors and classified them into the following
four groups: (a) technological, (b) management, (c) human/labor, and (d) external. Ten factors
were shown to have the most significant negative impact on labor productivity: (1) payment
delay, (2) poor labor skills, (3) shortage of experienced labor, (4) lack of labor supervision, (5)
poor labor motivation, (6) overtime work, (7) lack of leadership skills among construction
managers, (8) high humidity, (9) unclear technical specifications, and (10) high or low

temperatures. The results of the abovementioned research are consistent with the results of
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similar research efforts carried out in Kuwait, Iran, and Thailand (Jarkas and Bitar, 2012;
Ghoddousi and Hosseini, 2012; Makulsawatudom et al., 2004), and are very similar to the
results reached in the Gaza Strip (Enshassi et al., 2009). It is clear that several known and
existing factors influence construction labor productivity. Good planning and identification of
these factors can mitigate their adverse impact. Using a novel holistic dynamic model in
conjunction with a sound visualization tool could result in early identification, reduction, or

elimination of these factors, thereby leading to an improvement in productivity.
2.3.4 Loss of Productivity

Loss of productivity may occur when construction labor productivity is impacted by events that a
contractor does not have any kind of control over; hence, the contractor may be entitled to
additional compensation. Loss of productivity claims creates exceptional challenges for the
claimant who declares them and the defendant who defends themselves or their company
against them. Inefficiency can be caused by various events and project parities, which means
that determining loss of productivity attributable to a discrete event can be very problematic
(Klanac and Nelson, 2004). The AACE list of the difficulties associated with the measurement
and allocation of responsibility for losses in productivity includes the following (AACE, 2004b): 1)
The events that cause a loss of productivity that an owner is held accountable for may not be
easily detected at the beginning, unless a contractor is capable of monitoring productivity
effectively and consistently from the early stage of a project’s execution. If written notice is not
given to the client in a timely fashion, then the integrity of the loss of productivity claims
becomes debatable (AACE, 2004b); 2) Real-time tracking of productivity in construction projects
is difficult if not impossible, unless a contractor employs some sort of structured Earned Value
Analysis (EVA) for tracking productivity. Thus, validating productivity losses with the degree of
confidence requested by clients may be very difficult (AACE, 2004b); 3) Too-often, productivity
losses are calculated after the fact. In other words, they are not assessed proactively. Losses
are usually quantified during a claim preparation or a request for equitable adjustment. Thus,
every so often a lump sum estimate can be prepared for productivity loss claims (AACE,
2004b); 4) Some methods may result in fault-prone results and thus are not reproducible. These
methods are therefore unreliable. It is quite possible that two methods will produce two different
results that cannot be easily understood nor reconciled (AACE, 2004b); and 5) Establishing lost
productivity causation(s) is challenging because contractors attempt to show that any losses are
caused by clients (ex., due to change orders) and ask to be reimbursed. In contrast, clients try

to justify lost productivity by using an inadequate or misleading bid process or by poor planning.
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These two standpoints towards productivity issues in construction projects create a vicious cycle
(AACE, 2004b).

2.3.5 Methods in Estimating Loss of Productivity

Quantifying loss of productivity in construction projects requires detailed answers to questions
about many subjective assumptions on the part of contractors or claims analysts. Although the
loss of productivity claims have been an attractive topic among professionals from industry and
academia, no one-size-fits-all technique exists. Meanwhile, some widely accepted techniques,
like the Measure Mile Analysis (MMA), rarely produce consistent results. Cost overrun due to
loss of labor productivity is very difficult to assess; industry guidelines such as the National
Electrical Contractors Association (NECA, 1976), the US Army Corps of Engineers (USACE,
1979), and the Mechanical Contractors Association of America (MCAA, 1986) can be used as
sources for estimating productivity loss. However, these guidelines are prepared by an
organization that advocates for one side of a conflict, with an expectation of financial gain and
often with an unclear research methodology (Ibbs and Liu, 2005b). There are, however, some
methods available to measure the loss of productivity due to change orders and other events
that occur during the course of a project, but these methods do not highlight what factor(s) are
the major contributor to productivity loss.

Lee (2007) classified these methods into three categories: traditional methods, statistical studies
and models, and other methods. All of the existing methods currently available for assessing the
loss of productivity, from traditional methods to more advanced ones that depend on newer
approaches, are reviewed in the following sub-sections. Traditional methods include MMA,
Total Cost Method (TCM), Modified Total Cost Method (MTCM), Jury Verdict Method (JVM),
EVA, and Industry Indices and Studies. It should be noted that some of these methods have
been criticized due to their lack of consistency and precision. On the other hand, others are
widely used among construction practitioners, such as the MMA. Although the MMA has been
commonly used and accepted for loss of productivity claims presented in courts, it does have
some shortcomings. Researchers have proposed several improvement techniques for this
method. For example, Ibbs and Liu (2005b) proposed an improved MMA that determines its

reference period utilizing objective criteria.
2.3.5.1 Measure Mile Analysis (MMA)

The MMA was first introduced by Zink in 1986. MMA involves an assessment of the contractor’s
productivity achieved in the course of an un-impacted period, compared to the contractor’s

productivity on a similar task during an impacted period (Equation, 2.9). The un-impacted period
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is also known as the reference period for productivity analysis on the same project and can be
expressed as:
Loss of Productivity
= (Impacted rate — Reference rate)
* Number of units during impacted period Eqution 2.9

However, it is possible to select a reference period from a different project that includes a similar
type of work (Jones, 2001). The following guidelines should be taken into account when
choosing an MMA (Loulakis and Santiago, 1999). First, the work accomplished during the
reference period should be significantly comparable in type, nature, and difficulty to the
impacted work. Secondly, the configuration of the skill level of the crews should be comparable.
Three major steps should be followed for calculating loss of productivity using MMA (Zink,
1986): 1) Plot the actual man-hours spent on a project versus the percentage of work
completed; 2) The first and last 10% should be removed from productivity data because they
are related to “ramp-up” and “tail-out” and are not truly representative of the expected average
productivity; and 3) A linear or non-linear portion of the productivity curve in the intermediate
80% that represents the un-impacted work period and the most efficient rate of progress must
be identified. There are major drawbacks associated with this method. Firstly, the reference
period productivity must be established based on a continuous un-impacted period, a period
which is not always readily accessible. Secondly, identifying the references periods in the MMA
is very subjective (Ibbs and Liu, 2005b). Thus, the success of loss productivity claims prepared
utilizing MMA depends in large part on the reliability of the selected comparable periods (Ibbs
and Liu, 2011). Thirdly, to quantify productivity losses using MMA, good productivity record
booking is essential.

Ibbs and Liu (2010 and 2005b) proposed and an improved MMA utilizing the statistical
clustering method to overcome the bias of determining reference periods and similar workdays.
Ibbs (2011) published a list of MMA principles utilizing a logical process for formulating and
presenting a sound MMA method to support contractors, clients, consultants, and other parties.
These principles are MMA Analyst Characteristics, Impacted Period, Reference Period, Loss of
Productivity Quantification, and Loss of Productivity Presentation. In 2000, Thomas and Sanvido
introduced the baseline concept to improve some MMA shortcomings. The baseline period is
defined as a period of time when the contractor reaches their best productivity; this period does
not need to be a continuous period nor must it be purely un-impacted. In their method, the
baseline duration should be 10% of a project's duration. The baseline method has two

advantages over the MMA: 1) A lower level of detail. The MMA requires a reference period free
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of any disruptions, while the baseline method does not; and 2) Can be used in cases where no
MMA is achievabile.

The major disadvantage is that determining exactly 10% of daily productivity is a subjective task
and it is possible that this 10% may not represent the project’s best productivity (Table 2.7).
Thus, the MMA is one of the preferred methods for quantifying the loss of productivity in the
construction industry. Although MMA is widely accepted in many courts and appeal boards,

there are some concerns regarding its consistency and reliability (Ibbs, 2011).

Table 2-7. Comparison between the Measured Mile and Baseline Productivity (Lee, 2007).

Measured Mile Baseline Period
Negative impacts should be limited to Does not need to be free of owner
those caused solely by the owner impacts
The measured mile period should be The baseline timeframe does not need to be
a continuous period a continuous period
Focused on finding periods where Focused on finding the best performance
there are no owner-caused impacts the contractor can achieve

2.3.5.2 Total Cost Method (TCM)

In quantifying the loss of productivity, some contractors prepare their cases by utilizing the TCM.
This method is the most straightforward of the traditional methods for measuring productivity
losses. Loss of productivity cost is calculated by subtracting the bid amount from the total cost
of a project or by subtracting the total bid hours from the total hours billed and the result is
multiplied by the average labor rate. This method has serious shortcomings in its assumptions.
It assumes that the contractor does not contribute to the inefficiency problems in a project and
that the bid estimate is 100% valid. In addition, the client is solely responsible for any
inefficiencies, hence, all the cost overruns must be compensated by the client. In other words,
this method does not distinguish between the various factors that cause damage. The variance
between the actual cost and the bid cost for the entire project is presumed to be a combination
of factors, all caused by the action or inaction of the other party. Courts and appeal boards are
not very keen to accept this method due to the abovementioned assumptions. This method can
only be presented in courts if all of the following four requirements are satisfied (Lee, 2007):
Demonstrating actual losses precisely and directly is very difficult/impossible; Bid estimate is
precise and detailed; There are real actual costs, and Contractor is not held accountable for
cost overruns. TCM should be considered as the last resort for quantifying productivity loss
impact cost. In other words, it may be useful to employ this method only when damages cannot
be isolated or easily quantified based on a change-by-change or breach-by-breach basis and

when there is not enough information available.
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2.3.5.3 Modified Total Cost Method (MTCM)

MTCM utilizes the inherent simplicity of the TCM approach. However, MTCM attempts to
demonstrate that cause and effect relationships exist between the cost overrun experienced by
contractors and the action or inaction of other parties. Thus, the success of MTCM strongly
depends on illustrating the cause and effect dynamics (Kelleher et al., 2014). The first step in
quantifying damages using MTCM is to adjust the contractor's bid for any shortcomings
disclosed during the course of a project. In the same way, any costs that cannot be accredited
to the other party should be deducted. Although this method is more likely to be accepted by
courts and appeal boards because it does not have the deficiencies of the TCM, the same four

conditions must be met by the contractors (Lee, 2007).
2.3.5.4 Jury Verdict Method (JVM)

JVM can be applied in cases where the causation of damage has been validated but the
amount of damages cannot be quantified with confidence (Jones, 2001). The use of the JVM
depends on the nature of the claims; it is particularly useful where the loss of productivity
damages cannot be quantified due to lack of information. In these situations, a jury verdict can
be used to determine a realistic and reasonable compensation amount for damages. Three
conditions should be met before selecting this approach (Lee, 2007): 1) Strong evidence of
injury; 2) Lack of a more reliable method to estimate damages; and 3) Adequate proof for a fair
and reasonable guesstimate of the damages. The JVM may be used with other available
techniques to quantify damages, such as engineering estimates, estimated labor hours, industry
studies, etc. It should be noted that MTCM and MMA provide better results for calculating
inefficiencies than the JVM because they take into account the causation of productivity losses
(Lee, 2007; Jones, 2001).

2.3.5.5 Earned Value Analysis (EVA)

EVA is a common technique to measure project performance. This method incorporates a
project's scope, cost, and schedule performances to assess and measure overall project
performance and progress (PMI, 2013). Because of the problems with accurately measuring
productivity, productivity measurement can be performed using EVA. In addition, EVA can be
considered as a vehicle for measuring the loss of productivity by comparing the impacted and
un-impacted Cost Performance Indexes (CPI). EVA is used as a surrogate for construction labor

productivity. It should be noted that the accuracy of data could be jeopardized if the loading
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resources are not modified according to the changes imposed during the course of a project
(Schwartzkopf, 2004).

2.3.5.6 Industry Indices

There are some industry indices available for quantifying productivity losses caused by change
orders or other factors triggered by management policies toward change orders. Contractors
and owners publish various manuals for quantifying the loss of productivity due to different
factors. These manuals do not take into account any interdependencies among factors or utilize
several factors for the same work (Ibbs and Vaughan, 2012). The following three guidelines are
widely known among construction industry practitioners: i) MCAA Labor Estimating Manual
(1994); ii) NECA Manual of Labor Units; and iiil) USACE Modification Impact Evaluation Guide.
The MCAA is one of the more popular sources for quantifying lost productivity. The manual
provides the amount of productivity losses in the form of percentage for 16 factors that influence
productivity (Lee, 2007). Table 2.8 shows a sample of MCAA (2016) factors that can have an

effect on the project during the construction phase.

Table 2-8. Sample of MCAA Factors Affecting Productivity and Range of Losses (Lee, 2007).

Level of Condition
Factor
Minor Average Severe
1 Stacking of Trades 10% 20% 30%
2 Morale and Attitude 5% 15% 30%
3 Reassignment of Manpower 5% 10% 15%
4 Crew Size Inefficiency 10% 20% 30%
5 Concurrent Operations 5% 15% 25%
6 Dilution of Supervision 10% 15% 25%
7 Learning Curve 5% 15% 30%
8 Errors and Omissions 1% 3% 6%
9 Beneficial Occupancy 15% 25% 40%
10 Joint Occupancy 5% 12% 20%

Ibbs and Vaughan (2012) state the advantages and disadvantages of MCAA manuals in their
“Change and the Loss of Productivity in Construction: A Field Guide.” The key advantages of
the MCAA manual are: 1) It is easy to use and apply because of clear and concise data; 2) Data
is generated based upon a group of experienced professionals; 3) No reference period is
required to apply the manual’s data; and 4) Several factors can be used to quantify the
productivity loss if the effects are combined correctly. The main disadvantages of the MCAA
manual are: 1) Data is developed subjectively; 2) Subjective judgment should be made by the

users to determine the level of a condition; 3) Interdependencies among factors should be taken
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into account prior to applying multiple factors; and 4) Recognizing the impacted period of work
may be problematic. Although it has some serious disadvantages, the MCAA manual has been
used successfully to quantify productivity losses (lbbs and Vaughan, 2012). In 1992, the NECA
issued a manual similar to the MCAA’s. According to Lee (2007), the contents of Table 2.9
have remained the same since 1976, although the NECA manual is updated occasionally. The
table has four major categories: building type, working conditions, general contractor, and
electrical contractor, and all the factors affecting labor productivity are grouped under one of
these major categories. The factors are classified into five levels according to their severity and
productivity losses are represented as percentages (Lee, 2007). The NECA manual’s
advantages are similar to those of the MCAA manual. The major disadvantages of using the
NECA manual are as follows (Lee, 2007): 1) Unknown source of data; 2) Subjectivity in
assessing the severity of each factor; 3) The interdependencies among factors are ignored; and
4) No clear distinction between applying factors only to the work impacted by changes or to the
entire project.

According to Lee (2007), a strong drawback of the NECA manual is that many of the factors
included in the table are not suitable for clarifying and measuring the effect of changes orders.
For example, construction type and job location are known variables from the beginning of a
project and are not factors that can be affected by change orders. Thus, the NECA manual is
more useful for assessing productivity at the planning phase (Table 2.9) (NECA, 1974; NECA,
1976; NECA, 1992).

The USACE published the “Modification Impact Evaluation Guide” in 1979. The manual covers
four typical factors that cause inefficiency on unchanged work resulting from change orders.
These factors were identified as disruption, crowding, acceleration, and morale and are
described below. In a disruption, the contractor plans a project in the form of sequential
activities leading to the completion of the project. The experienced workforce knows how the
planned activities relate to the successful completion of the project, creating a “job rhythm.”
Optimum productivity is achieved when there is good job rhythm. Any disruption to the job
rhythm will influence workers on un-impacted and impacted work and may result in a loss of
productivity.

According to the USACE, disruptions occur when “workers are prematurely moved from one
assigned task to another.” Figure 2.8 was developed based on the assumption of full worker
productivity achievable in a maximum 8-hour shift. Figure 2.8 is more appropriate for the

construction industry according to the USACE (1979). The claim is that construction workers are
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skilled enough to execute a variety of tasks and hence they only require being re-oriented for

new tasks rather than gaining new skills.
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