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Abstract

Spectral comparison theorems for Klein–Gordon equation in d ≥ 1 dimensions

Hassan Harb, PhD
Concordia University, 2019

We first study bound-state solutions of the Klein–Gordon equation ϕ′′(x) =
[
m2−

(
E−V (x)

)2]
ϕ(x),

for vector potentials which in one spatial dimension have the form V (x) = v f(x), where f(x) ≤ 0 is the
shape of a finite symmetric central potential that is monotone non-decreasing on [0,∞) and vanishes
as x→∞, and v > 0 is the coupling parameter.

We characterize the graph of spectral functions of the form v = G(E) which represent solutions of
the eigen-problem in the coupling parameter v for a given E: they are concave, and at most uni-modal
with a maximum near the lower limit E = −m of the energy E ∈ (−m, m). This formulation of the
spectral problem immediately extends to central potentials in d > 1 spatial dimensions. Secondly, for
each of the dimension cases, d = 1 and d ≥ 2, a comparison theorem is proven, to the effect that if two
potential shapes are ordered f1(r) ≤ f2(r), then so are the corresponding pairs of spectral functions
G1(E) ≤ G2(E) for each of the existing eigenvalues. These results remove the restriction to positive
energies necessitated by earlier comparison theorems for the Klein–Gordon equation by Hall and Aliyu
[49]. Corresponding results are obtained when scalar potentials S(x) are also included.

We then weaken the condition for the ground states by proving that if

∫ x

0

[
f2(t)−f1(t)

]
ϕi(t)dt ≥ 0,

the corresponding coupling parameters remain ordered, where ϕi = 1, ϕ1 or ϕ2, ϕ1 and ϕ2 are the bound
state solutions of the Klein–Gordon equation with potentials V1 and V2 respectively. These results are
valid for any energy E ∈ (−m,m), but they are restricted to the ground states.

We finally present a complete recipe for finding upper and lower spectral bounds for both bounded
and unbounded potentials, and we exhibit specific result for the applications for the Woods-Saxon,
Gaussian, sech-squared, and Yukawa potentials in dimensions d = 1 and d = 3.
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Chapter 1

Introduction

The elementary comparison theorem of non-relativistic quantum mechanics states that if two potentials
are ordered, then the respective bound-state eigenvalues are correspondingly ordered:

V1 ≤ V2 =⇒ E1 ≤ E2.

In the non-relativistic case (Schrödinger’s Equation), this is a direct consequence of the min-max prin-
ciple since if the Hamiltonian H = −∆ + V is bounded from below, the discrete spectrum can be
characterized variationally [4]. However, the min-max principle is not valid in a simple form in the
relativistic case because the energy operators are not bounded from below [7–9]. Regarding the Klein–
Gordon equation, since only a few analytical solutions are known, the existence of lower and upper
bounds for the eigenvalues is important, and establishing comparison theorems for the eigenvalues of
this equation is of considerable interest. We suppose that the vector potential V is written in the
form V (x) = v f(x), where v > 0 and f(x) are defined respectively as the coupling parameter and the
potential shape. The literature does provide explicit solved examples, such as the square-well poten-
tial [10,63], the exponential potential [11,66], the Woods-Saxon potential, and the cusp potential [12].
Based on these examples it is clear that the relation E(v) is not monotonic as it is in the Dirac rela-
tivistic equation, [13–18], and indeed for Schrödinger’s non-relativistic equation. Consequently, earlier
comparison theorems for the Klein Gordon equation were restricted to positive energies [19,49,50], and
some are only valid for the ground state.

In this thesis, we were able to establish general comparison theorems that are valid for all E ∈
(−m,m), and not just for the ground state. We shall assume V represents the time component of a
four-vector, with V (x) = vf(x), v being the coupling parameter and the function f is the potential
shape. The idea that had a profound effect on the present work and, in particular, eliminated an earlier
positivity restriction for energies, was our thinking of v as a function of E. This enabled us to arrive
at a function v(E), whereas E(v) is a two-valued expression.

In chapter 4 we give an explicit expression for the energy Klein–Gordon operator in dimenion d ≥ 1,
and we prove that the ground state function is decreasing on [0,∞). We then provide exact solutions
for the Klein–Gordon equation with the square-well, exponential, Coulomb, and Hulthén potentials
in chapter 5, which are adapted from the literature. We generalize the solution for the square-well
potential to dimension d > 3. In chapter 6, we show that that the eigenvalue problem in the coupling
parameter v leads to spectral functions of the form v = G(E) which are concave, and at most uni-modal
with a maximum near the lower limit E = −m of the eigenenergy E ∈ (−m, m). This formulation of
the spectral problem immediately extends to central potentials in d > 1 spatial dimensions. Chapter 7
is dedicated for proving our comparison theorem in which we call a simple general comparison theorem,
in dimension d ≥ 1. This theorem states that

f1 ≤ f2 =⇒ G1(E) ≤ G2(E),

for all E ∈ (−m,m) and for all ground and excited states.
Moreover, we were able to refine this theorem for the ground states in dimension d ≥ 1, by allowing

1



the potential shapes to cross over in a controlled manner. We reveal the following theorems in the one
- dimensional case:

1.

∫ ∞

0

(
f2(x)− f1(x)

)
dx ≥ 0 =⇒ G1(E) ≤ G2(E), for all E ∈ (−m,m);

2.

∫ ∞

0

(
f2(x) − f1(x)

)
ϕi(x)dx ≥ 0 =⇒ G1(E) ≤ G2(E), for all E ∈ (−m,m), where ϕi is the

ground state function with i = 1, 2,

and for the (d > 1) - dimensional case:

1.

∫ ∞

0

(
f2(r)− f1(r)

)
rd−1dr ≥ 0 =⇒ G1(E) ≤ G2(E), for all E ∈ (−m,m);

2.

∫ ∞

0

(
f2(r)− f1(r)

)
rd−1Ri(r)dr ≥ 0 =⇒ G1(E) ≤ G2(E), for all E ∈ (−m,m), where Ri is the

ground state function with i = 1, 2,

In chapter 9, we prove that the energies for Coulomb-like potentials are positive, provided v <
1

2
.

We finally exhibit a complete recipe for spectral bounds for potentials based on comparisons with the
exactly soluble square-well, exponential, Coulomb, and Hulthén problems.

2



Chapter 2

Abstract Theory

2.1 Hilbert Space

[1–5] We provide a definition of a Hilbert space with some properties, because the space of functions in
quantum mechanics is a Hilbert space. We start by defining an inner product space, or a pre-Hilbert
space X.

Definition 2.1.1. Inner product space: An inner product space X is a vector space with an inner
product 〈·, ·〉 defined on X, where 〈·, ·〉 is a map defined as

〈·, ·〉 : X ×X 7→ C,

satisfying the following properties:

(i) 〈ϕ,ψ + ξ〉 = 〈ϕ,ψ〉+ 〈ϕ, ξ〉, for all ϕ,ψ, ξ ∈ X;

(ii) 〈ϕ, αψ〉 = α〈ϕ,ψ〉 for all ϕ,ψ ∈ X and α ∈ C;

(iii) 〈ϕ,ψ〉 = 〈ψ,ϕ〉 for all ϕ,ψ ∈ X;

(iv) 〈ϕ,ϕ〉 ≥ 0 for all ϕ ∈ X, and 〈ϕ,ϕ〉 = 0 iff ϕ ≡ 0.

Definition 2.1.2. Let ϕi, ϕj ∈ X. Then ϕi and ϕj are said to be orthogonal if 〈ϕi, ϕj〉 = 0. A
collection of functions {ϕi}, i = 1, 2, ... is called an orthonormal set if 〈ϕi, ϕi〉 = 1 for all i, and
〈ϕi, ϕj〉 = 0 for all i 6= j.

Let S = {ϕi}Ni=1 ∈ X be an orthonormal set. Then for any ϕ ∈ X, we have:

ϕ =

N∑

i=1

〈ϕi, ϕ〉ϕi +

(
ϕ−

N∑

i=1

〈ϕi, ϕ〉ϕi
)
.

But
∑N
i=1〈ϕi, ϕ〉ϕi and ϕ−∑N

i=1〈ϕi, ϕ〉ϕi are orthogonal. Thus

∥∥ϕ2
∥∥ =

∥∥∥∥∥
N∑

i=1

〈ϕi, ϕ〉ϕi
∥∥∥∥∥

2

+

∥∥∥∥∥ϕ−
N∑

i=1

〈ϕi, ϕ〉ϕi
∥∥∥∥∥

2

,

and consequently, we obtain the following Pythagorean theorem

∥∥ϕ2
∥∥ =

N∑

i=1

|〈ϕ,ϕN 〉|2 +

∥∥∥∥∥ϕ−
N∑

i=1

〈ϕi, ϕ〉ϕi
∥∥∥∥∥

2

.

As a result we get the Bessel’s inequality

‖ϕ‖2 ≥
N∑

i=1

|〈ϕ,ϕN 〉|2.

3



Corollary 2.1.1. For any ϕ,ψ ∈ X we have the following Cauchy Shwarz’s inequality

|〈ϕ,ψ〉| ≤ ‖ϕ‖ ‖ψ‖ . (2.1)

Proof. If ψ = 0, then it’s trivial.

Suppose that ϕ 6= 0. Then
ψ

‖ψ‖ itself forms an orthonormal set. Hence, applying Bessel’s inequality

we get

‖ϕ‖2 ≥
∣∣∣∣
〈
ϕ,

ψ

‖ψ‖

〉∣∣∣∣
2

=
|〈ϕ,ψ〉|2
‖ψ‖2

,

and the proof is complete.

Definition 2.1.3. Hilbert Space: A Hilbert space H is a complete inner product space, that is: every
Cauchy sequence in H is convergent.

Definition 2.1.4. Let H be a Hilbert space. A basis for H is a maximal orthonormal subset β ∈ H.

Theorem 2.1.1. Any Hilbert space H has an orthonormal basis, and any two bases for H have the
same cardinality.

The proof of this theorem is found in [2] p.44. In quantum mechanics, the space of all possible states

(wave functions) of a particle at a given time is called the state-space. The smallest Hilbert space
containing these functions in the set of square integrable functions

L2(Rd) = {ϕ : Rd 7→ R |
∫

Rd
|ϕ2| <∞},

with d ≥ 1. This is a vector space that has an inner product given by

〈ϕ,ψ〉 :=

∫

Rd
ϕ(x)ψ(x)µ(dx),

for all ϕ,ψ ∈ L2(Rd), in terms of which the norm is given by ||ϕ|| =
√
〈ϕ,ϕ〉. Applying the Cauchy-

Schwarz’s inequality we have

〈ϕ,ψ〉 ≤ ||ϕ||.||ψ|| <∞.

Hence ϕψ ∈ L2(Rd).

2.2 Inequalities

In this section we introduce the famous Hardy’s inequality which shall use in chapter 9 for studying
the sign of energy-eigenvalues for Coulomb-like potentials.

Corollary 2.2.1. Hölder’s inequality[3] Let p and q be dual indices, that is
1

p
+

1

q
= 1, 1 ≤ p ≤ ∞,

and define Ω to be a measure space with measure µ. Then for any f ∈ Lp(Ω) and g ∈ Lq(Ω) we have

‖fg‖1 ≤ ‖f‖p ‖g‖q , (2.2)

where

Lp(Ω) := {ϕ : Ω 7→ R |
∫

Ω

|ϕp| <∞},

and

‖f‖p :=

(∫

Ω

fpdµ

)1/p

.
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Proof. We consider Young’s inequality

ab ≤ ap

p
+
bq

q
,

for any a, b ≥ 0 and p ≥ 1, and we let A =

(∫

Ω

|f |pdµ
)1/p

, B =

(∫

Ω

|g|qdµ
)1/q

, a =

∣∣f(x)
∣∣

A
, and

a =

∣∣g(x)
∣∣

B
. Thus

1

‖f‖p ‖g‖p
‖fg‖1 ≤

1

p
+

1

q
= 1.

Hence,

‖fg‖1 ≤ ‖f‖p ‖g‖q .

Corollary 2.2.2. Minkowski’s Inequality[3, 26] For f, g ∈ Lp(Ω) we have

‖f + g‖p ≤ ‖f‖p + ‖g‖p ,
for p ≥ 1.

Proof. The cases p = 1 and p =∞ follow from the triangular inequality. For 1 < p <∞ we have

|f + g|p = |f + g|p−1|f + g| ≤ |f + g|p−1(|f |+ |g|).
Integrating on Ω and applying (2.2) we find that

∫

Ω

|f + g|p ≤
(∫

Ω

|f + g|(p−1)q

)1/q

‖f‖p +

(∫

Ω

|f + g|(p−1)q

)1/q

‖g‖p .

Thus, using (p− 1)q = p and 1/q = 1− 1/p we get

∫

Ω

|f + g|p ≤
(∫

Ω

|f + g|p
)1−1/p(

‖f‖p + ‖g‖p
)
.

Dividing both sides by the positive term

(∫

Ω

|f + g|p
)1−1/p

, we get the desired result.

We also state the Minkowski’s inequality in the integral form.
Let f be a non-negative function on Ω × Γ, which is µ × ν-measurable. (Γ is a measure space with
measure ν). Then

∫

Γ

(∫

Ω

f(x, y)µ(dx)

)1/p

ν(dy) ≥
(∫

Ω

(∫

Γ

f(x, y)ν(dy)

)p
µ(dx)

)1/p

. (2.3)

Theorem 2.2.1. Hardy’s Inequality[21–25] Let f ∈ Lp(0,∞), p > 1, and f > 0. Then
∫ ∞

0

[
1

x

∫ x

0

f(t)dt

]p
dx ≤

(
p

p− 1

)p ∫ ∞

0

fp(x)dx. (2.4)

This inequality could be written as
∫ ∞

0

F p(x)dx ≤
(

p

p− 1

)p ∫ ∞

0

fp(x)dx, (2.5)

where

F (x) =
1

x

∫ x

0

f(t)dt <∞.
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Proof. We first have

F (x) =

∫ 1

0

f(tx)dt.

Applying Minkowski’s inequality for integrals (2.3) we get

‖F‖p ≤
∫ 1

0

‖ft‖p dt,

where ft(x) = f(tx). Using the change the of variable s = tx and applying Fubini’s theorem we get

‖F‖p ≤
∫ 1

0

[ ∫ 1

0

|f(s)|p ds
t

]1/p

dt

=⇒ ‖F‖p ≤
∫ 1

0

t−1/pdt

[ ∫ 1

0

|f(s)|pds
]1/p

=
p

p− 1
‖f‖p .

Hence,

‖F‖pp ≤
(

p

p− 1

)p
‖f‖pp .

If we let ϕ(x) =

∫ x

0

f(t)dt, we can write the inequality (2.4) for p = 2 as

∫ ∞

0

1

x2
ϕ2(x)dx ≤ 4

∫ ∞

0

[ϕ2(x)]′dx.

Applying integration by parts for the right side we get

∫ ∞

0

1

x2
ϕ2(x)dx ≤ −4ϕ(0)ϕ′(0)−

∫ ∞

0

ϕ(x)ϕ′′(x)dx.

Assuming that ϕ ∈ Cc(0,∞), set of all continuous functions with compact support in (0,∞), we obtain

〈−∆〉 ≥ 1

4

〈
1

x2

〉
. (2.6)

This implies that the Laplacian operator is negative on L2(0,∞), and it is the form of the inequality
we will use in our later study of the eigen-energy signs for Coulomb-like potentials.

2.3 Unbounded Operators

In this section we provide some basic definitions and properties of unbounded operators on a Hilbert
space, as they play a crucial role in the world of quantum mechanics. For this section we denote by H
a Hilbert space with an inner product 〈·, ·〉. [2, 6, 20,27,28]

Definition 2.3.1. A linear operator K in H is a linear transformation

K : D(K) 7→ H,

where D(K) ⊂ H is the domain of K. We assume that D(K) is dense in H and we say that K is
densely defined in H.
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Definition 2.3.2. The graph of an operator K is the set of pairs

Γ(K) := {〈ϕ,Kϕ〉 | ϕ ∈ D(K)}.

Thus, Γ(K) is a subset of H×H, which is a Hilbert space with the inner product

(
〈ϕ1, ϕ2〉, 〈ψ1, ψ2〉

)
= 〈ϕ1, ϕ2〉+ 〈ψ1, ψ2〉.

We say that K is a closed operator if Γ(K) is a closed subset of H×H.

Definition 2.3.3. An operator K on H is bounded if sup
||ϕ||=1

||Kϕ|| <∞.

Definition 2.3.4. The adjoint of an operator K on H is the operator K∗ : D(K∗) defined by

〈K∗ψ,ϕ〉 = 〈ψ,Kϕ〉,

for all ϕ ∈ D(K) and ψ ∈ D(K∗) where

D(K∗) := {ψ ∈ H | ∃ψ∗ ∈ H, 〈Kϕ,ψ〉 = 〈ϕ,ψ∗〉 ,∀ϕ ∈ D(K) and K∗ϕ = ψ∗}.

Definition 2.3.5. An operator K on H is called Hermitian (or symmetric), if D(K) ⊂ D(K∗) and
Kϕ = K∗ϕ, for all ϕ ∈ D(K). Moreover, if 〈ϕ,Kϕ〉 ≥ 0 for all ϕ ∈ D(K), we say that K is a positive
operator, and if 〈ϕ,Kϕ〉 > 0 for all ϕ ∈ D(K) and ϕ 6= 0, we say that K is positive definite.

If K is Hermitian with D(K) = D(K∗) and K = K∗, we say that K is a self adjoint operator.

Definition 2.3.6. The spectrum of an operator K on H is the set

σ(K) := {λ ∈ C | K − λ is not invertible}.

Then, λ is an eigenvalue of K.

The point (discrete) spectrum of K is the set σP (K) of all λ such that λ is an isolated eigenvalue of K
with a finite multiplicity.

2.4 The min-max variational principle

The min-max principle, known as Fischer-Courant theorem, is very useful for estimating the discrete
spectrum of Schrödinger operators, since not all the problems in non-relativistic quantum mechanics
can be analytically solved. [2, 6, 27,29,30]

Theorem 2.4.1.

Let H be a self-adjoint operator that is bounded from below, on a Hilbert space H, with a discrete
spectrum E1 ≤ E2 ≤ ... ≤ En. We denote by Dn an arbitrary n-dimensional subspace in H. Then

En = inf
Dn

sup
ψ∈Dn∩D(H)

〈ϕ,Hϕ〉
〈ϕ,ϕ〉 (2.7)

= min
Dn

max
ψ∈Dn∩D(H)

〈ϕ,Hϕ〉
〈ϕ,ϕ〉 (2.8)

= sup
Dn

inf
ψ∈Dn∩D(H)

〈ϕ,Hϕ〉
〈ϕ,ϕ〉 (2.9)

= max
Dn

min
ψ∈Dn∩D(H)

〈ϕ,Hϕ〉
〈ϕ,ϕ〉 . (2.10)
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The ratio
〈ϕ,Hϕ〉
〈ϕ,ϕ〉 is called the Rayleigh quotient, and the values En are their corresponding eigenval-

ues. This theorem is the main idea of the Rayleigh-Ritz (or variation) method. If Dn ⊂ D(H), then the
corresponding eigenvalues E1(Dn) ≤ E2(Dn) ≤ ... ≤ En(Dn), provide upper bounds

(
E1(Dn) ≥ E1

)
.

The Variational Method: We first assume that ϕ is normalized, i.e. ‖ϕ‖ = 1. Since 〈H〉 =
〈ϕ,Hϕ〉 ≥ En (2.7), then the Schrödinger operator is bounded from below. Thus we can find an upper
bound for the least energy-eigenvalue of H ( the ground state energy), and consequently, characterize
the H-spectrum variationally, by choosing a convenient trial function.

Example: We find an upper bound for the operator H = −∆ + vx2 in one dimension, by choosing the
trial function

ϕ(x) =
N

x2 + b2
∈ L2(R),

where N is the normalization constant, v > 0, and b > 0 is an adjusting parameter. Since ‖ϕ‖ = 1,
then

1 = N2

∫ ∞

−∞

1

(x2 + b2)2
dx =⇒ N =

√
2b3

π
.

We have 〈H〉 = 〈−∆〉+ 〈vx2〉. Then

(i) 〈−∆〉 = N2

∫ ∞

−∞

1

(x2 + b2)

d2

dx2

(
1

(x2 + b2)

)
dx =

b3

π

∫ ∞

−∞

2(3x2 − b2)

(x2 + b2)4
dx =

1

2b2
.

(ii) 〈vx2〉 = v2N2

∫ ∞

−∞

x2

(x2 + b2)2
dx = v2b2.

Thus,

〈H〉 =
1

2b2
+ v2b2.

We now minimize 〈H〉 with respect to the parameter b. Then,

∂H

∂b
= − 1

b3
+ 2v2b = 0.

=⇒ b = 4

√
1

2v2
.

Hence,

〈H〉min =
1

2

√
1

2v2

+ v2

√
1

2v2
= v
√

2.

This result is verified since we know the exact value for the ground state energy, which is v. [38].

We now state the Comparison theorem for non-relativistic quantum mechanics, which is a
direct consequence of the min-max principle.

Theorem 2.4.2. [2, 4, 35] Let Ha and Hb be two self-adjoint operators such that Ha ≤ Hb, that is to
say: 〈ϕ,Haϕ〉 ≤ 〈ϕ,Hbϕ〉 for all ϕ ∈ D(Ha) ∩ D(Hb). Then the eigenvalues of Ha are smaller than
those of Hb.
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Proof. Let En(a) and En(b) be the respective eigenvalues of Ha and Hb in the ascending order, and
choose ϕ ∈ D(Ha) ∩D(Hb). Then by the min-max principle we have:

En(a) = inf
D(Ha)

sup
ϕ∈D(Ha)∩D(Hb)

〈ϕ,Haϕ〉
〈ϕ,ϕ〉

≤ inf
D(Hb)

sup
ϕ∈D(Ha)∩D(Hb)

〈ϕ,Hbϕ〉
〈ϕ,ϕ〉

= En(b).

2.5 Schrödinger Operators

We first recall the Hamiltonian equation in classical mechanics [43]

H =
P 2

2m
+ V,

where p is the momentum and V is the potential function. this represents the total energy E. Passing
to quantum mechanics, we do the following replacements:

P → −i}∇ and E → i}
∂

∂t
,

which leads to the so called Schrödinger equation

i}
∂ϕ(x, t)

∂t
=

[
− }2

2m
∆ + V (x)

]
ϕ(x, t). (2.11)

Assuming that } = 2m = 1 (2.11) reads

Hϕ = Eϕ, (2.12)

where H

H = −∆ + V,

is the linear operator called Schrödinger operator. We shall consider the class of potentials V to be
the negative non-decreasing functions C∞0 (Rd), d ≥ 1. [6,31–33,36,37,67,77] The comparison theorem

(theorem 2.4.2) is stated as

Va ≤ Vb =⇒ Ea ≤ Eb,

where Ea and Eb are respective eigenvalues of Ha = −∆ + Va and Hb = −∆ + Vb.

2.6 The Heisenberg uncertainty principle

This is one of the fundamental implications of the quantum theory. It means that it is impossible for
the position and the momentum of a particle cannot be accurately measured at the same time. [39]

We first define the coordinate multiplication ad the momentum operators over L2(Rd) as

xj : ϕ(x)→ xjϕj(x),

with d ≥ 1, where xj is the j-th component of the coordinate x in the state ϕ, and

pj : ϕ(x)→ −i}∇j
(
ϕ(x)

)
,
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where i2 = −1 and } is the reduced Planck’s constant.

We recall that commutator operator is

[A,B] := AB −BA,

where A and B are two operators.

Lemma 2.6.1. If A and B are two self adjoint operators then

〈ϕ, i[A,B]ϕ〉 = −2Im〈Aϕ,Bϕ〉.

Proof. 〈ϕ, i[A,B]ϕ〉 = 〈ϕ, i(AB −BA)ϕ〉 = i

(
〈ϕ,ABϕ〉 − 〈ϕ,BAϕ〉

)
= i

(
〈Aϕ,Bϕ〉 − 〈Bϕ,Aϕ〉

)

= i

[
〈Aϕ,Bϕ〉 − 〈Aϕ,Bϕ〉

]
= −2Im〈Aϕ,Bϕ〉.

Theorem 2.6.1. Heisenberg uncertainty principle We define the dispersions of xj and pj in a
state ϕ as

(∆xj)
2 := 〈

(
xj − 〈xj〉

)2〉,

and

(∆pj)
2 := 〈

(
pj − 〈pj〉

)2〉,

where 〈xj〉 = 〈ϕ, xjϕ〉 and 〈pj〉 = 〈ϕ, pjϕ〉 are the respective expected values of xj and pj. Then for any
state ϕ such that ‖ϕ‖ = 1 we have

(∆xj)(∆pj) ≥ }/2.

Proof. We assume, for simplicity, that 〈x〉 = 〈p〉 = 0. A simple calculation gives the following canonical
relation

i

}
[pj , xj ] = 1.

Then

1 = 〈ϕ,ϕ〉 = 〈ϕ, i
}

[pj , xj ]ϕ〉 = −2

}
Im〈pjϕ, xjϕ〉 ≤ −

2

}

∣∣∣∣〈pjϕ, xjϕ〉
∣∣∣∣.

Hence, applying (2.1) we get

1 ≤ 2

}
‖pjϕ‖ ‖xjϕ‖ ,

and we obtain the desired result.

2.7 Formulation of a relativistic quantum theory

In order to develop a more correct quantum theory, it should satisfy the principles of special relativity.
That is to say: laws of motion valid in one inertial system (a coordinate system in which Newton’s
laws of motion are valid), must be true in all other inertial systems. Mathematically speaking, this
means that a relativistic quantum theory must satisfy the Lorentz invriance property, which we shall
now define. [40–42]
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Definition 2.7.1. Lorentz transformation Consider a four-vector x. we define x′ := Λx to be the
Lorentz transformation of x, where Λ is the following 4× 4-matrix

Λ =




γ −βγ 0 0
−βγ γ 0 0

0 0 1 0
0 0 0 1


 .

γ is defined as the Lorentz factor and

γ :=
1√

1− β2
,

with 0 < β < 1.

We say that a quantity A is Lorentz invariant if A′ = A where A′ is the Lorentz transform of A.

Example: We consider the four-vector

v =




ct
x
y
z


 ,

which represents the space-time coordinates in a given inertial system (c is a constant which represents
the speed of light in vacuum). We compute the coordinates of v′, the Lorentz transform of v. Thus

v′ = Λv.

We want to verify the Lorentz invariance of the quantity −c2t2 + x2. Then

−c2(t′)2 + (x′)2 = −(γct− βγx)2 + (γx− βγct)2

= (β2 − 1)γ2(c2t2 − x2)

= −c2t2 + x2.

Hence, the quantity −c2(t′)2 + (x′)2 is Lorentz invariant.

2.7.1 Construction of the relativistic Klein–Gordon equation

We first define the contravariant form of a four-vector x as

xµ := {x0, x1, x2, x3} = {ct, x, y, z},

which describes the space-time coordinates, where the time-like component is denoted as the zero
component. We also define the covariant form of x as

xµ := {ct,−x,−y,−z} = {x0, x1, x2, x3}.

We can transform from one form into the other by applying the following relations

xµ = gµνxν and xµ = gµνx
ν ,

where

gµν =




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1


 , and gµν = (g−1)µν .
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We also define the covariant and contravariant forms of the four-momentum vector as

pµ = i}
∂

∂xµ
and pµ = i}

∂

∂xµ
,

respectively. Thus,

pµpµ = −}2 ∂

∂xµ

∂

∂xµ
= −}22,

where

2 :=
1

c2
∂2

∂t2
−∆ =

E2

c2
−∆,

is the so called d’Alembertian operator.
The Klein–Gordon equation for free particles is defined as

pµpµψ = m2
0c

2ψ, (2.13)

where m0 is the rest mass of the particle. Thus, we can write (2.13) as
(

∂2

c2∂t2
− ∂2

∂x2
− ∂2

∂y2
− ∂2

∂z2
+
m2

0c
2

}2

)
ψ = 0.

This equation verifies the Lorentz covariance; that is to say its form is preserved while changing the
coordinate system. Solutions for this equation are of the form

ψ = exp
(
− i

}
pµx

µ
)

= exp

[
i

}
(p · x− Et)

]
,

where p = (px, py, pz) and x = (x1, x2, x3).

Since pµpµ =
E2

c2
−∆, then the equation pµpµ = m2

0c
2 gives the energy relativistic operator

E = ±
√
m2

0c
2 −∆. (2.14)

We will reformulate (2.13) for d ≥ 1 in the next chapter.

We now provide an example which shows that the Klein–Gordon energy operators are not necessarily
bounded from below, for which we try to apply the variational method explained in section 2.4. We
use the one-dimensional equation (3.1) defined in the chapter 2

ϕ′′(x) =
[
m2 −

(
E − V (x)

)2]
ϕ(x),

and we choose

ϕ(x) = Ne−b|x|

as a trial function, where b > 0 is a parameter and N is a normalization constant. Since ‖ϕ‖ = 1, then

ϕ(x) =
√
be−b|x| ∈ L2(R).

We consider the cut-off Coulomb potential [44, 45]

V (x) = − 1

|x|+ a
,

where a > 1. Multiplying this equation by ϕ and applying integration by parts we get

〈∆〉 = m2 − E2 + 2E〈V 〉 − 〈V 2〉. (2.15)

We have:
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(i)

〈∆〉 =

∫ ∞

−∞
−b3e−2b|x|dx = −b2.

(ii)

〈V 〉 =

∫ ∞

−∞
−be

−2b|x|

|x|+ a
dx = 2

∫ ∞

0

−be
−2bx

x+ a
dx.

Using the change of variable u = 2bx+ 2ab we get

〈V 〉 = −2be2ab

∫ ∞

2ab

e−u

u
du = −(2b)e2abE1(2ab),

where En is the exponential integral function [47]

En(z) =

∫ ∞

1

e−zt

tn
dt.

(iii)

〈V 2〉 =

∫ ∞

−∞

be−2b|x|

(|x|+ a)2
dx = 2

∫ ∞

0

be−2bx

(x+ a)2
dx.

Applying integration by parts

(
u = e−2bx and dv =

2b

(x+ a)2

)
, then using the change of variable

u = 4bx+ 4ab we find that

〈V 2〉 =
(2b)(e2ab)E2(2ab)

a
.

Thus, (2.15) becomes

−b2 = m2 − E2 − 4(E)(b)(e2ab)E1(2ab)− 2b

a
(e2ab)E2(2ab),

We now minimize the energy E with respect to b. Thus,

−2b = −2(E)
dE

db
− 4

dE

db
(b)(e2ab)E1(2ab)− 4(E)(e2ab)E1(2ab)− 4(E)(b)(e2ab)

∂

∂b
E1(2ab)

−2

a
(e2ab)E2(2ab)− 2b

a
(2ae2ab)E2(2ab)− 2b

a
(e2ab)

∂

∂b
E2(2ab).

Letting
∂E

∂b
= 0 we get

−b = −4(E)(e2ab)E1(2ab)− 2(E)(b)(e2ab)
∂

∂b
E1(2ab)− 1

a
(e2ab)E2(2ab)

− b
a

(2ae2ab)E2(2ab)− b

a
(e2ab)

∂

∂b
E2(2ab).

Thus

E =
−be−2ab +

1

a
E2(2ab) +

(
2b
)
E2(2ab) +

b

a

∂

∂b
E2(2ab)

−2
(
1 + ab

)
E1(2ab)−

(
2b
) ∂
∂b
E1(2ab)

.
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Figure 2.1: Graphs of functions h(b) =
eb

1 + 0.5b
full line, and g(b) = E1(b) dashed line.They intersect

at x ≈ 0.946.

Setting the denominator equal to zero we get

(1 + ab)E1(2ab) = −b ∂
∂b
E1(2ab) = e2ab.

We choose a = 0.5 and sketch the graphs of the functions

h(b) =
eb

1 + 0.5b
,

and

g(b) = E1(b)

in figure1. We find that b ≈ 0.946. This implies that the energy operator for the Klein–Gordon

equation with the potential function f(x) = − 1

|x|+ 0.5
is not bounded below, which means that a

simple variational principle for characterizing the spectrum of the Klein–Gordon equation as in the
Schrödinger case is no more possible. Hence, using suitable comparison theorems is very helpful. These
theorems are based on the dependence of the eigen-energy E on the coupling constant v > 0; i.e
E = E(v), for which we express the potential function V as V (x) = vf(x). However, all the previous
theorems [48–50] were restricted to positive energies due to the lack of monotonicity caused by the
two-valued expression E(v). What we have did in our work was studying the Klein–Gordon problem in
the eigenvalue v, and thus creating the spectral functions v(E). We shall completely characterize these
graphs in chapter 6.
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2.8 The numerical shooting method

The shooting method is a numerical method for solving a differential equation boundary problem. It
reduces it to an initial value problem [51–55].

Consider the following boundary value problem

d2y

dt2
= f

(
t, y,

dy

dt

)
,

where t ∈ [a, b] with the boundary conditions

{
y(a) = α

y(b) = β.

Assuming that y′(a) = A the boundary conditions are reduced to




y(a) = α
dy

dt

∣∣∣∣
a

= A,

where the constant A must be chosen so that y satisfies the right hand boundary condition y(b) = β.
The shooting method gives an iterative procedure with which we can determine the constant A. Figure
2.2 illustrates the solution of the boundary value problem given two distinct values of A. In one case,
the value of A = A1 gives a value for the initial slope which is too low to satisfy the boundary condition
y(b) = β, whereas the value of A = A2 is too large to satisfy this condition. However, A1 and A2

suggest the next guess: we have to adjust the value of A in the reduced conditions and find an A which
will lead to a solution that satisfies the given boundary conditions. The basic algorithm is as follows:

(i) Solve the differential equation using any known method with initial conditions y(a) = α and
y′(a) = A;

(ii) Evaluate the solution y(t) at t = b and compare this value with the target value y(b) = β.

(iii) Adjust the value of A (either bigger or smaller) until a desired level of accuracy is achieved.

In our applications, instead of the initial slope A, the adjustable parameter is the eigenvalue v = v(E),
given that the calculated wave function has the correct number of nodes for the eigenvalue sought, and
it approaches 0 near infinity.

15



2.8. THE NUMERICAL SHOOTING METHOD 16

Figure 2.2: shows the solutions of the boundary value problem with y(a) = α and y′(a) = A. Here, two
values of A are used to illustrate the solution’s behavior and its lack of matching the correct boundary
value y(b) = β.



Chapter 3

The Klein–Gordon equation

3.1 Klein–Gordon equation in dimension d = 1

The Klein–Gordon equation in one dimension is given by:

ϕ′′(x) =
[
m2 −

(
E − V (x)

)2]
ϕ(x), x ∈ R. (3.1)

where ϕ′′ denotes the second order derivative of ϕ with respect to x, natural units ~ = c = 1 are used,
and E is the energy of a spinless particle of mass m. We suppose that the potential function V is
expressed as V (x) = vf(x) with v > 0 and f satisfies the following conditions:

1. V (x) = vf(x), x ∈ R, where v > 0 is the coupling parameter and f(x) is the potential shape;

2. f is even f(x) = f(−x);

3. f is not identically zero, and is non-positive, that is f(x) ≤ 0;

4. f is attractive, that is f is monotone non-decreasing over [0,∞);

5. f vanishes at infinity, i.e lim
x→±∞

f(x) = 0.

We also assume that V (x) = vf(x) is in this class P of potentials, for which the Klein–Gordon equation
(3.1) has at least one discrete eigenvalue E, and that equation (3.1) is the eigen-equation for the
eigenstates.

3.2 Klein–Gordon equation in dimension d > 1

The Klein–Gordon equation in d dimensions is given by

∆dΨ(r) = [m2 − (E − V (r))2]Ψ(r),

where natural units ~ = c = 1 are used and E is the discrete energy eigenvalue of a spinless particle
of mass m. We suppose here that the vector potential function V (r), r = ||r||, is a radially-symmetric
Lorentz vector potential (the time component of a space-time vector), which belongs to the class Pd
with the following properties:

1. V (r) = vf(r), r ∈ [0,∞), where v > 0 is the coupling parameter and f(r) is the potential shape;

2. f is not identically zero and non-positive;

3. f is attractive, that is f is monotone non-decreasing over [0,∞);

4. f is not more singular than r−(d−2), r ∈ [0,∞), that is lim
r→0

r(d−2)f(r) = A, −∞ < A ≤ 0;

17



5. f vanishes at infinity, i.e lim
r→∞

f(r) = 0.

This is a wider potential class than P, since it contains Coulomb and Coulomb - like potentials, such as
the Yukawa and the Hulthén potentials. The operator ∆d is the d-dimensional Laplacian. Hence, the
wave function for d > 1 can be expressed as Ψ(r) = R(r)Yld−1,...,l1

(θ1, θ2, ..., θd−1), where R ∈ L2(Rd) is
a radial function and Yld−1,...,l1

is a normalized hyper-spherical harmonic with eigenvalues l(l + d− 1),
l = 0, 1, 2, ... [61] The radial part of the above Klein–Gordon equation can be written as:

1

rd−1

∂

∂r

(
rd−1 ∂

∂r
R(r)

)
=

[
m2 −

(
E − V (r)

)2
+
l(l + d− 2)

r2

]
R(r),

where R satisfies the second-order linear differential equation

R′′(r) +
d− 1

r
R′(r) =

[
m2 −

(
E − V (r)

)2
+
l(l + d− 2)

r2

]
R(r). (3.2)

Applying the change of variable R(r) = r−
d−1
2 ϕ(r), we obtain the following reduced second-order

differential equation:

ϕ′′(r) =

[
m2 −

(
E − V (r)

)2
+
Q

r2

]
ϕ(r), (3.3)

where

Q =
1

4
(2l + d− 1)(2l + d− 3),

with l = 0, 1, 2, ... and d = 2, 3, 4, ..., which is the radial Klein-Gordon equation for d > 1 dimensions.
The reduced wave function ϕ satisfies ϕ(0) = 0 and lim

r→∞
ϕ(x) = 0 [59].

We also define the Klein–Gordon equation with a scalar potential S [62]:

∆dΨ(r) = [
(
m+ S(r)

)2 −
(
E − V (r)

)2
]Ψ(r), (3.4)

where S satisfies either

i S is non-negative (S ≥ 0);

ii S is non-increasing on [0,∞);

iii S vanishes at infinity; i.e lim
r→∞

S(r) = 0,

or

i S is non-positive and bounded by −m, i.e, −m ≤ S ≤ 0;

ii S is non-decreasing on [0,∞);

iii S vanishes at infinity; i.e lim
r→∞

S(r) = 0.

Applying the same change of variable R(r) = r−
d−1
2 ϕ(r), we obtain the following second order radial

equation

ϕ′′(r) =

[(
m+ S(r)

)2 −
(
E − V (r)

)2
+
Q

r2

]
ϕ(r). (3.5)

18



Chapter 4

Discrete energies and bound states
of the Klein–Gordon equation

4.1 Klein–Gordon bound states in dimension d = 1

Let ϕ be a bound state solution for equation (3.1). Then ϕ ∈ L2(R). Since lim
x→±∞

f(x) = 0, then

equation (3.1) has the asymptotic form

ϕ′′(x) = (m2 − E2)ϕ(x),

at infinity, with solutions ϕ(x) = C1e
√
k|x| + C2e

−
√
k|x|, where C1 and C2 are constants of integration,

and k = m2 − E2. The radial wave function of ϕ vanishes at infinity; thus, C1 = 0. Since ϕ ∈ L2(R),
then k > 0 which means that

|E| < m. (4.1)

Suppose that ϕ(x) is a solution of (3.1). Then by direct substitution we conclude that ϕ(−x) is another
solution of (3.1). Thus, by using linear combinations, we see that all the solutions of this equation may
be assumed to be either even or odd. Hence, if ϕ is even then ϕ′(0) = 0, and if ϕ is odd then ϕ(0) = 0.

Since ϕ ∈ L2(R) then

∫ +∞

−∞
ϕ2dx < ∞. This means that the wave functions can be normalized and

consequently we shall assume that ϕ satisfies the normalization condition

||ϕ||2 =

∫ ∞

−∞
ϕ2(x)dx = 1. (4.2)

4.1.1 Properties of the bound states of the Klein-Gordon equation in di-
mension d = 1

Lemma 4.1.1. If ϕ is the node-free (ground) state, then ϕ′′ changes its sign only once over [0,∞).

Proof. Let ϕ′′(x) = 0. Then from equation (3.1) we get m2 −
(
E − V (x)

)2
= 0, which means that

V (x) = E−m or V (x) = E+m. Since |E| < m and V (x) ≤ 0, then V 6= E+m. Hence, V (x) = E−m
and ϕ′′(x) = 0⇐⇒ x = V −1(E −m), where V −1 is the inverse of the monotone function V .

1. V is unbounded near 0: Since V is unbounded near 0, then ϕ′′ < 0 near 0, and since V vanishes
at ∞, equation (3.1) becomes ϕ′′ = (m2 − E2)ϕ > 0. Hence, ϕ is concave on

[
0, V −1(E −m)

)

and convex on
(
V −1(E −m),∞

)
.

2. V is bounded; that is: V0 ≤ V ≤ 0:

Since ϕ is an even state, then ϕ′(0) = 0, which means that y = ϕ(0) is an equation of the tangent
line to ϕ at x = 0.
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If ϕ is convex near 0, then ϕ′′ must change it sign at some x1 ∈ [0,∞) since we know that ϕ
vanishes near ∞. However, equation (3.1) becomes ϕ′′ = (m2 − E2)ϕ > 0 near ∞, which means
that ϕ is convex near ∞. Thus ϕ′′ should again change its sign at some x2 ∈ [x1,∞). This
means that ϕ has two inflection points on [0,∞), which is a contradiction. Hence, ϕ is concave
on
[
0, V −1(E −m)

)
and convex on

(
V −1(E −m),∞

)
.

Lemma 4.1.2. ϕ′′changes its sign at least once over [0,∞), for any excited state ϕ.

Proof. Using the parity of ϕ, it is sufficient to study the sign of ϕ′′ on the interval [0,∞). If V is
unbounded near 0, then ϕ′′ < 0 near 0 and ϕ′′ > 0 near ∞. If V is bounded; that is V0 ≤ V ≤ 0 where
V0 = V (0), then we divide the proof into the following two cases:

1. ϕ has only one node: Suppose that ϕ has one node α, then ϕ′′(x) = 0 ⇐⇒ x = α or
x = V −1(E −m). If ϕ(x) > 0 for x > α, then ϕ should attain a maximum value since it vanishes
near ∞, and thus ϕ′′ < 0. However, by the same condition that ϕ vanishes near ∞, ϕ′′ should
change its sign one more time. This means that V −1(E −m) ∈

(
α,∞). Therefore

(A) if ϕ(x) > 0 for x > α, then ϕ′′(x) < 0 for x ∈
(
α, V −1(E − m)

)
, and ϕ′′(x) > 0 for

x ∈ (0, α) ∪
(
V −1(E −m),∞

)
;

(B) if ϕ(x) < 0 for x > α, then ϕ′′(x) > 0 for x ∈
(
α, V −1(E − m)

)
, and ϕ′′(x) < 0 for

x ∈ (0, α) ∪
(
V −1(E −m),∞

)
.

2. ϕ has n nodes, n ≥ 2:

Suppose that ϕ has n nodes, x = α1, α2, ..., αn, n ≥ 2 . Then

ϕ′′(x) = 0⇐⇒ m2 −
(
E − V (x)

)2
= 0 or ϕ(x) = 0,

which means that

x = α1, α2, ..., αn or V −1(E −m).

We shall now study the concavity of ϕ over the interval (αn−1,∞) : If ϕ(x) > 0 on
(
αn−1, αn

)
,

then ϕ must attain a maximum value at some x0 ∈
(
αn−1, αn

)
and ϕ is concave on

(
αn−1, αn

)
.

For x > αn, ϕ changes both its sign and concavity. Thus ϕ becomes convex and negative for
x > αn. However, since α vanishes near ∞, then ϕ′′ vanishes and changes its sign one more time
somewhere after its last node. This implies that V −1(E−m) ∈

(
αn,∞

)
, and therefore ϕ′′(x) < 0

for x ∈
(
αn−1, αn

)
∪
(
V −1(E −m),∞

)
, and ϕ′′(x) > 0 for x ∈

(
αn, V

−1(E −m)
)
. By the same

reasoning, if ϕ(x) < 0 on (αn−1, αn), then ϕ′′(x) > 0 for x ∈
(
αn−1, αn

)
∪
(
V −1(E−m),∞

)
, and

ϕ′′(x) < 0 for x ∈
(
αn, V

−1(E −m)
)
.

Lemma 4.1.3. The ground state of the klein–Gordon equation is non-increasing on x ∈ [0,∞), for all
|E| < m.

Proof. Since ϕ′(0) = 0, ϕ′′(x) < 0 on
[
0, V −1(E−m)

)
, ϕ′′(x) > 0 on

(
V −1(E−m),∞

)
, and lim

x→∞
ϕ(x) =

0, hence ϕ is non-increasing on [0,∞).

4.1.2 Discrete energies in dimension d = 1

We first write equation (3.1) as

(
ϕ(x)

)
E2 −

(
2vf(x)ϕ(x)

)
E +

(
ϕ′′(x)−m2ϕ(x) + v2f2(x)ϕ(x)

)
= 0.

This is a quadratic equation in E. Then
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E = vf(x)±

√
v2f2(x)ϕ2(x)−

(
ϕ(x)ϕ′′(x)−m2ϕ2(x) + v2f2(x)ϕ2(x)

)

ϕ(x)

Then

E = vf(x)−
√
m2 − ϕ′′(x)

ϕ(x)
, (4.3)

or

E = vf(x) +

√
m2 − ϕ′′(x)

ϕ(x)
, (4.4)

In solution (4.3), ϕ′′ cannot change its sign because if ϕ′′(x) < 0, then

vf(x)−
√
m2 − ϕ′′(x)

ϕ(x)
≤ −

√
m2 − ϕ′′(x)

ϕ(x)
< −m,

and we already know that |E| < m. Hence, since we have shown in lemmas 2.1.1 and 2.1.2 that ϕ′′

must change its sign, then E can only take the second solution (4.4).

4.1.3 Klein–Gordon bound states in dimension d > 1 except for d = 2, l = 0

In this section, we use the reduced Klein–Gordon equation stated in (3.3), with ϕ satisfying ϕ(0) = 0,
to study the properties of all states except the s-states of the 2-dimensional case, that is to say for
d = 2 and l = 0.
Let ϕ be a bound state for equation (3.2). Since V vanishes at ∞, then (3.2) becomes

ϕ′′(r) = (m2 − E2)ϕ(r)

near infinity, which means that |E| < m by the same reasoning as used for equation (5.37). Since
ϕ ∈ L(Rd), then ϕ can be normalized, and we shall assume the normalization condition

∫ ∞

0

ϕ2(r)dr = 1.

Lemma 4.1.4. ϕ′′ should change its sign at least once, for any state ϕ.

Proof. 1. ϕ is a node-free state:

ϕ′′(r) = 0 ⇐⇒ m2 −
(
E − V (r)

)2
+ Q

r2 = 0, and near ∞, ϕ′′ = (m2 − E2)ϕ > 0, which means
that ϕ is convex near ∞.

If ϕ is concave near 0, then the theorem is proved.

If ϕ is convex near 0, then ϕ′′ should change its sign at least at some r1, r2, solutions of the

equation m2 −
(
(E − V (r)

)2
+ Q

r2 = 0, in order to be positive near ∞.

2. ϕ has one node:

Suppose that ϕ has one node α, then ϕ′′(r) = 0⇐⇒ r = α or r = r1, r2, ..., rn , where the r′is are

roots of the equation m2 −
(
E − V (r)

)2
+ Q

r2 = 0, i = 1...n.

Let’s study the sign of ϕ′′ for r > α:

If ϕ(r) > 0, then due to the fact that ϕ vanishes at ∞, it should attain a maximum value over
the interval (α,∞) becoming concave near α+. And due to the same fact, ϕ′′ should change its
sign at least once over (α,∞), implying that there exists ri ∈ (α,∞). If ϕ(r) < 0, then we can
also prove this lemma by the same reasoning.
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3. ϕ has n nodes, n ≥ 2:

Suppose that ϕ has n nodes, α1, α2, ..., αn with n ≥ 2.

Then ϕ′′(r) = 0⇐⇒ m2 −
(
E − V (r)

)2
+ Q

r2 = 0 or ϕ = 0, which means:

r = α1, α2, ..., αn, r1, r2, ..., rn, where the r′is are the solutions of the equation

m2 −
(
E − V (r)

)2
+ Q

r2 = 0, i = 1, 2, ..., n.

We will study the concavity of ϕ over the interval (αn−1, αn):

If there exists some ri ∈ (αn−1, αn), then ϕ′′ changes its sign at least once over (αn−1, αn)

If there isn’t any inflection point of α between αn−1 and αn, then ϕ′′ doesn’t change its sign
on (αn−1, αn); however, since ϕ vanishes at ∞, then there must be at least one inflection point
ri ∈ (αn−1, αn), which means that ϕ changes its concavity at least once over (ϕn−1,∞).

4.1.4 Discrete energies in dimension d > 1 except for d = 2 and l = 0

The expression (3.3), written as

(
ϕ(r)

)
E2 −

(
2vf(r)ϕ(r)

)
E +

(
ϕ′′(r)−m2ϕ(r) + v2f2(r)ϕ(r)− Q

r2
ϕ(r)

)
= 0,

is a quadratic equation in E.
Thus,

E = vf(r)±
√
m2 +

Q

r2
− ϕ′′(r)

ϕ(r)
.

If ϕ′′(r) < 0, then vf(r)−
√
m2 +

Q

r2
− ϕ′′(r)

ϕ(r) < −m, which means that E cannot take this value since

|E| < m. Hence, since we have shown that ϕ must change its sign at least once for any bound state,
then

E = vf(r) +

√
m2 +

Q

r2
− ϕ′′(r)

ϕ(r)
. (4.5)

4.2 2-dimensional s-states

The reduced Klein–Gordon equation (3.3) reads

ϕ′′ =

[
m2 −

(
E − V (r)2

)
− 1

r2

]
ϕ(r).

Thus E = vf(r)±
√
m2 − 1

r2
− ϕ′′(r)

ϕ(r)
. Eliminating the solution E = vf(r)−

√
m2 − 1

r2
− ϕ′′(r)

ϕ(r)
fails

because of the existence of the term − 1

r2
. Thus, we use the non-reduced form of the Klein–Gordon

radial equation, namely

R′′(r) +
d− 1

r
R′(r) =

[
m2 −

(
E − V (r)

)2
+
l(l + d− 2)

r2

]
R(r),

where d = 2, l = 0, and

∫ ∞

0

R2(r)rd−1dr = 1. Hence,

R′′(r) +
1

r
R′(r) =

[
m2 −

(
E − V (r)

)2
]
R(r). (4.6)
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Lemma 4.2.1. Consider the Klein–Gordon equation (3.2). Then there exists an interval J ⊂ [0,∞)

such that −R
′′(r)
R(r)

− R′(r)
rR(r)

> 0.

Proof. 1. R is a node-free state:

R′′(r) = 0 ⇐⇒ m2 −
(
E − V (r)

)2 − R′(r)
rR(r)

= 0 ⇐⇒ V (r) = E ±
√
m2 − R′

rR(r)
.

If R is decreasing near 0, then −R
′(r)

rR(r)
> 0 near 0.

If R is increasing near 0, then it must attain a maximum value at some r0 ∈ [0,∞) and end up

decreasing since lim
r→∞

R(r) = 0. Thus, − R′

rR(r)
> 0 on (r0,∞).

Hence, in both cases R must be decreasing on a subset (r0,∞) of [0,∞), and

√
m2 − R′(r)

rR(r)
> m

on this subset interval.

Therefore, V cannot take the value E +

√
m2 − R′(r)

rR(r)
since V is non-positive and

R′′(r) = 0 ⇐⇒ V (r) = E −
√
m2 − R′(r)

rR(r)
. (4.7)

Let ri be a root of equation (4.7).

If ri ∈ (r0,∞), then J = (r0, ri).

If ri /∈ (r0,∞), then there must exist at least another inflection point rj ∈ (r0,∞) because R
vanishes at infinity, which also implies that R > 0, R′ < 0, and R′′ < 0 on (r0, rj). Therefore,
J = (r0, rj).

2. R is an excited State: Suppose that R has n nodes α1, α2, ...αn and consider the interval
(αn,∞).

Then

R′′ = 0 ⇐⇒ m2 −
(
E − V (r)

)2 − R′(r)
rR(r)

= 0. (4.8)

If R is increasing near α+, then it should attain a maximum value at some r0 ∈ (αn,∞), become
decreasing, and change its concavity at ri ∈ (r0,∞), where ri is a root of equation (4.8), since
limx→∞R(r) = 0. Hence, R > 0, R′ < 0, and R′′ < 0 on (r0, ri) and therefore J = (r0, ri).

If R is decreasing near α+, then by the same reasoning we conclude that R < 0, R′ > 0, and
R′′ > 0 on (r0, ri) and J = (r0, ri).

4.2.1 Discrete energies for the 2-dimensional s-states

Writing equation (4.6) as

(
R(r)

)
E2 − 2

(
vf(r)R(r)

)
E +

(
R′′(r) +

1

r
R′(r) + v2f2(r)R(r)−m2R(r) = 0,

we obtain a quadratic equation of E. Thus

E = vf(r)±
√
m2 − R′′(r)

R(r)
− R′(r)
rR(r)

. (4.9)
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Since we have proven the existence of an interval J such that −R
′′(r)
R(r)

− R′(r)
rR(r)

> 0, and since |E| < m,

then the option E = vf(r)−
√
m2 − R′′(r)

R(r)
− R′(r)
rR(r)

in expression (4.9) is falsified.

Therefore

E = vf(r) +

√
m2 − R′′(r)

R(r)
− R′(r)
rR(r)

. (4.10)

4.2.2 Klein–Gordon bound states for d > 1

Lemma 4.2.2. The ground state eigenfunction of the Klein–Gordon equation is non-increasing for
r ∈ [0,∞) and |E| < m.

Proof. For l = 0, equation (3.2) can be written as

R′(r) = r−(d−1)

∫ r

0

F (t)R(t)td−1dt (4.11)

where

F (t) = m2 −
(
E − vf(t)

)2
.

Replacing E by the expression (4.10) and using this in F ′(t) =
dF

dt
we find

F ′(t) = 2vf ′(t)
(
E − vf(t)

)
= 2

[√
m2 − R′′(t)

R(t)
− R′(t)
tR(t)

]
vf ′(t) ≥ 0.

Thus we have reached the same result as in [60], but extended to |E| < m. Hence, R′(r) ≤ 0 for all
r ∈ [0,∞) and |E| < m.
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Chapter 5

Some exact solutions of the
Klein–Gordon equation

5.1 Klein–Gordon equation with the square-well potential

5.1.1 One dimensional case

Consider the Klein–Gordon equation in dimension d = 1:

ϕ′′(x) = [m2 −
(
E − g(x, t)

)2
]ϕ(x),

and the square-well potential

g(r, t) =

{
−v0, |x| ≤ t
0, elsewhere

,

where v0 > 0. For x < −t, we get: ϕ′′(x) = (m2 − E2)ϕ(x). Thus, ϕ(x) = Ae−kx + Bekx with
k2 = m2 − E2. Since ϕ vanishes at −∞, then A = 0 and ϕ(x) = Bekx. Similarly, for x > t
we obtain ϕ(x) = Ce−kx. For |x| ≤ t, ϕ′′(x) + w2ϕ(x) = 0 with w =

√
(E + v0)2 −m2. Then

ϕ(x) = D sin(wx) + E cos(wx). Since,as shown in section 4.1, all the solutions are either even or odd,
then the even solution is

ϕ(x) =





Bekx, x < −t
E cos(wx), |x| ≤ t
Ce−kx, x > t

,

and the odd solution is

ϕ(x) =





Bekx, x < −t
D sin(wx), |x| ≤ t
Ce−kx, x > t

.

Regarding the even solution, since ϕ is required to be continuously differentiable at t, then

E cos(wt) = Ce−kt, (5.1)

and

−Ew sin(wt) = −Cke−kt. (5.2)

Dividing equations 5.2 by 5.1 we obtain the eigenvalue equation

w tanwt = k. (5.3)

Similarly, the eigenvalue equation for the odd states reads

w cot(wt) = −k. (5.4)

These equations allow us to compute the eigenvalue v0 given the energy E.
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5.1.2 d > 1 dimensional cases

The radial part of the Klein–Gordon equation reads [61]

R′′(r) +
d− 1

r
R′(r) =

[
m2 −

(
E − g(r, t)

)2
+
l(l + d− 2)

r2

]
R(r), (5.5)

where l = 0, 1, 2, ... and

g(r, t) =

{
−v0, r ≤ t
0, elsewhere

with v0 > 0. For d = 3, the eigenvalue equation is [63]:

j′l(kit)
jl(kit)

=
h

(1)′
l (ikt)

h
(1)
l (ikt)

, (5.6)

where k2
i = (E+ v0)2−m2, k2 = m2−E2, i2 = −1, jl is the spherical Bessel function of the first kind,

and h
(1)
l is the Hankel function of the first kind. In particular, the eigenvalue equation for the s-states

(l = 0) is [63]:

ki cot(kit) = −k.

To generalize for any d-dimensional case, we consider the reduced form of the radial part of the Klein–
Gordon equation (3.3). For r < t, we write it as

r2ϕ′′ + [k2
i r

2 −Q]ϕ(r) = 0.

Changing the variable r into σ = kir we obtain the following differential equation:

σ2ϕ′′(σ) + [σ2 − ν(ν + 1)]ϕ(σ) = 0,

where ν = 2l+d−3
2 . This is the Ricatti-Bessel equation with solution ϕ(σ) = C1σjν(σ) +C2σyν(σ) [64],

where yν is the spherical Bessel function of the second kind. Since we have an irregular point at σ = 0,
then C2 = 0. For r > t we obtain the differential equation

r2ϕ′′(r) + [−k2r2 −Q]ϕ(r) = 0.

Using the change of variable σ = ikr we obtain

σ2ϕ′′(σ) + [σ2 − ν(ν + 1)]ϕ(σ) = 0,

whose general solution is [64] ϕ(σ) = W1σh
(1)(σ) + W2σh

(2)(σ), where h(2) is the Hankel function of
the second kind. Since ϕ ∈ L2(R), then W2 = 0. Since ϕ is continuously differentiable at r = t, then
the corresponding eigenvalue equation is

[(kit)jl(kit)]
′

(kit)jl(kit)
=

[(ikt)h
(1)
l (ikt)]′

(ikt)h
(1)
l (ikt)

. (5.7)

5.2 Klein–Gordon equation with the exponential potential

5.2.1 One-dimensional case

The exact solution can be found in [65].

Consider the Klein–Gordon equation (3.1) and the exponential potential V (x) = −ve
−
|x|
a , with

v =
g

2a
. Letting q2 = m2 − E2 we obtain the following equation for x > 0

[
d2

dx2
+ 2E

( g
2a

)
e−

x
a +

( g
2a

)2
e−

2x
a − q2

]
ϕ(x) = 0. (5.8)
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We define the new variable y = e−
x
a . Thus equation (5.8) becomes

[
y2 d

2

dy2
+ y

d

dy
+ (agEy +

g2

4
y2 − a2q2)

]
ϕ(y) = 0. (5.9)

Using the solution ϕ(y) = yrΨ(ys) with r = − 1
2 and s = 1, (8.7) transforms into

[
d2

dy2
+
g2

4
+
agE

y
+

( 1
4 − a2q2

y2

)]
Ψ(y) = 0. (5.10)

Then, applying the change of variables z = iy (i2 = −1) and w = gz, equation (5.10) transforms into

[
d2

dw2
+
−1

4
+
k

w
+

( 1
4 − µ2

w2

)]
Ψ(y) = 0, (5.11)

where µ2 = a2q2 and k = −iaE. This is identified as the Whittaker differential equation [64] whose
solutions vanishing at infinity can be written in terms of the confluent hyper-geometric functions

Mkµ(w) = e−
w
2 wµ+ 1

2M

(
µ− k +

1

2
, 2µ+ 1;w

)
. (5.12)

Finally, we write the wave-function in terms of x, x > 0, as

ϕ+ = A+ exp

(
− ig

2
e−

x
a − qx

)
(ig)aq+

1
2 ×M(α, γ; ige−

x
a ), (5.13)

where α = aq + iaE + 0.5 and γ = 2aq + 1, and A+ is the normalization constant.
By the symmetry of the potential we can deduce the wave-function for x < 0

ϕ− = A− exp

(
− ig

2
e
x
a + qx

)
(ig)aq+

1
2 ×M(α, γ; ige

x
a ), (5.14)

with A− being the normalization constant.
In order to obtain the eiqenvalue equations, we use the fact that the wave-functions are continuously
differentiable at the origin. For even states we get A+ = A−. Using the identity [64]

dM

dw
=
α

γ
M(α+ 1, γ + 1;w), (5.15)

and matching the derivatives, we obtain the following eigenvalue equation

M(α+ 1, γ + 1; ig)

M(α, γ; ig)
=

ig − 2aq

2(α/γ)ig
. (5.16)

Regarding the odd states, we have ϕ(0) = 0. Hence we obtain the following eigenvalue equation

M(α, γ; ig) = 0. (5.17)

5.2.2 3-dimensional case

We reveal the exact solution of the s-states found in [66]. Thus the Klein–Gordon equation (3.3) with
the potential V (r) = −ve− ra reads

[
d2

dr2
+m2 − (E + ve−

r
a )2

]
φ(r) = 0. (5.18)

Applying the change of variable ϕ(r) = e
r
2aw(t) and the substitution t = 2ivae−

r
a we get

d2w

dt2
+

[
− 1

4
− iEa

t
+

1/4− p2a2

t2

]
w(t) = 0, (5.19)

27



with p2 = m2 − E2. This is the Whittaker differential equation [64]whose solution in terms of t is

w(t) = Ne−t/2t1/2+µ
1F1(

1

2
+ µ− λ, 1 + 2µ; t), (5.20)

where λ = −iEa, µ = pa, and N is the normalization constant. Thus, the ground state wave function
in terms of r reads

R(r) = Ne−r/2aWλ,µ

(
2ivae−r/a

)
, (5.21)

Where W is the Whittaker function. Using $(0) = 0 we obtain the eigenvalue equation

1F1

(
1

2
+ µ− λ, 1 + 2µ; 2iva

)
= 0, (5.22)

where 1F1 is the confluent hypergeometric function. This equation determines the energies of the s-
states given the coupling parameter v.

5.3 3-dimensional Klein–Gordon equation with the Coulomb
potential

An analytical solution is found in [67] and [68]. We use the following 3-dimensional Klein–Gordon
radial equation

[
− 1

r2

d

dr

(
r2 d

dr

)
+
l(l + 1)

r2

]
Ψ(r) =

[
(E − V (r))2 −m2

]
Ψ(r), (5.23)

where V (r) = −v
r

. Applying the change of variable Ψ(r) =
R(r)

r
we get

[
d2

dr2
− l(l + 1)

r2
+
(
E − V (r)

)2 −m2

]
R(r) = 0, (5.24)

which becomes
[
d2

dr2
− l(l + 1)− v2

r2
+

2Ev

r
−m2 + E2

]
R(r) = 0. (5.25)

Using the re-scaling parameters

β = 2
√
m2 − E2,

µ =

√
(l +

1

2
)2 − v2,

and

λ =
2vE

β
,

and applying the change of variable ρ = βr, equation (5.25) transforms into

[
d2

dρ2
− µ2 − 1/4

ρ2
+
λ

ρ
− 1

4

]
R(ρ) = 0. (5.26)

We now study the behavior of the R(ρ) near 0 and ∞.
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1. For ρ→∞, equation (5.26) behaves like

[
d2

dρ2
− 1

4

]
R(ρ) = 0, (5.27)

which means that R(ρ) = Ae−ρ/2 +be+ρ/2 near∞. Normalizing the wave function requires b = 0.
Thus,

R(ρ) = Ae−ρ/2, (5.28)

for sufficiently large ρ.

2. For ρ→ 0, we can neglect the last two terms of equation (5.26), thus

[
d2

dρ2
− µ2 − 1/4

ρ2

]
R(ρ) = 0. (5.29)

Then

R(ρ) = Cρs, (5.30)

with

Cs(s− 1)ρs−2 − C(µ2 − 1

4
)ρs−2 = 0,

which gives s =
1

2
±
√

1

4
+ µ2 − 1

4
=

1

2
± µ.

In order to preserve integrability of the wave function near 0, we fix s =
1

2
+ µ. By the definition of

µ, we observe that for l = 0, only real wave functions exist for v <
1

2
. Combining (5.28) and (5.30) we

choose

R(ρ) = Nρ1/2+µe−ρ/2f(ρ), (5.31)

where N is the normalization constant, and f(ρ) is a polynomial of finite order in ρ since it should be
constant for ρ→ 0, and it should guarantee the normalization for ρ→∞. Inserting (5.31) in (5.26) we
obtain the following differential equation for f(ρ)

d2f

dρ2
+

(
2µ+ 1

ρ
− 1

)
df

dρ
− µ+ 1/2− λ

ρ
f(ρ) = 0. (5.32)

For simplification we let 2µ+ 1 = c and µ+
1

2
− λ = a so that

d2f

dρ2
+

(
c

ρ
− 1

)
df

dρ
− a

ρ
f(ρ) = 0. (5.33)

We solve this differential equation by using a power series expansion

f(ρ) =

∞∑

n′=0

an′(ρ)n
′
. (5.34)

Inserting (5.34) in (5.33) yields

∞∑

n′=2

an′n
′(n′ − 1)ρn

′−2 + c

∞∑

n′=1

n′an′ρ
n′−2 −

∞∑

n′=1

n′an′ρ
n′−1 − a

∞∑

n′=0

an′ρ
n′−1 = 0. (5.35)

Setting a0 = 1 and comparing the coefficients of equal powers in ρ gives
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a1 =
a

c

a2 =
a1(a+ 1)

2(c+ 1)

...

am =
am − 1(a+m− 1)

m(c+m− 1
.

Hence

f(ρ) = 1 +
a

c
ρ+

a

c

a1(a+ 1)

2(c+ 1)

ρ2

2
+ . . . =

∞∑

n′=0

(a)n′

(c)n′

ρn
′

n′!
, (5.36)

where (a)n′ is the pochammer notation. This is the confluent hypergeometric function 1F1(a, c; ρ).
Since

1F1(a, c; ρ→∞) =
Γ(c)

Γ(a)
ρa−ceρ, (5.37)

diverges, then the normalization condition requires that the series should be finite. If a+ n′ = 0 holds,

then all terms of higher order, m > n′, vanish. Thus, since µ+
1

2
− λ = a then

λ = µ+
1

2
+ n′ =

vE√
m2 − E2

. (5.38)

Therefore we have got an explicit expression for E

E =
m√√√√√1 +

v2

[
n′ +

1

2
+

√
(l +

1

2
)2 − v2

]2

. (5.39)

5.4 3 - dimensional Klein–Gordon equation with the Hulthén
potential

There are exact solutions offered for the s- states of the 3- dimensional Klein–Gordon equation with
the Hulthén potential, in [69,70] We consider the equation

[
d2

dr2
− l(l + 1)

r2
+ (E − V )2 −m2

]
R(r) = 0, (5.40)

with l = 0, m = 1, and V (r) = −v e−r/a

1− e−r/a [71–73]. We define the function w(r) as

R(r) = e−pr
[
1− e−r/a

]λ+1
w(r), (5.41)

where p2 = 1− E2 and

λ(λ+ 1) = −v2a2, (5.42)

which gives

λ =
1

2
+

√
1

4
− v2a2. (5.43)
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Thus λ should be real with λ > −1/2 in order to obtain a bound state. Applying the change of
variable t = 1− e−r/a we obtain the following differential equation

t(1− t)d
2w

dt2
+

[
2(λ+ 1)− (3 + 2λ+ 2pa)t

]
dw

dt
+

[
2Eva2 − (λ+ 1)(1 + 2pa)

]
w(t) = 0. (5.44)

Hence w(t) = 2F1(a′, b, c; t) [64] with

a′ = λ+ 1 + pa−
[
λ(λ+ 1) + p2a2 + 2vEa2

]1/2

, (5.45)

b = λ+ 1 + pa+

[
λ(λ+ 1) + p2a2 + 2vEa2

]1/2

, (5.46)

and

c = 2(λ+ 1). (5.47)

Consequently,

R(r) = Ne−pr
[
1− e−r/a

]λ+1
2F1(a′, b, c; 1− e−r/a), (5.48)

with N being the normalization constant. With the transformation formula [64] for the hypergeometric
function 2F1, the radial wave function can be expressed as

R(r) = Ne−pr
[
1− e−r/a

]λ+1
.

[
Γ(c)Γ(c− a′ − b)
Γ(c− a′)Γ(c− b) 2F1(a′, b, a′ + b− c+ 1; e−pr)e−pr

+
Γ(c)Γ(a′ + b− c)

Γ(a′)Γ(b)
2F1(c− a′, c− b, c− a′ − b+ 1; e−pr)epr

]
.

(5.49)

Since R(r) ∈ L2(R), then the term containing epr should be eliminated. This requires that

Γ(c)Γ(a′ + b− c)
Γ(a′)Γ(b)

= 0,

which holds if

(nr + a′)(nr + b) = 0, (5.50)

where nr = 0, 1, 2...
Defining n = nr + 1 and substituting (5.45) and (5.46) in (5.50) we get the following relation

2Eva2 + λ(λ+ 1)− 2pa(n+ λ)− (n+ λ)2 = 0. (5.51)

We now study the necessary condition for having a bound state. Using the fact that as E → 1, p→ 0,
we find from (5.51)

2va2 > (n+ λ)2 − λ(λ+ 1).

Applying (7.12) we get the following condition

2va2 > (n+ λ)2 + v2a2. (5.52)

We observe that the ground state is characterized by n = 1. Using (5.43) in (5.52) we obtain

√
1

4
− v2a2 < 2va2 − 1

2
.
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This gives a lower bound for the coupling constant, that is v <
1

2a
. Squaring both sides we get

(1 + 4a2)v2 − 2v > 0 which gives the following upper bound v >
2

1 + 4a2
. Therefore

2

1 + 4a2
< v <

1

2a
. (5.53)

Moreover, regarding (5.52) as a quadratic equation in the quantum numbern

n2 + (2λ)n+ (λ2 + v2a2 − 2va2) < 0, (5.54)

we can extract the following condition:

1 ≤ n < −λ+ a
√

2v − v2. (5.55)

We now find an explicit expression for the discrete energy E for s-states. Writing (5.51) as

2Eva2 − a2v2 − (n+ λ)2 = 2a(n+ λ)
√

1− E2.

Squaring both sides and using relation (5.42) we obtain the following quadratic equation in E

4a2
[
a2v2 + (n+ λ)2

]
E2 − 4va2

[
a2v2 + (n+ λ)2

]
E +

[
a2v2 + (n+ λ)2

]
− 4a2(n+ λ)2 = 0. (5.56)

Therefore

E =
v

a
+
n+ λ

2a

√
4a2

a2v2 + (n+ λ)2
− 1. (5.57)
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Chapter 6

General features of the spectral
curve v = G(E)

6.1 One-dimensional case

Definition 6.1.1. We denote by 〈f〉 and 〈f2〉 the mean values of f and f2 respectively, where

〈ϕ,ψ〉 =

∫ ∞

−∞
ϕ(x)ψ(x)dx,

is the inner product on L2(R), that is

〈f〉 = 〈ϕ, fϕ〉 =

∫ ∞

−∞
f(x)ϕ2(x)dx,

and

〈
f2
〉

=
〈
ϕ, f2ϕ

〉
=

∫ ∞

−∞
f2(x)ϕ2(x)dx.

Lemma 6.1.1.

2E〈f〉 < v〈f2〉, ∀ |E| < m. (6.1)

Proof. Expanding equation (3.1) we get:

ϕ′′(x) = (m2 − E2)ϕ(x) + 2Evf(x)ϕ(x)− v2f2(x)ϕ(x).

Multiplying both sides by ϕ and integrating over R we obtain:

∫ ∞

−∞
ϕ′′(x)ϕ(x)dx = m2 − E2 + 2Ev〈f〉 − v2〈f2〉.

After applying integration by parts and using the fact that ϕ vanishes at ±∞, the left-hand side of

the last equation becomes −
∫ ∞

−∞

(
ϕ′(x)

)2
dx. Thus, −

∫ ∞

−∞

(
ϕ′(x)

)2
dx+E2 −m2 = 2Ev〈f〉 − v2〈f2〉.

Since the left-hand side is negative, we have the desired result.

We now define the operator K as:

K = − ∂2

∂x2
+ 2Evf − v2f2. (6.2)
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If ϕ is solution of the Klein–Gordon equation (3.1), then we have:

Kϕ = (E2 −m2)ϕ, (6.3)

and it follows

〈ϕ,Kϕ〉 = 〈ϕ, (E2 −m2)ϕ〉 = E2 −m2. (6.4)

We observe that the domain of K is DK = H2(R), where H2(R) is the Sobolev space defined as follows:

H2(R) = {ϕ ∈ L2(R) : ϕ′, ϕ′′ ∈ L2(R)}.
Since ||Kϕ|| = |E2 −m2| · ||ϕ|| ≤ m2||ϕ|| for all ϕ ∈ DK , then K is a bounded operator. This implies
that K is continuous. We also observe that K is symmetric, that is to say: 〈ϕ,Kψ〉 = 〈Kϕ,ψ〉. We

now consider a family of Klein–Gordon spectral problems where v = v(E) is a function of E. Let
ϕE denote the partial derivative of ϕ with respect to E. If we differentiate the normalization integral
(4.2) partially with respect to E, we obtain the orthogonality relation 〈ϕ,ϕE〉 = 0. Furthermore,
differentiating equation (6.4) with respect to E we obtain:

〈ϕE ,Kϕ〉+ 〈ϕ,KEϕ〉+ 〈ϕ,KϕE〉 = 2E. (6.5)

The symmetry of K and the orthogonality of ϕ and ϕE imply that

〈ϕ,KϕE〉 = 〈ϕE ,Kϕ〉 = (E2 −m2)〈ϕE , ϕ〉 = 0.

Then by using the expression

KE = 2vf + 2EvEf − 2vvEf
2 (6.6)

in equation (6.5), we obtain the key equation for our theorem in this section, namely:

vE =
E − v〈f〉

E〈f〉 − v〈f2〉 . (6.7)

Theorem 6.1.1. If E ≥ v〈f〉, then E1 ≤ E2 ⇒ v(E1) ≥ v(E2); and if E < v〈f〉, then E1 < E2 ⇒
v(E1) < v(E2).

Proof. If E ≥ 0, then vE ≤ 0, and the theorem holds immediately. On the other hand, if E < 0, then
by (6.1), E〈f〉 < 2E〈f〉 < v〈f2〉, which means that E〈f〉 − v〈f2〉 < 0. Thus v〈f〉 ≤ E < 0 ⇒ vE ≤ 0,
and E < v〈f〉 ⇒ vE > 0. Therefore, the theorem has been proven.

Theorem 6.1.2. The spectral curve v(E) = G(E) is concave for all |E| < m.

Proof. Suppose that for any |Ei| < m, ϕi is the corresponding wave function,

〈fi〉 =

∫ +∞

−∞
f(x) · (ϕi)2dx, and 〈f2

i 〉 =

∫ +∞

−∞
f2(x) · (ϕi)2dx. Let the maximum value of G(E) be

equal to vcr. By theorem 6.1.1, the corresponding value of E is Ecr = vcr〈fcr〉. Consider the point
A
(
Ecr, vcr〈fcr〉

)
and fix the point B

(
En, vn

)
on the spectral curve G(E), where vn = G(En), such that

En 6= Ecr and En ∈ (−m,m). Then

(AB) : Gc(E) = vcr +
vcr − vn

vcr〈fcr〉 − En
(
E − vcr〈f〉

)
.

Assume, without loss of generality, that Ecr < En, and consider the function t(E) = G(E) − Gc(E)

where E ∈ [Ecr, En]. Then t′(E) =
dt

dE
=

E − v〈f〉
E〈f〉 − v〈f2〉 +

vn − vcr
vcr〈fcr〉 − En

, which vanishes at the point
(
Em, G(Em)

)
with

Em =
vmEn〈fm〉 − vmvcr〈fm〉〈fcr〉+ vmvcr〈f2

m〉 − vmvn〈f2
m〉

En − vcr〈fcr〉+ 〈fm〉
(
vcr − vn

)

=
vm〈fm〉

(
En − vcr〈fcr〉

)
+ vm〈fm〉2(vcr − vn) + vm〈f2

m〉(vcr − vn)− vm〈fm〉2(vcr − vn)

En − vcr〈fcr〉+ 〈fm〉
(
vcr − vn

) .
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Hence

Em = v〈fm〉+
vm
(
vcr − vn

)(
〈f2
m〉 − 〈fm〉2

)

En − vcr〈fcr〉+ 〈fm〉
(
vcr − vn

) . (6.8)

Since t′(Ecr) > 0 and t(Ecr) = t(En) = 0, then the point
(
Em, G(Em)

)
must be a maximum point of

t(E) over the interval [Ecr, En] and t(E) ≥ 0 over [Ecr, En]. This means that the chord [AB] is always
beneath the spectral curve G(E) over [Ecr, En] and the proof is complete.

We observe that ϕ is not necessarily required to be a node-free state, this means that the previous
theorem is valid for all states, ground state and any excited state.

6.2 (d ≥ 1)-dimensional case

Definition 6.2.1. We denote by 〈f〉 and 〈f2〉 the mean values of f and f2 respectively, where

〈ϕ,ψ〉 =

∫ ∞

0

ϕ(r)ψ(r)rd−1dr,

is the inner product on L2(Rd), that is

〈f〉 = 〈ϕ, fϕ〉 =

∫ ∞

0

f(r)ϕ2(r)rd−1dr,

and

〈
f2
〉

=
〈
ϕ, f2ϕ

〉
=

∫ ∞

0

f2(r)ϕ2(r)rd−1dr.

We define the operator

K = − ∂2

∂r2
+ 2Evf − v2f2 +

Q

r2
. (6.9)

We have

〈K〉 = 〈(E2 −m2)ϕ,ϕ〉 = E2 −m2.

As in the previous section, K is bounded and symmetric with DK = H2(Rd). We consider the same
family of Klein–Gordon spectral problems with v = v(E) Since KE = 2vf + 2EvEf − 2vvEf

2, then we
obtain the same relation as in the one-dimensional case,

vE =
E − v〈f〉

E〈f〉 − v〈f2〉 .

Theorem 6.2.1. If E ≥ v〈f〉, then E1 ≤ E2 ⇒ v(E1) ≤ v(E2), and if E < v〈f〉, then E1 < E2 ⇒
v(E1) > v(E2).

Proof. Same as theorem 6.1.1.

Theorem 6.2.2. The spectral curve G(E) is concave for all |E| < m

Proof. Same as theorem 6.1.2

We observe that as in the one-dimensional case, this theorem does not require the radial wave function
to be node-free; it’s valid for both ground and excited states.

35



6.2. (D ≥ 1)-DIMENSIONAL CASE 36

Figure 6.1: Graphs of the function v(E) in the square-well potential in one dimension, for the ground
state and the first excited state.

Figure 6.2: Graphs of the function v(E) in the Woods-Saxon potential shape f(x) = − 1

1 + eb(|x|−1)
in

one dimension, with b = 20
7 , for the ground state, the first excited state, and the second excited state.

The graphs are plotted using a numerical shooting method of our own.



6.2. (D ≥ 1)-DIMENSIONAL CASE 37

Figure 6.3: Graph of the function v(E) in the exponential potential f(x) = −Ae−qx in one dimension,

for the ground state, where the values A = 1 and q =
10

3
is applied.

Figure 6.4: Graph of the function v(E) in the soft-core potential [75, 76] V (r) = vf(r) with f(r) =
−1

(rp + cp)1/p
in dimension d = 3, for the ground state, where the values p = 3 and c = 0.6 is applied.



Chapter 7

The simple general comparison
theorems for potential shapes in
d ≥ 1 dimension

7.1 One-dimensional case

We consider the Klein–Gordon equation (3.1) with V (x) a potential function that belongs to the class
P defined in section 3.1. In this section, we consider the parameter a ∈ [0, 1] and the two potential
shapes f1 and f2 with f = f(a, x) = f1(x) + a

[
f2(x) − f1(x)

]
, where f1 ≤ f2 ≤ 0. Hence f ≤ 0,

attractive, even, vanishes at infinity, f(0, x) = f1(x) when a = 0, and a = 1 when f(1, x) = f2(x), and

∂f

∂a
= f2(x)− f1(x) ≥ 0. (7.1)

Hence, f is monotone non-decreasing in the parameter a. The idea in this section is to study the
variations of the coupling v with respect to a, provided v = v(a) and the value of E is given as a
constant, that is ∂E

∂a = 0, and −m < E < m. We again consider the symmetric bounded operator K
in (6.2), and we define ϕa to be the partial derivative of ϕ with respect to a. Differentiating equation
(6.4) with respect to a we get:

〈ϕa,Kϕ〉+ 〈ϕ,Kaϕ〉+ 〈ϕ,Kϕa〉 = 0 (7.2)

Applying the partial derivative with respect to a to equation (4.2) and using the symmetry of K, we
obtain the new orthogonality relation

〈ϕa,Kϕ〉 = 〈ϕ,Kϕa〉 = (E2 −m2)〈ϕa, ϕ〉 = 0. (7.3)

We also have:

Ka = 2Evaf + 2Ev(f2 − f1)− 2vvaf
2 − 2v2f(f2 − f1),

with va defined as ∂v
∂a . Equation (7.2) becomes:

Eva〈f〉+ Ev

∫ ∞

−∞

(
f2(x)− f1(x)

)
ϕ2(x)dx− vva〈f2〉 − v2

∫ ∞

−∞
f

(
f2(x)− f1(x)

)
ϕ2(x)dx = 0.

This leads us to the following relation:

va =
vI

E〈f〉 − v〈f2〉 , (7.4)

where

I =

∫ ∞

−∞

(
f2(x)− f1(x)

)(
vf(x)− E

)
ϕ2(x)dx. (7.5)
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Lemma 7.1.1. The integral I defined in relation (7.5) is non-positive for any state ϕ.

Proof. Replacing the E with expression (4.4) in (7.5) we obtain

I =

∫ ∞

−∞
−
(
f2(x)− f1(x)

)
√
m2 − ϕ′′(x)

ϕ(x)
ϕ2(x)dx ≤ 0. (7.6)

Theorem 7.1.1.

f1(x) ≤ f2(x)⇒ v1 ≤ v2,

for all x ∈ [0,∞).

Proof. Consider the relation (7.4). If E ≥ 0, then E〈f〉 − v〈f2〉 < 0, and if E < 0, then using the
relation (6.1) we also get the same result. Thus, the denominator of equation (7.4) is negative for
all |E| < m. Since we also proved in lemma 7.1.1 that I ≤ 0, then va ≥ 0 for all a ∈ [0, 1] and
E ∈ (−m,m). This result completes the proof of the theorem.

7.2 d > 1-dimensional case except for d = 2 and l = 0

We consider the Klein–Gordon equation (3.3) with V (r) a radially symmetric potential function that
belongs to the class Pd defined in section 3.2. We also define the parameter a ∈ [0, 1] and the two
potential shapes f1 and f2 with f = f(a, r) = f1(r) + a

[
f2(r) − f1(r)

]
, where f1 ≤ f2 ≤ 0. Hence

f ≤ 0, attractive, vanishes at infinity, f(0, r) = f1(r) when a = 0, and a = 1 when f(1, r) = f2(r), and

∂f

∂a
= f2(r)− f1(r) ≥ 0. (7.7)

Hence, f is monotone non-decreasing in the parameter a. We then assume that v = v(a), fix E, and

derive the operator K defined in (6.9) with respect to a to obtain a relation similar to (7.2). Following
the same procedure as in section 5.1 we find the relation

va =
vI

E〈f〉 − v〈f2〉 , (7.8)

where

I =

∫ ∞

0

(
f2(r)− f1(r)

)(
vf(r)− E

)
ϕ2(r)dx. (7.9)

Lemma 7.2.1. The integral I defined in relation (7.9) is non-positive for any state ϕ and for all d > 1,
except for the s-states of d = 2, that is: when d = 2 and l = 0.

Proof. Using relation (4.5) in (7.9) we get:

I = −
∫ ∞

0

(
f2(r)− f1(r)

)
√
m2 +

Q

r2
− ϕ′′(r)

ϕ(r)
ϕ2(r)dr ≤ 0.

Theorem 7.2.1.

f1(r) ≤ f2(r) =⇒ v1 ≤ v2,

for all r ∈ [0,∞) and d > 1, except for the s-states for d = 2, that is, when d = 2 and l = 0.

Proof. Same proof as theorem 7.1.1
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7.3 Case of two-dimensional s-states

We use the Klein–Gordon equation (4.6) and the symmetric operator

K = − ∂2

∂r2
− ∂

∂r
+ 2Evf − v2f2.

Then

〈K〉 = E2 −m2. (7.10)

Differentiating (7.10) with respect to the parameter a we get

〈Ra,KR〉+ 〈R,KaR〉+ 〈R,KRa〉 = 0, (7.11)

where Ka = ∂K
∂a . But

∂

∂a

[ ∫ ∞

0

R2(r)dr

]
= 2

∫ ∞

0

R(r)
∂R(r)

∂a
= 0.

Then we obtain the orthogonality relation 〈R,Ra〉 = 〈Ra, R〉 = 0. Therefore, 〈Ra,KR〉 = 〈R,KRa〉 =
(E2−m2)〈R,Ra〉 = 0, with Ra = ∂R

∂a . We also have Ka = 2Evaf+2Ev(f2−f1)−2vvaf
2−2v2f(f2−f1),

where va = ∂v
∂a . Thus, using Ka in equation (7.11) we obtain

va =

v

[ ∫ ∞

0

(
f2(r)− f1(r)

)(
vf(r)− E

)
R2(r)

]

E〈f〉 − v〈f2〉 (7.12)

Theorem 7.3.1. For the s-states of d = 2 we have

f1(r) ≤ f2(r) =⇒ v1 ≤ v2,

for all r ∈ [0,∞).

Proof. Using the expression (4.5) in equation (7.12) we get

va =

v
∫∞

0
−
[
(f2(r)− f1(r))

√
m2 − R′′(r)

R(r)
− R′(r)
rR(r)

R2(r)

]
dr

∫∞
0

[√
m2 − R′′(r)

R(r)
− R′(r)
rR(r)

R2(r)

]
f(r)dr

≥ 0,

for all r ∈ [0,∞). Hence, the proof is complete.

7.4 Special cases with scalar potentials

We consider the Klein–Gordon equation (3.5), and we discuss two special cases.

Definition 7.4.1. Consider equation (3.5). If V = S, then we have a spin symmetry, and if V = −S,
then we have a pseudo-spin symmetry.

Theorem 7.4.1. Consider the Klein–Gordon equation (3.5) for d > 1 with a spin symmetry case.
That is to say S(r) = V (r) = vf(r). Then

f1(r) ≤ f2(r) =⇒ v1 ≤ v2.
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Proof. Since S(r) = V (r) = vf(r) on [0,∞), then (3.5) reads

ϕ′′(r) =
[
m2 − E2 + 2(E +m)vf

]
ϕ. (7.13)

We define the operator

K = −∆ + 2vf(v +m) +
Q

r2
.

Thus Kϕ = (E2 −m2)ϕ and 〈Ka〉 = 0, with a being the same parameter defined in section 7.2 and

Ka = 2vaf(E +m) + 2v(f2 − f1)(E +m).

Hence,

va =

v

∫ ∞

0

(
f1(r)− f2(r)

)
ϕ2(r)dr

〈f〉 ,

and the proof is complete.

Theorem 7.4.2. Consider the Klein–Gordon equation (3.5) for d > 1 with a pseudo-spin symmetry
case. That is to say S(r) = −V (r) = −vf(r). Then

f1(r) ≤ f2(r) =⇒ v1 ≤ v2.

Proof. Same as theorem 7.4.1.
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Chapter 8

The refined general comparison
theorems for potential shapes in
d ≥ 1 dimension

In this chapter we provide stronger versions of the general comparison theorem f1 ≤ f2 =⇒ G1(E) ≤
G2(E), by allowing the potential shapes to cross over with still preserving the ordering of the coupling
parameters. However, these theorems are restricted to the ground state, and they are valid for all
E ∈ (−m,m).

8.1 One-dimensional case

We consider the Klein–Gordon equation (3.1) with V (x) a potential function that belongs to the class
P defined in section 3.1. We also consider the parameter a ∈ [0, 1] and the two potential shapes f1

and f2 with f = f(a, x) = f1(x) + a
[
f2(x) − f1(x)

]
, where f1 ≤ f2 ≤ 0, as in chapter 7. Thus the

relation (7.1) is still valid. We assume that the coupling parameter v is a function of a,
(
v = v(a)

)

and the value of E is given as a constant, that is ∂E
∂a = 0, and −m < E < m. We again consider the

symmetric bounded operator K in (6.2), and we define ϕa to be the partial derivative of ϕ with respect
to a. Using relations (7.2), (7.3), and

Ka = 2Evaf + 2Ev(f2 − f1)− 2vvaf
2 − 2v2f(f2 − f1), (8.1)

we get

Eva

∫ ∞

0

fϕ2(x)dx+ Ev

∫ ∞

0

(
f2(x)− f1(x)

)
ϕ2(x)dx− vva

∫ ∞

0

f2ϕ2(x)dx

−v2

∫ ∞

0

f

(
f2(x)− f1(x)

)
ϕ2(x)dx = 0.

This leads us to the following relation:

va =
vJ

E

∫ ∞

0

f(x)ϕ2(x)dx− v
∫ ∞

0

f2ϕ2(x)dx

, (8.2)

where

J =

∫ ∞

0

(
f2(x)− f1(x)

)(
vf(x)− E

)
ϕ2(x)dx. (8.3)
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Theorem 8.1.1. For any two potentials f1, f2 ∈ P we have:

µ(x) =

∫ x

0

[f2(t)− f1(t)]dt ≥ 0 x ∈ [0,∞) =⇒ G1(E) ≤ G2(E), (8.4)

for any ground state energy E.

Proof. Applying integration by parts to (8.3) we get

J = (vf(x)− E)ϕ2(x)µ(x)

∣∣∣∣
∞

0

−
∫ ∞

0

[
vf ′(x)ϕ2(x) + 2(vf(x)− E)ϕ(x)ϕ′(x)

]
µ(x)dx.

Regarding that lim
x→∞

ϕ(x) = 0 and µ(0) = 0, we get

J = −
∫ ∞

0

[
vf ′(x)ϕ2(x) + 2(vf(x)− E)ϕ(x)ϕ′(x)

]
µ(x)dx.

Substituting E by (4.4) we conclude that J ≤ 0.
Therefore, following Lemma 6.1.1. va ≥ 0, and the theorem is proven.

We now state a stronger version of the above theorem, which can be applied in case we know one of
the ground states ϕ1 or ϕ2:

Theorem 8.1.2. For any potentials f1, f2 ∈ P we have:

ρ(x) =

∫ x

0

[f2(t)− f1(t)]ϕj(t)dt ≥ 0 x ∈ [0,∞) =⇒ G1(E) ≤ G2(E),

for j = 1, 2 and for any ground state energy E.

Proof. Suppose, w.l.o.g, that j = 1. Applying the operator
∂

∂a
to the expression (6.3) we get

Kaϕ+Kϕa = (E2 −m2)ϕa. (8.5)

We then multiply (8.5) by ϕ1 and apply the inner product to get

〈ϕ1,Kaϕ〉 = −〈ϕ1,Kϕa〉+ 〈(E2 −m2)ϕ1, ϕa〉,

which implies that

〈ϕ1,Kaϕ〉 = −〈ϕ1,Kϕa〉+ 〈Kϕ1, ϕa〉. (8.6)

Since K is symmetric, then 〈ϕ1,Kϕa〉 = 〈Kϕ1, ϕa〉. Then relation (8.6) becomes

〈ϕ1,Kaϕ〉 = 0. (8.7)

Using (8.1) we obtain

va =
v 〈ϕ1, (f2 − f1)(vf − E)ϕ〉
〈ϕ1, f(E − vf)ϕ〉 . (8.8)

By (4.4) we observe that the denominator of (8.8) is negative. Applying integration by parts to the
numerator changes it into

(
vf(x)− E

)
ϕ(x)ρ(x)

∣∣∣∣
∞

0

−
∫ ∞

0

[
vf ′(x)ϕ(x) +

(
vf(x)− E

)
ϕ′(x)

]
ρ(x)dx. (8.9)

Since lim
x→∞

(x) = 0 and ρ(0) = 0 then (8.9) becomes

−
∫ ∞

0

[
vf ′(x)ϕ(x) +

(
vf(x)− E

)
ϕ′(x)

]
ρ(x)dx ≤ 0.

Therefore va ≥ 0 and the proof is complete.
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8.2 d > 1-dimensional case

In this section we shall use the Klein–Gordon radial equation (3.2) and we assume that the normalization
condition for bound states is

∫ ∞

0

R2(r)rd−1dr = 1. (8.10)

Differentiating (8.10) with respect to a we obtain the orthogonality relation 〈Ra, R〉 = 〈R,Ra〉 = 0. We
also define f(r, a) = af1(r) + (1− a)f2(r), f1, f2 ∈ Pd, and we consider the operator

K = − ∂2

∂r2
− ∂

∂r
+ 2Evf − v2f2. (8.11)

By the same reasoning for the one-dimensional case we obtain the relation

va =
vJ

E〈f〉 − v〈f2〉 , (8.12)

where

J =

∫ ∞

0

(
f2(r)− f1(r)

)(
vf(r)− E

)
r(d−1)R2(r)dr, (8.13)

〈f〉 =

∫ ∞

0

f(r)R2(r)rd−1dr, and 〈f2〉 =

∫ ∞

0

f2(r)R2(r)rd−1dr. Using (4.10) relation (8.12) reads

va =
vJ

∫ ∞

0

[√
m2 − R′′(r)

R(r)
− R′(r)
rR(r)

R2(r)

]
rd−1f(r)dr

. (8.14)

Theorem 8.2.1. If f1, f2 ∈ Pd such that (f2 − f1) has td−1-weighted area, then:

η(r) =

∫ r

0

[f2(t)− f1(t)]td−1dt ≥ 0 r ∈ [0,∞) =⇒ G1(E) ≤ G2(E), (8.15)

where E is the ground state energy.

Proof. Integrating (8.13) by parts we get

J = (vf(r)− E)R2(r)η(r)

∣∣∣∣
∞

0

−
∫ ∞

0

[
vf ′(r)R2(r) + 2

(
vf(r)− E

)
R(r)R′(r)

]
η(r)dr.

Using lim
x→∞

R(r) = 0 and η(0) = 0 we obtain

J = −
∫ ∞

0

[
vf ′(r)R2(r) + 2

(
vf(r)− E

)
R(r)R′(r)

]
η(r)dr.

Hence, relation (8.14) is non-negative and the theorem is proved.

As in the one-dimensional case, we state a stronger version of the previous refining theorem:

Theorem 8.2.2. For any two potentials f1, f2 ∈ Pd we have:

σ(r) =

∫ r

0

[f2(t)− f1(t)]td−1Rj(t)dt ≥ 0 r ∈ [0,∞) =⇒ G1(E) ≤ G2(E), (8.16)

for j = 1, 2, where E is the ground state energy E.
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Proof. In the same manner of the proof of the one-dimensional theorem we arrive to the following
formula

va =
v〈R1, (f2 − f1)(vf − E)R〉
〈R1, f(E − vf)R〉 , (8.17)

which is equal to

−
∫ ∞

0

[
vf ′(r)R(r) +

(
vf(r)− E

)
R′(r)

]
σ(r)dr

∫ ∞

0

R1(r)

[√
m2 − R′′(r)

R(r)
− R′(r)
rR(r)

]
R(r)rd−1f(r)dr

≥ 0. (8.18)

Hence we have reached our desired result.

8.3 Special cases with scalar potentials

Consider the Klein–Gordon equation (3.5). We shall prove the refined theorems for the spin-symmetric
and spin-pseudo-symmetric cases.

Theorem 8.3.1. Spin symmetric case Assume that we have V (r) = S(r) on [0,∞). If f1, f2 ∈ Pd
such that (f2 − f1) has td−1-weighted area, then:

η(r) =

∫ r

0

[f2(t)− f1(t)]td−1dt ≥ 0 r ∈ [0,∞) =⇒ G1(E) ≤ G2(E), (8.19)

where E is the ground state energy.

Proof. We use the operator K = −∆ + 2vf(m+ E) +
Q

r2
. Then

va =
−vJ
〈f〉 ,

with J =

∫ ∞

0

(
f2(t)− f1(t)

)
ϕ2(t)dt. Integrating J by parts and using lim

r→∞
ϕ(r) = 0, we get

J =

∫ ∞

0

2ϕ(t)ϕ′(t)η(t)dt. (8.20)

Then J ≤ 0 since the ground state is decreasing on [0,∞). Therefore va ≥ 0, and the proof is
complete.

Theorem 8.3.2. Spin symmetric case Assume that we have V (r) = S(r) on [0,∞). Then for any
two potentials f1, f2 ∈ Pd we have:

σ(r) =

∫ r

0

[f2(t)− f1(t)]td−1ϕj(t)dt ≥ 0 r ∈ [0,∞) =⇒ G1(E) ≤ G2(E), (8.21)

for j = 1, 2, where E is the ground state energy E.

Proof. Similar to the case d = 1.
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Chapter 9

Sign of Coulomb-like energy
eigenvalues in dimension d ≥ 3

In this section we study the sign of the energy eigenvalues of a certain class of Coulomb-like potentials.
We consider the reduced Klein–Gordon equation (3.3), and we assume the following normalization
condition for bound states

∫ ∞

0

ϕ2(r)dr = 1.

Theorem 9.0.1. Let f ∈ Pd such that f(r) = −w(r)

r
with w(r) non-increasing, w(0) ≤ 1, and

lim
r→∞

w(r) = 0. Then the corresponding ground state energy E of equation (3.3) is positive for v <
d− 2

2
.

Proof. Multiplying equation (3.3) by ϕ and integrating over [0,∞) we get

−2Ev 〈f〉 = 〈−∆〉+m2 − E2 +

〈
(d− 1)(d− 3)

r2

〉
− v2

〈
f2
〉
. (9.1)

Using Hardy’s inequality

(
〈−∆〉 ≥

〈
(d− 2)2

4r2

〉)
([77]), equation (9.1) becomes

−2Ev 〈f〉 ≥
〈

(d− 2)2

4r2

〉
+m2 − E2 +

〈
(d− 1)(d− 3)

r2

〉
− v2

〈
f2
〉
.

Since m2 − E2 > 0 for all E ∈ (−m,m) and v <
d− 2

2
then

−2Ev 〈f〉 > (d− 2)2

4

〈
1

r2
− f2

〉
+

〈
(d− 1)(d− 3)

r2

〉
(9.2)

Replacing f(r) by
w(r)

r
and using d ≥ 3 in (9.2) we conclude that

−2Ev 〈f〉 > 1

4

〈
1− w2(r)

r2

〉
+

〈
(d− 1)(d− 3)

r2

〉
≥ 0.

Hence, E > 0.
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Figure 9.1: Spectral curve u = G(e) for the Klein–Gordon equation with the Coulomb potential shape

f(r) = −1

r
. E > 0 for v < 0.5.

Figure 9.2: Spectral curve u = G(e) for the Klein–Gordon equation with the Hulthén potential shape

f(r) = − 1

er − 1
. E > 0 for v < 0.5.



Chapter 10

Spectral bounds for general
potential shapes

In this section we exhibit a complete recipe for finding square-well potential bounds for any bounded
and unbounded potential shape f in the classes P and Pd defined in sections 3.1 and 3.2 respectively,
and consequently, spectral bounds for the coupling v, provided the energy is fixed. We have chosen
the square-well and exponential potentials for the bounded case and Coulomb and Hulthén potentials
for the unbounded case because we know the corresponding analytical solutions for the Klein–Gordon
problem.

10.1 Square-Well and exponential spectral bounds for general
bounded potentials

We exhibit a complete recipe for finding square-well potential bounds for any bounded potential shape
f in the class P defined in section 3.1, and consequently, spectral bounds for the coupling v, provided
the energy is fixed. We have chosen the square-well potential because we know the analytical solution
for the Klein–Gordon problem with this potential. Before showing this solution, we state the following
lemma:

Lemma 10.1.1. Consider the d-dimensional Klein–Gordon equation (d ≥ 1)

ϕ′′(r) =

[
m2 −

(
E − V (r)

)2
+
Q

r2

]
ϕ(r), (10.1)

where V (r) = vf(r) and f belongs to the class of potential shapes defined in the previous sections. We
define s > 0 and E1 to be the new energy corresponding to the potential V1(r) = v(f(r) − s). Then
|E + vs| < m and E1 = E − vs.

Proof. For r → +∞, the Klein–Gordon equation becomes ϕ′′(r) =
[
m2 −

(
E + vs

)2]
ϕ(r); thus, ϕ(r) =

C1e
kr +C2e

−kr with k =
√
m2 − (E + vs)2. Since ϕ vanishes at∞, then C1 = 0, and since ϕ ∈ L2(R),

then |E+vs| < m. Moreover, we can write (10.1( as: ϕ′′(r) =
[
m2 −

(
E − vs− V (r) + vs

)2
+ Q

r2

]
ϕ(r) =

[
m2 −

(
E − vs− v(f(r)− vs)

)2
+ Q

r2

]
ϕ(r) =

[
m2 −

(
(E − vs)− V1(r)

)2
+ Q

r2

]
ϕ(r). Therefore, E1 =

E − vs.
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10.1.1 General spectral bounds in the simple comparison theorem

Consider an attractive potential V (r) = vf(r), where f is a bounded potential shape in the class defined
in the previous sections. We want to find the best square-well spectral bounds for the graph v = G(E).
We define the downward vertically-shifted square-well potential

g(r, t1) =

{
f(0), r ≤ t1
f(t1), elsewhere

,

, and the square-well potential

g(r, t2) =

{
f(t2), r ≤ t2
0, elsewhere

.

Thus, g(r, t1) ≤ f(r) ≤ g(r, t2) for all r ≥ 0, and for each pair of contact points {t1, t2}. We observe

that f(r) has infinite families of lower and upper bounds G
(t1)
L (E) ≤ G(E) ≤ G(t2)

U (E), where G
(t1)
L (E)

and G
(t2)
U (E) are the respective spectral functions vL(E) and vU (E). The final step is to optimize over

the parameter t in order to obtain the best square-well spectral bounds for G(E), that is

GL(E) = max
t1>0

G
(t1)
L (E) ≤ G(E) ≤ GU (E) = min

t2>0
G

(t2)
U (E). (10.2)

These functions are extracted from the eigenvalue equations 5.3 and 5.4 for the one-dimensional case,
and from 5.6 and 5.7 in the higher dimensional cases.
We first consider a square-well potential with depth A and semi-width b in dimension d = 1, and we

define the new variables e = Eb, u = Ab, µ = mb, and t = b
[
(E+A)2−m2

] 1
2 . Then from equation 5.3

the ground state solution becomes:

e(t) = ±
[
µ2 −

(
t · tan(t)

)2] 1
2 and u(t) = (t2 + µ2)

1
2 − e(t).

For definiteness, we now assume µ = 1. We observe that e = 0 when t = t0 ≈ 0.860334. The graph
depicting u = G(e) is shown in Figure 10.1:

u = G(e)

e

-1.0 -0.5 0.5 1.0

0.5

1.0

1.5

2.0

Figure 10.1: Spectral curve u = G(e) for the Klein–Gordon equation with the square-well potential.

Example: The Woods-Saxon potential in 1-dimension

We consider the Woods-Saxon potential V (x) = vf(x), where f(x) = −1
(

1 + e
(|x|−1)

q

)−1

, and q > 0 is

a range parameter [56]. We are interested in finding an upper bound and a lower bound for the coupling
parameter v, for any given value of |E| < m and for q = 0.005. Since we have shown the analytical
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Figure 10.2: Graphs for the potential shapes (i) gu(x, 0.9675) = −0.9984 for |x| < 0.9675, and 0

elsewhere; (ii) f(x) = −1
(

1 + e
(|x|−1)
0.005

)−1

; (iii) gl(x, 1.03) = −1.001 for |x| < 0.9675, and −0.0025

elsewhere.

solution for the Klein–Gordon differential equation with the square-well potential, we shall use a square-
well potential as an upper bound for f , and another downward vertically-shifted square-well as a lower
bound. We define the functions

gu(x, 0.9675) =

{
−0.9984, |x| ≤ 0.9675

0, elsewhere
,

and

gl(x, 1.03) =

{
−1.001, |x| ≤ 1.03

−0.0025, elsewhere
.

Since fl(x) ≤ f(x) ≤ fu(x) for all x ∈ (−∞,+∞), then according to theorem 7.1.1, we conclude
that GL(E) = vl ≤ v ≤ GU (E) = vu, where vl and vu are the respective couplings for fl and fu.
For example, if we fix E = −0.512574196, we get vu = 1.81478 and vl = 1.79017. Hence we conclude
that 1.79017 ≤ v ≤ 1.81478. This result has been verified numerically, using our own shooting method
realized in Maple, and with which we find v = 1.80494. The graphs of fl, f , and fu are shown in figure
10.2, and the spectral curves of GL(E), v = G(E), and GU (E) are shown in figures 10.3, 10.4, and 10.5.
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Figure 10.3: Graphs for spectral bounds GL(E), G(E), and U (E) for potential shapes (i) gx(x, 0.9675) =

−0.9984 for |x| < 0.9675, and 0 elsewhere; (ii) f(x) = −1
(

1 + e
(|x|−1)
0.005

)−1

; (iii) gx(x, 1.03) = −1.001

for |x| < 0.9675, and −0.0025 elsewhere. (−1 < E < 1).
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Figure 10.4: Graphs for spectral bounds GL(E), G(E), and U (E) for potential shapes (i) gx(x, 0.9675) =

−0.9984 for |x| < 0.9675, and 0 elsewhere; (ii) f(x) = −1
(

1 + e
(|x|−1)
0.005

)−1

; (iii) gx(x, 1.03) = −1.001

for |x| < 0.9675, and −0.0025 elsewhere. (0 < E < 0.5).

Figure 10.5: Graphs for spectral bounds GL(E), G(E), and U (E) for potential shapes (i) gx(x, 0.9675) =

−0.9984 for |x| < 0.9675, and 0 elsewhere; (ii) f(x) = −1
(

1 + e
(|x|−1)
0.005

)−1

; (iii) gx(x, 1.03) = −1.001

for |x| < 0.9675, and −0.0025 elsewhere. (−1 < E < −0.8).



10.1.2 General spectral bounds in the refined comparison theorem

The refined comparison theorems allow us to find better spectral bounds than those found by applying
the simple version, since the potential shapes are allowed to cross over even more than once in a con-
trolled way. we provide a method for finding the best lower and upper spectral bounds for any bounded
potential shape f . We use the square-well potential and the exponential potential as a lower bound and
an upper bound respectively. We have chosen the square-well and the exponential potentials because
we know the exact solutions of the Klein–Gordon equation with each of these potentials as we have
seen in chapter 5.

Consider an attractive potential V ∈ P such that V (r) = vf(r). Let V1(r) = v1f1(r) be the square-well
potential such that

f1(x) =

{
f(0), |x| ≤ t
0, elsewhere

,

with
∫ t

0

(
f(r)− f1(r)

)
dr > 0,

and
∫ ∞

0

(
f(r)− f1(r)

)
dr = 0.

We also consider the exponential potential V2(r) = v2f2(r) with f2(r) = −e−qr, q > 0, which intersects
with f at r = α such that

∫ α

0

(
f2(r)− f(r)

)
dr > 0,

and
∫ ∞

0

(
f2(r)− f(r)

)
dr = 0.

Hence, for any eigenenergy E ∈ (−m,m) we have GL(E) ≤ G(E) ≤ GU (E) where GL, G, and GU are
the respective graphs of the spectral functions v1(E), v(E), and vU (E) respectively.

Applications

1. Let V (x) = vf(x) be the Gaussian potential where f(x) = −e−qx2

, and q > 0 is a range parameter.
We want to find a lower and an upper bound for the coupling constant v, for any given eigen-
energy E ∈ (−m,m) and q = −0.8. We choose the square-well potential V1(x) = v1f1(x) and the
exponential potential V2(x) = v2f2(x) with

f1(x) =

{
−1, |x| ≤

√
5π
4

0, elsewhere
,

and

f2(x) = −e−
4√
5π
x
.

We have

∫ √
5π
4

0

(
f(x)− f1(x)

)
dx ≈ 0.20816 and

∫ ∞

0

(
f(x)− f1(x)

)
dx = 0( figure 10.6). On the

other hand, f and f2 cross over at x0 ≈ 0.8 (figure 10.7) with

∫ x0

0

(
f2(x)−f(x)

)
dx ≈ 0.15253 and

∫ ∞

0

(
f2(x)− f(x)

)
dx = 0. We fix E = −0.0377 and we deduce that v1 ≤ v ≤ v2 where v1 = 1.36

and v2 = 1.9. We have numerically verified this result by using our own shooting method realized
in Maple, and with which we find v = 1.581. The graphs of v1(E), v(E), and v2(E) are shown in
figure 10.8.
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Figure 10.6: Potential Shapes f1(x) = −1 if |x| ≤
√

5π
4 and 0 elsewhere, dashed lines and f(x) =

−Ae−qx2

full line, where A = 1 and q = 0.8 were applied.

Figure 10.7: Potential Shapes f(x) = −Ae−qx2

full line and f2(x) = −Be−ax dashed lines, where
q = 0.8, a = 4√

5π
, and A = B = 1 were applied.



Figure 10.8: Graphs for v1(E), v(E), and v2(E) corresponding to f1(x) = −1 if |x| ≤
√

5π
4 and 0

elsewhere, f(x) = −e−0.8x2

, and f2(x) = −e−
4x√
5π respectively, for −1 < E < 1.

2. In this example we consider the sech-squared potential V (x) = vf(x) where f(x) = − β

(e−qx + eqx)2
.

[78–81] We find the spectral bounds for β = 3 and q = 0.35. We choose the exponential potentials
V1(x) = v1f1(x) and V2(x) = v2f2(x) such that

f1(x) = −e−0.46666x,

and

f2(x) = −0.75e−0.35x.

This example shows that the refinement theorem is still valid even if the corresponding potential
shapes cross over more than once, as long as the integral of their difference is convergent. Figures
10.9 and 10.10 show how the relative graphs of f1, f , and f, f2 cross over, with

∫ ∞

0

(
f(x)− f1(x)

)
dx =

∫ ∞

0

(
f2(x)− f(x)

)
dx = 0.

We fix E = −0.314 and we get v1 = 1.9 ≤ v ≤ v2 = 2.39. We verify this result numerically and
find that v = 2.0943. The graphs of v1, v, and v2 are shown in figure 10.11.
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Figure 10.9: Potential Shapes f1(x) = −Ae−qx dashed lines and f(x) = − β

(e−0.35x + e0.35x)2
full line,

where q = 0.35, C = b = 1, and A = 1 were applied.

Figure 10.10: Potential Shapes f2(x) = −Ae−qx dashed lines and f(x) = − β

(e−0.35x + e0.35x)2
full line,

where q = 0.35 and A = 0.75 were applied.



Figure 10.11: Graphs for v1(E), v(E), and v2(E) corresponding to f1(x) = −e−0.46666x, f(x) =

− β

(e−0.35x + e0.35x)2
, and f2(x) = −0.75e−0.35x respectively, for −1 < E < 1.

3. We now consider the Woods Saxon potential V (x) = vf(x) with f(x) = −1

(
1 + e

|x|−1
0.1

)−1

[56].

We use the square well potential Vl(x) = vlfl(x) with

f1(x) =

{
−1, |x| ≤ 1

0, elsewhere
,

and the exponential potential Vu(x) = vufu(x) with

fu(x) = −e−0.75|x|,

The potential shapes fl and f intersect at xl = 1 (figure 10.12), f and fu intersect at xu ≈ 1.0128
(figure 10.13), and

∫ xl

0

(
f(x)− fl(x)

)
dx > 0,

and
∫ xu

0

(
fu(x)− f(x)

)
dx > 0.

If we fix E = 0.5, we get vl = 0.976 and vu = 0.79. Applying the shooting numerical method we
verify that vl ≤ v = 0.8136 ≤ vu (figure 10.14).
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Figure 10.12: Potential Shapes fl(x) = 1 if |x| ≤ 1 and 0 elsewhere dashed lines and f(x) = −1

(
1 +

e
|x|−1
0.1

)−1

full line.
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Figure 10.13: Potential Shapes fu(x) = −e−0.75x dashed lines and f(x) = −1

(
1 + e

|x|−1
0.1

)−1

full line.

Figure 10.14: Graphs of vl, v, and vu, corresponding to fu(x) = −e−0.75x, f(x) = −1

(
1 + e

|x|−1
0.1

)−1

and fu(x) = −e−0.75|x| respectively.



Figure 10.15: Potential Shapes f1(r) = − 1

e1.001r − 1
full line and f(r) = −e

−ar

r
dashed lines, where

a = 0.5 was applied.

10.1.3 Hulthén and Coulomb Spectral Bounds for Singular Potentials

Since we know the exact solutions of the Klein–Gordon equation with the Coulomb and Hlthén poten-
tials as shown in chapter 5, we can find spectral bounds for any singular potential in Pd.

The Yukawa Potential in dimension d = 3

1. Consider the Yukawa potential V (r) = vf(r) with f(r) = −e
−ar

r
[57] , where a > 0 is a range

parameter. We shall find a lower and an upper bound for the coupling constant v, for any
E ∈ (−m,m), for a = 0.5. We choose the Hulthén potentials V1(r) = v1f1(r) and V2(r) = v2f2(r)
[74] where

f1(r) = − 1

e1.001r − 1
,

and

f2(r) = − 1

e0.966r − 1
.

We fix E = 0.96 and obtain v1 = 0.4895 and v2 = 0.4799. Since f1(r) > f(r) for r ∈ [0,∞) as
shown in figure (10.12), then according to our simple general comparison theorem [58], we find
that v1 > v. On the other hand, f and f2 cross over at r0 ≈ 1.2 as shown in the right graph of

figure (10.13), with

∫ r0

0

(
f2(r)− f(r)

)
r2dx = 0.0108 > 0. Hence, applying our refined version of

the general comparison theorem, we obtain v > v2. We have numerically verified this result by
finding that v = 0.4834. The graphs of v1(E), v(E), and v2(E) are shown in figure (10.14).
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Figure 10.16: Left graph: potential shape f2(r) = − 1

e0.966r − 1
solid line and f(r) = −e

−ar

r
dashed

lines. They intersect at r0 ≈ 1.2 as shown in the right graph. a = 0.5 was applied.

Figure 10.17: Graphs for v1(E), v(E), and v2(E) corresponding to f1(r) = − 1

e1.001r − 1
, f(r) =

−e
−0.5r

r
, and f2(r) = − 1

e0.966r − 1
respectively, for −1 < E < 1.



Figure 10.18: Potential Shapes fl(x) = −1

r
dashed lines and f(x) = −e

−qr

r
full line, where q = 0.014

was applied.

2. We now consider another example for the Yukawa potential for which the range parameter is

small, for which we use Coulomb spectral bounds. We let f(r) = −e
−0.014r

r
, and we consider the

Coulomb potentials Vl(r) = vlfl(r) and Vu(r) = vufu(r) with

fl(r) = −1

r
,

and

fu(r) = −0.91

r
.

Since fl(r) < f(r) for all r ≥ 0 (figure 10.15), then applying the simple comparison theorem we
deduce that Gl(E) = vl < v = G(E) for all |E| < m. We now let ϕu be the exact solution of the
Klein–Gordon equation with the potential Vu(r). The graphs of fu(r).ϕu(r) and f(r).ϕu(r) cross
over at r ≈ 6.85 (figure 10.16) with

∫ 6.85

0

[
fu(r)− f(r)

]
r2ϕ(r)dr ≈ 0.406 > 0.

Thus, applying theorem 8.2.1 we conclude that G(E) = v < vu = Gu(E). To verify that, we fix
E = 0.9 and find that vl = 0.392 and vu = 0.431. We also numerically estimated the value of v
and got v = 0.399.
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Figure 10.19: Left graph: potential shape fu(r) = −0.91

r
solid line and f(r) = −e

−qr

r
dashed lines.

Right graph: fu(r)ϕu(r) solid line and f(r)ϕu(r) dashed lines. q = 0.014 was applied.
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Figure 10.20: Spectral graphs vl, v and vu corresponding to fl(r) = −1

r
, f(r) = −e

−0.014r

r
full line, and

fu(r) = −0.91

r
.



Chapter 11

Conclusion

The radial reduced eigen-equations for a one-particle potential model might in suitable units be written,
fo the non-relativistic and Klein–Gordon cases, respectively, as

- (NR)

ϕ′′(r) =

[
2m
(
vf(r)− E

)
+
Q

r2

]
ϕ(r);

- (KG)

ϕ′′(r) =

[
m2 −

(
E − vf(r)

)2
+
Q

r2

]
ϕ(r),

where Q =
1

4
(2l + d− 1)(2l + d− 3), the potential shape f(r) < 0, and coupling parameter v > 0. We

note that a slightly different formulation of the Klein–Gordon equation is required if d = 2 and l = 0.
By familiarity with well-known Schrödinger examples, or by a variational analysis of them we expect,
for suitable v > v0 > 0, to find bound states with non-relativistic energies E(v) having monotonic
behavior E′(v) < 0 if the potential shape f(r) is negative. However, these assumptions are not correct
for the corresponding Klein–Gordon eigenvalues. This makes it difficult to design physically realistic
models for relativistic problems.

In this thesis, we first represent the relation between the coupling v and the discrete eigenvalue
E by writing v as a function v = G(E) of E for −m < E < m. The spectral curve v = G(E) is
concave, and at most unimodal with a maximum close to E = −m. A bridging parameter a ∈ [0, 1] is
introduced such that f = f1 + a(f2 − f1). By studying the dependence of v on a for each fixed value
of E, we establish the comparison theorem f1 ≤ f2 =⇒ G1(v) ≤ G2(v). These results are valid for all
negative and positive energies, and for both ground and excited states. They allow us to devise spectral
approximations in much the same way as is possible for the corresponding Schrödinger problem where
the discrete spectrum can be defined variationally and the concomitant comparison theorems follow
almost automatically by means of variational arguments.

Moreover, we exhibit a refined version of the comparison theorem still for nodeless states, by weak-

ening the condition f1(r) ≤ f2(r) to

∫ x

0

[
f2(t)−f1(t)

]
dt ≥ 0 for d = 1, and

∫ r

0

[
f2(t)−f1(t)

]
td−1dt ≥ 0

for d ≥ 3, on [0,∞). We also prove that if we know one of the wave functions ϕ1 or ϕ2, we can replace

the new condition by

∫ x

0

[
f2(t) − f1(t)

]
ϕi(t)dt ≥ 0 for d = 1, and

∫ r

0

[
f2(t) − f1(t)

]
td−1ϕi(t)dt ≥ 0

for d ≥ 3, with i = 1, 2. The latter conditions provide us with a stronger theorem because, since
the ground state is non-increasing on [0,∞), the potential shapes are even allowed to cross over more
while preserving the ordering of the coupling parameters v1 = v1(E) and v2 = v2(E), for any energy
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E ∈ (−m,m).

We then prove that for any potential whose shape f(r) is no more singular than r−(d−2), (d ≥ 3),

with f(r) = −w(r)

r
, where w(r) is non-increasing on [0,∞) and w(0) ≤ 1, the lowest eigen-energy is

always positive for v <
1

2
. As an application to our refined theorem, we have constructed upper and

lower bounds for the discrete spectrum generated by any given central negative bounded potential,
by using the exact solutions of the Klein–Gordon equation with the square-well and the exponential
potentials.

Finally, as an illustration, we are able to use the exact solution of the square-well, exponential,
Coulomb, and Hulthén problems to construct upper and lower bounds for the discrete Klein–Gordon
spectrum generated by any given member of the class of bounded and unbounded Coulomb - like
negative potentials.

66



Bibliography

[1] E. Kreyszig, Introductory Functional Analysis with Applications, John Wiley and sons (1989).

[2] J. Blank, P. Exner, and M. Havlick, Hilbert Space Operators in Quantum Physics, AIP press. New
York (1994).

[3] E. H. Lieb and M. Loss, Analysis, American Mathematical Society, second ed.

[4] M. Reed nd B. Simon, Methods of Modern Mathematical Physics I, Functional Analysis, Academic
press New York (1972).

[5] A. Sudbery, Quantum mechanics and the particles of nature, an outline for mathematicians, Cam-
bridge university press, Cambridge (1988).

[6] M. Reed nd B. Simon, Methods of Modern Mathematical Physics IV, Analysis of Operators, Aca-
demic press New York (1978).

[7] J. Franklin and L. Intemann, Saddle-point variational method for the Dirac equation, Phys. Rev.
Lett. 54, 2068 (1985).

[8] S. P. Goldman, Variational representation of the Dirac-Coulomb Hamiltonian with no spurious
roots, Phys. Rev. A 31, 3541 (1985).

[9] I. P. Grant and H. M. Quiney, Rayleigh-Ritz approximation of the Dirac operator in atomic and
molecular physics, Phys. Rev. A 62, 022508 (2000).

[10] I. Schiff, H. Snyder, and J. Weinberg, On the existence of stationary states of the Mesotron field,
Phys. Rev. 57,315 (1940).

[11] M. Bawin and J. P. Lavine, The exponential potential and the Klein–Gordon equation, Phys. Rev.
D 12, 1192 (1975).

[12] V. M. Villalba and C. Rojas, Bound States of the Klein–Gordon Equation in the Presence of Short
Range Potentials, International Journal of Modern Physics A, Vol. 21, pp. 313-325 (2006).

[13] R. L. Hall, Spectral Comparison Theorem for the Dirac Equation, Phys. Rev. 83, 468 (1999).

[14] R. L. Hall, Special Comparison Theorem for the Dirac Equation, Phys. Rev. 101, 090401 (2008).

[15] R. L. Hall and P. Zorin, Refined Comparison Theorems for the Dirac Equation in d Dimensions,
Ann. Phys. (Berlin) 527, 408-422 (2015).

[16] R. L. Hall and P. Zorin, Refined Comparison Theorems for the Dirac Equation with Spin and
Pseudo–Spin Symmetry in d Dimensions, Eur. Phys. J. Plus. 131, (2016) 102.

[17] G. Chen Relativistic spectral comparison theorem in two dimensions, Phys. Rev. A, 71:024102
(2005).

[18] G. Chen Spectral comparison theorem for the N -dimensional Dirac equation, Phys. Rev. A,
72:044102 (2005).

67



[19] Sharp comparison theorems for the Klein–Gordon Equation in d Dimensions, Int. J. Mod. Phys.
E 25 (2016) 1650039.

[20] S. J. Gustafson and I. Michael Sigal, Mathematical Concepts of Quantum Mechanics, Springer.

[21] G.H. Hardy, Note on a theorem of Hilbert, Math Z. 6 (1920) pp. 314-317.

[22] G. H. Hardy, J. E. Littlewood, and G. Polya, Inequalities, second ed., Cambridge university press,
Cambridge (1952).

[23] I.M. Muniru, O. C. Adjei, and G. K. Alagbe, Some proofs of the classical Hardy’s inequality,
Korean J. Math 22 (2004), No. 3, pp. 407-417.

[24] A. Kufner, L. Malingranda, and L. Persson, The prehistory of the Hardy inequality, The American
Mathematical Monthly, Vol. 113, No. 8 (Oct. 2006), pp. 715-732.

[25] R. L. Frank, Sobolev inequalities and uncertainty principles in Mathematical Physics, Part I, De-
partment of Mathematics, Princeton university (2011).

[26] Kazarinoff and D. Nicholas, Analytic Inequalities, New York, Holt, Rinehart and Winston (1961).

[27] W. Thirring, A course in Mathematical Physics 3: Quantum Mechanics of Atoms and Molecules,
Springer-Verlag, New York (1981).

[28] P. Bongaarts, Quantum theory, A Mathematical Approach, Springer international publishing
Switzerland (2015).

[29] D. Zheng, Matrix Theory, lecture notes, university of Houston (2012).

[30] N. Saad, Geometrical approximation methods for the discrete spectra of schrödinger operators,
PhD. thesis, Concordia university (1998).

[31] D. J. Griffiths, Introduction to Quantum Mechanics, Prentice Hall, second ed. (1995).
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Abstract. We study bound-state solutions of the Klein-Gordon equation ϕ′′(x) = [m2−(E−v f(x))2]ϕ(x),
for bounded vector potentials which in one spatial dimension have the form V (x) = v f(x), where f(x) ≤ 0
is the shape of a finite symmetric central potential that is monotone non-decreasing on [0,∞) and vanishes
as x → ∞. Two principal results are reported. First, it is shown that the eigenvalue problem in the coupling
parameter v leads to spectral functions of the form v = G(E) which are concave, and at most uni-modal
with a maximum near the lower limit E = −m of the eigenenergy E ∈ (−m, m). This formulation of the
spectral problem immediately extends to central potentials in d > 1 spatial dimensions. Secondly, for each
of the dimension cases, d = 1 and d ≥ 2, a comparison theorem is proven, to the effect that if two potential
shapes are ordered f1(r) ≤ f2(r), then so are the corresponding pairs of spectral functions G1(E) ≤ G2(E)
for each of the existing eigenvalues. These results remove the restriction to positive eigenvalues necessitated
by earlier comparison theorems for the Klein-Gordon equation.

1 Introduction

The elementary comparison theorem of non-relativistic quantum mechanics states that if two potentials are ordered,
then the respective bound-state eigenvalues are correspondingly ordered:

V1 ≤ V2 =⇒ E1 ≤ E2.

In the non-relativistic case (Schrödinger’s Equation), this is a direct consequence of the min-max principle since the
Hamiltonian H = −Δ + V is bounded from below, and the discrete spectrum can be characterized variationally [1].
However, the min-max principle is not valid in a simple form in the relativistic case because the energy operators are
not bounded from below [2–4]. Regarding the Klein-Gordon equation, since only a few analytical solutions are known,
the existence of lower and upper bounds for the eigenvalues is important, and establishing comparison theorems for the
eigenvalues of this equation is of considerable interest. We suppose that the vector potential V is written in the form
V (x) = v f(x), where v > 0 and f(x) are defined respectively as the coupling parameter and the potential shape. The
literature does provide explicit solved examples, such as the square-well potential [5,6], the exponential potential [7,
8], the Woods-Saxon potential, and the cusp potential [9]. Based on these examples it is clear that the relation E(v) is
not monotonic as it is in the Dirac relativistic equation, [10–13], and indeed for Schrödinger’s non-relativistic equation.
Consequently, comparison theorems for the Klein Gordon equation were restricted to positive energies [14–16], and
some are only valid for the ground state. In the present study, we have established new comparison theorems valid for
negative potentials and for both positive and negative eigen-energies, and not just for the ground state. Throughout
this paper, V represents the time component of a four-vector; the scalar potential (a linear perturbation of the mass)
is assumed to be zero.

The idea that had a profound effect on the present work and, in particular, eliminated an earlier positivity restriction
for energies, was our thinking of v as a function of E. This enabled us to arrive at a function v(E), whereas E(v)
is a two-valued expression. In sect. 2, we establish the principal features of the spectral curves v(E) for the class of

a e-mail: richard.hall@concordia.ca
b e-mail: hassan.harb@concordia.ca
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negative bounded potentials that vanish at infinity. In sect. 3 we solve the Klein-Gordon equation analytically for
the square-well potential in d ≥ 1 dimensions. In sect. 4 we prove some comparison theorems: the principal results
claim that for any discrete eigenvalue E ∈ (−m,m) and negative potential-shape functions f1(r) and f2(r) we have
f1(r) ≤ f2(r) =⇒ v1 ≤ v2. In sect. 5 we exhibit a complete recipe for spectral bounds for this class of potentials
based on comparisons with the exactly soluble square-well problem.

2 General features of the spectral curve G(E) = v(E)

2.1 One-dimensional case

The Klein-Gordon equation in one dimension is given by

ϕ′′(x) =
[

m2 − (E − V (x))2
]

ϕ(x), (1)

where ϕ′′ denotes the second order derivative of ϕ with respect to x, natural units � = c = 1 are used, and E is the
energy of a spinless particle of mass m. We suppose that the potential function V is expressed as V (x) = vf(x) with
v > 0 and f satisfies the following conditions:

1) V (x) = vf(x), x ∈ R, where v > 0 is the coupling parameter and f(x) is the potential shape;
2) f is even, that is f(x) = f(−x);
3) f is not identically zero and non-positive;
4) f is attractive, that is f is monotone non-decreasing over [0,∞);
5) f vanishes at infinity, i.e. limx→±∞ f(x) = 0.

We also assume that V (x) = vf(x) is in this class of potentials, for which the Klein-Gordon equation (1) has at least
one discrete eigenvalue E, and that eq. (1) is the eigen-equation for the eigenstates. Because of condition 5, eq. (1)
has the asymptotic form

ϕ′′ = (m2 − E2)ϕ,

at infinity, with solutions ϕ(x) = C1e
√

k|x|+C2e
−
√

k|x|, where C1 and C2 are constants of integration, and k = m2−E2.
The radial wave function of ϕ vanishes at infinity; thus, C1 = 0. Since ϕ ∈ L2(R), then k > 0 which means that

|E| < m. (2)

Suppose that ϕ(x) is a solution of (1). Then by direct substitution we conclude that ϕ(−x) is another solution of (1).
Thus, by using linear combinations, we see that all the solutions of this equation may be assumed to be either even

or odd. Hence, if ϕ is even then ϕ′(0) = 0, and if ϕ is odd then ϕ(0) = 0. Since ϕ ∈ L2(R) then
∫ +∞
−∞ ϕ2dx < ∞. This

means that the wave functions can be normalized and consequently we shall assume that ϕ satisfies the normalization
condition

‖ϕ‖2 =

∫ ∞

−∞
ϕ2(x)dx = 1. (3)

Definition 1. We denote by 〈f〉 and 〈f2〉 the mean values of f and f2, respectively, where 〈ϕ,ψ〉 =
∫ ∞
−∞ ϕ(x)ψ(x)dx is

the inner product on L2(R), that is 〈f〉 = 〈ϕ, fϕ〉 =
∫ ∞
−∞ f(x)ϕ2(x)dx and 〈f2〉 = 〈ϕ, f2ϕ〉 =

∫ ∞
−∞ f2(x)ϕ2(x)dx.

Lemma 1.
2E〈f〉 < v〈f2〉, ∀|E| < m. (4)

Proof. Expanding eq. (1) we get:

ϕ′′(x) = (m2 − E2)ϕ(x) + 2Evf(x)ϕ(x) − v2f2(x)ϕ(x).

Multiplying both sides by ϕ and integrating over R we obtain:

∫ ∞

−∞
ϕ′′(x)ϕ(x)dx = m2 − E2 + 2Ev〈f〉 − v2〈f2〉.

After applying integration by parts and using the fact that ϕ vanishes at ±∞, the left-hand side of the last equation
becomes −

∫ ∞
−∞(ϕ′(x))2dx. Thus, −

∫ ∞
−∞(ϕ′(x))2dx+E2−m2 = 2Ev〈f〉−v2〈f2〉. Since the left-hand side is negative,

we have the desired result. �
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We now define the operator K as

K = −
∂2

∂x2
+ 2Evf − v2f2. (5)

If ϕ is solution of the Klein-Gordon equation (1), then we have

Kϕ = (E2 − m2)ϕ, (6)

and it follows:
〈ϕ,Kϕ〉 = 〈ϕ, (E2 − m2)ϕ〉 = E2 − m2. (7)

We observe that the domain of K is DK = H2(R), where H2(R) is the Sobolev space defined as follows:

H2(R) = {ϕ ∈ L2(R) : ϕ′, ϕ′′ ∈ L2(R)}.

Since ‖Kϕ‖ = |E2 − m2| · ‖ϕ‖ ≤ m2‖ϕ‖ for all ϕ ∈ DK , then K is a bounded operator. This implies that K is
continuous. We also observe that K is symmetric, that is to say: 〈ϕ,Kψ〉 = 〈Kϕ,ψ〉.

We now consider a family of Klein-Gordon spectral problems where v = v(E) is a function of E.
Let ϕE denote the partial derivative of ϕ with respect to E. If we differentiate the normalization integral (3)

partially with respect to E, we obtain the orthogonality relation 〈ϕ,ϕE〉 = 0. Furthermore, differentiating eq. (7) with
respect to E we obtain:

〈ϕE ,Kϕ〉 + 〈ϕ,KEϕ〉 + 〈ϕ,KϕE〉 = 2E. (8)

The symmetry of K and the orthogonality of ϕ and ϕE imply that

〈ϕ,KϕE〉 = 〈ϕE ,Kϕ〉 = (E2 − m2)〈ϕE , ϕ〉 = 0.

Then by using the expression
KE = 2vf + 2Evf − 2vvEf2 (9)

in eq. (8), we obtain the key equation for our theorem in this section, namely,

vE =
E − v〈f〉

E〈f〉 − v〈f2〉
. (10)

Theorem 1. If E ≥ v〈f〉, then E1 ≤ E2 ⇒ v(E1) ≥ v(E2); and if E < v〈f〉, then E1 < E2 ⇒ v(E1) < v(E2).

Proof. If E ≥ 0, then vE ≥ 0, and the theorem holds immediately. On the other hand, if E < 0, then by (4),
E〈f〉 < 2E〈f〉 < v〈f2〉, which means that E〈f〉 − v〈f2〉 < 0. Thus v〈f〉 ≤ E < 0 ⇒ vE ≤ 0, and E < v〈f〉 ⇒ vE > 0.
Therefore, the theorem has been proven. �

Theorem 2. The spectral curve G(E) is concave for all E, |E| < m.

Proof. Suppose that for any |Ei| < m, ϕi is the corresponding wave function, 〈fi〉 =
∫ +∞
−∞ f(x)(ϕi)

2dx, and 〈f2
i 〉 =

∫ +∞
−∞ f2(x)(ϕi)

2dx. Let the maximum value of G(E) be equal to vcr. By theorem 1, the corresponding value of E is

Ecr = vcr〈fcr〉. Consider the point A(Ecr, vcr〈fcr〉) and fix the point B(En, vn) on the spectral curve G(E), where
vn = G(En), such that En �= Ecr and En ∈ (−m,m). Then

(AB) : Gc(E) = vcr +
vcr − vn

vcr〈fcr〉 − En

(E − vcr〈f〉).

Assume, without loss of generality, that Ecr < En, and consider the function t(E) = G(E)−Gc(E) where E ∈ [Ecr, En].

Then t′(E) = dt
dE

= E−v〈f〉
E〈f〉−v〈f2〉 + vn−vcr

vcr〈fcr〉−En
, which vanishes at the point (Em, G(Em)) with

Em =
vmEn〈fm〉 − vmvcr〈fm〉〈fcr〉 + vmvcr〈f

2
m〉 − vmvn〈f

2
m〉

En − vcr〈fcr〉 + 〈fm〉 (vcr − vn)

=
vm〈fm〉 (En − vcr〈fcr〉) + vm〈fm〉2(vcr − vn) + vm〈f2

m〉(vcr − vn) − vm〈fm〉2(vcr − vn)

En − vcr〈fcr〉 + 〈fm〉 (vcr − vn)
.

Hence

Em = v〈fm〉 +
vm(vcr − vn) (〈f2

m〉 − 〈fm〉2)

En − vcr〈fcr〉 + 〈fm〉 (vcr − vn)
. (11)

Since t′(Ecr) > 0 and t(Ecr) = t(En) = 0, then the point (Em, G(Em)) must be a maximum point of t(E) over the
interval [Ecr, En] and t(E) ≥ 0 over [Ecr, En]. This means that the chord [AB] is always beneath the spectral curve
G(E) over [Ecr, En] and the proof is complete. �

We observe that ϕ is not necessarily required to be a node-free state, this means that the previous theorem is valid
for all states, ground state and any excited state. Spectral curves for the square-well and the Woods-Saxon potentials
are exhibited in figs. 1 and 2.
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Fig. 1. Graphs of the function v(E) in the square-well potential, for the ground state and the first excited state. We exhibit
an explicit expression in sect. 5.

Fig. 2. Graphs of the function v(E) in the Woods-Saxon potential shape f(x) = − 1

1+eb(|x|−1) with b = 20

7
, for the ground state,

the first excited state, and the second excited state. The graphs are plotted using a numerical shooting method of our own.

2.2 d-dimensional cases (d > 1)

The Klein-Gordon equation in d dimensions is given by

ΔdΨ(r) = [m2 − (E − V (r))2]Ψ(r),

where natural units � = c = 1 are used and E is the discrete energy eigenvalue of a spinless particle of mass m. We
suppose here that the vector potential function V (r), r = ‖r‖, is a radially symmetric Lorentz vector potential (the
time component of a space-time vector), which satisfies the following conditions:

1) V is not identically zero and non-positive, that is V ≤ 0;
2) V is attractive;
3) V vanishes at ∞.

The operator Δd is the d-dimensional Laplacian. Hence, the wave function for d > 1 can be expressed as Ψ(r) =
R(r)Yld−1,...,l1

(θ1, θ2, . . . , θd−1), where R ∈ L2(Rd) is a radial function and Yld−1,...,l1
is a normalized hyper-spherical
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harmonic with eigenvalues l(l + d − 1), l = 0, 1, 2, . . . [17] The radial part of the above Klein-Gordon equation can be
written as

1

rd−1

∂

∂r

(

rd−1 ∂

∂r
R(r)

)

=

[

m2 − (E − V (r))2 +
l(l + d − 2)

r2

]

R(r),

where R satisfies the second-order linear differential equation

R′′(r) +
d − 1

r
R′(r) =

[

m2 − (E − V (r))2 +
l(l + d − 2)

r2

]

R(r).

Applying the change of variable R(r) = r−
d−1
2 ϕ(r), we obtain the following reduced second-order differential equation:

ϕ′′(r) =

[

m2 −
(

E − V (r)
)2

+
Q

r2

]

ϕ(r), (12)

where

Q =
1

4
(2l + d − 1)(2l + d − 3),

with l = 0, 1, 2, . . . and d = 2, 3, 4, . . ., which is the radial Klein-Gordon equation for d > 1 dimensions. The reduced
wave function ϕ satisfies ϕ(0) = 0 and limr→∞ ϕ = 0 [18]. For bound states, the normalization condition is

∫ ∞

0

ϕ2(r)dr = 1.

Since V vanishes at ∞, then eq. (12) becomes

ϕ′′ = (m2 − E2)ϕ

near infinity, which means that |E| < m by the same reasoning as used for eq. (2). Since the derivative of the term
Q
r2 in eq. (12) with respect to E is equal to zero, then by the same reasoning the relation (4) is also valid for all other
d > 1 dimensions. We define the operator

K = −
∂2

∂r2
+ 2Evf − v2f2 +

Q

r2
.

We have
〈K〉 = 〈(E2 − m2)ϕ,ϕ〉 = E2 − m2.

As in the previous section, K is bounded and symmetric with DK = H2(Rd). We consider the same family of Klein-
Gordon spectral problems with v = v(E). Since KE = 2vf + 2EvEf − 2vvEf2, then we obtain the same relation as
in the one-dimensional case,

vE =
E − v〈f〉

E〈f〉 − v〈f2〉
.

Theorem 3. If E ≥ v〈f〉, then E1 ≤ E2 ⇒ v(E1) ≥ v(E2), and if E < v〈f〉, then E1 < E2 ⇒ v(E1) < v(E2).

Proof. Same as theorem 1. �

Theorem 4. The spectral curve G(E) is concave for all |E| < m.

Proof. Same as theorem 2. �

We observe that as in the one-dimensional case, this theorem does not require the radial wave function to be
node-free; it is valid for both ground and excited states.

3 Exact solution for the Klein-Gordon equation with the square-well potential

1) One dimensional case: Consider the Klein-Gordon equation in dimension d = 1: ϕ′′(x) = [m2− (E−g(x, t))2]ϕ(x),
and the square-well potential

g(r, t) =

{

−v0, |x| ≤ t,

0, elsewhere,
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where v0 > 0. For x < −t, we get: ϕ′′(x) = (m2 − E2)ϕ(x). Thus, ϕ(x) = Ae−kx + Bekx with k2 = m2 − E2.
Since ϕ vanishes at −∞, then A = 0 and ϕ(x) = Bekx. Similarly, for x > t we obtain ϕ(x) = Ce−kx. For |x| ≤ t,

ϕ′′(x)+w2ϕ(x) = 0 with w =
√

(E + v0)2 − m2. Then ϕ(x) = D sin(wx)+E cos(wx). Since, as shown in sect. 2.1,
all the solutions are either even or odd, then the even solution is

ϕ(x) =

⎧

⎪

⎨

⎪

⎩

Bekx, x < −t,

E cos(wx), |x| ≤ t,

Ce−kx, x > t,

and the odd solution is

ϕ(x) =

⎧

⎪

⎨

⎪

⎩

Bekx, x < −t,

D sin(wx), |x| ≤ t,

Ce−kx, x > t.

Regarding the even solution, since ϕ is required to be continuously differentiable at t, then

E cos(wt) = Ce−kt, (13)

and
−Ew sin(wt) = −Cke−kt. (14)

Dividing eq. (14) by (13), we obtain the eigenvalue equation

w tan wt = k. (15)

Similarly, the eigenvalue equation for the odd states reads

w cot(wt) = −k. (16)

These equations allow us to compute the eigenvalue v0 given the energy E.
2) d > 1 dimensional cases: The radial part of the Klein-Gordon equation reads [17]

R′′(r) +
d − 1

r
R′(r) =

[

m2 − (E − g(r, t))2 +
l(l + d − 2)

r2

]

R(r), (17)

where l = 0, 1, 2, . . . and

g(r, t) =

{

−v0, r ≤ t,

0, elsewhere,

with v0 > 0. For d = 3, the eigenvalue equation is [19]:

j′l(kit)

jl(kit)
=

h
(1)′
l (ikt)

h
(1)
l (ikt)

, (18)

where k2
i = (E + v0)

2 − m2, k2 = m2 − E2, i2 = −1, jl is the spherical Bessel function of the first kind, and h
(1)
l

is the Hankel function of the first kind. In particular, the eigenvalue equation for the s-states (l = 0) is [19]:

ki cot(kit) = −k.

To generalize for any d-dimensional case, we consider the reduced form of the radial part of the Klein-Gordon
equation (12). For r < t, we write it as

r2ϕ′′ + [k2
i r2 − Q]ϕ(r) = 0.

Changing the variable r into σ = kir we obtain the following differential equation:

σ2ϕ′′(σ) + [σ2 − ν(ν + 1)]ϕ(σ) = 0,

where ν = 2l+d−3
2 . This is the Riccati-Bessel equation with solution ϕ(σ) = C1σjν(σ) + C2σyν(σ) [20], where yν is

the spherical Bessel function of the second kind. Since we have an irregular point at σ = 0, then C2 = 0. For r > t
we obtain the differential equation

r2ϕ′′(r) + [−k2r2 − Q]ϕ(r) = 0.
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Using the change of variable σ = ikr we obtain

σ2ϕ′′(σ) + [σ2 − ν(ν + 1)]ϕ(σ) = 0,

whose general solution is [20] ϕ(σ) = W1σh(1)(σ) + W2σh(2)(σ), where h(2) is the Hankel function of the second
kind. Since ϕ ∈ L2(R), then W2 = 0. Since ϕ is continuously differentiable at r = t, then the corresponding
eigenvalue equation is

[(kit)jl(kit)]
′

(kit)jl(kit)
=

[(ikt)h
(1)
l (ikt)]′

(ikt)h
(1)
l (ikt)

. (19)

4 Comparison theorems for pairs of potential functions with different potential shapes

4.1 d = 1 dimensional case

Consider the Klein-Gordon equation in one dimension:

ϕ′′(x) = [m2 − (E − V (x))2]ϕ(x), (20)

where natural units � = c = 1 are used, and E is the energy of a spinless particle of mass m. We assume that
V (x) = vf(x) with the same conditions in sect. 2.1, that is:

1) V = vf , where v > 0 is the coupling parameter and f is the potential shape of V ;
2) V is an even function, that is V (x) = V (−x);
3) V is not identically zero and a non-positive function, i.e. V ≤ 0;
4) f is attractive, that is f is monotone non-decreasing over [0,∞);
5) f vanishes at infinity, i.e. limx→±∞ f(x) = 0.

By similar reasoning in sect. 2.1, we have |E| < m, and all the solutions of eq. (20) are either even or odd functions.
We also assume that the wave function in this section satisfies the normalization condition, i.e.,

‖ϕ‖2 =

∫ ∞

−∞
ϕ2(x)dx = 1. (21)

In this section, we consider the parameter a ∈ [0, 1] and the two potential shapes f1 and f2 with f = f(a, x) =
f1(x) + a[f2(x) − f1(x)], where f1 ≤ f2 ≤ 0. Hence f ≤ 0, attractive, even, vanishes at infinity, f(0, x) = f1(x) when
a = 0, and a = 1 when f(1, x) = f2(x), and

∂f

∂a
= f2(x) − f1(x) ≥ 0. (22)

Hence, f is monotone non-decreasing in the parameter a. The idea in this section is to study the variations of the
coupling v with respect to a, provided v = v(a) and the value of E is given as a constant, that is ∂E

∂a
= 0, and

−m < E < m. We again consider the symmetric bounded operator K in (5), and we define ϕa to be the partial
derivative of ϕ with respect to a. Differentiating equation (7) with respect to a we get:

〈ϕa,Kϕ〉 + 〈ϕ,Kaϕ〉 + 〈ϕ,Kϕa〉 = 0. (23)

Applying the partial derivative with respect to a to eq. (21) and using the symmetry of K, we obtain the new
orthogonality relation

〈ϕa,Kϕ〉 = 〈ϕ,Kϕa〉 = (E2 − m2)〈ϕa, ϕ〉 = 0.

We also have
Ka = 2Evaf + 2Ev(f2 − f1) − 2vvaf2 − 2v2f(f2 − f1),

with va defined as ∂v
∂a

. Equation (23) becomes:

Eva〈f〉 + Ev

∫ ∞

−∞
(f2(x) − f1(x)) ϕ2(x)dx − vva〈f

2〉 − v2

∫ ∞

−∞
f (f2(x) − f1(x)) ϕ2(x)dx = 0.

This leads us to the following relation:

va =
vI

E〈f〉 − v〈f2〉
, (24)

where

I =

∫ ∞

−∞
(f2(x) − f1(x)) (vf(x) − E) ϕ2(x)dx. (25)

In the next two lemmas, we shall use the parity of ϕ and study the sign of ϕ′′ on the interval [0,∞).
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Lemma 2. If ϕ is the node-free (ground) state, then ϕ′′ changes its sign only once over [0,∞).

Proof. Let ϕ′′(x) = 0. Then from eq. (20) we get m2 − (E − V (x))2 = 0, which means that V (x) = E − m or V (x) =
E + m. Since |E| < m and V (x) ≤ 0, then V �= E + m. Hence, V (x) = E − m and ϕ′′(x) = 0 ⇐⇒ x = V −1(E − m),
where V −1 is the inverse of the monotone function V .

1) V is unbounded near 0: Since V is unbounded near 0, then ϕ′′ < 0 near 0, and since V vanishes at ∞, eq. (20)
becomes ϕ′′ = (m2 − E2)ϕ > 0. Hence, ϕ is concave on [0, V −1(E − m)) and convex on (V −1(E − m),∞).

2) V is bounded; that is V0 ≤ V ≤ 0: Since ϕ is an even state, then ϕ′(0) = 0, which means that y = ϕ(0) is an
equation of the tangent line to ϕ at x = 0.
If ϕ is convex near 0, then ϕ′′ must change it sign at some x1 ∈ [0,∞) since we know that ϕ vanishes near ∞.
However, eq. (20) becomes ϕ′′ = (m2 − E2)ϕ > 0 near ∞, which means that ϕ is convex near ∞. Thus ϕ′′ should
again change its sign at some x2 ∈ [x1,∞). This means that ϕ has two inflection points on [0,∞), which is a
contradiction. Hence, ϕ is concave on [0, V −1(E − m)) and convex on (V −1(E − m),∞). �

Lemma 3. ϕ′′changes its sign at least once over [0,∞), for any excited state ϕ.

Proof. Using the parity of ϕ, it is sufficient to study the sign of ϕ′′ on the interval [0,∞). If V is unbounded near 0,
then ϕ′′ < 0 near 0 and ϕ′′ > 0 near ∞. If V is bounded; that is V0 ≤ V ≤ 0 where V0 = V (0), then we divide the
proof into the following two cases:

1) ϕ has only one node: Suppose that ϕ has one node α, then ϕ′′(x) = 0 ⇐⇒ x = α or x = V −1(E −m). If ϕ(x) > 0
for x > α, then ϕ should attain a maximum value since it vanishes near ∞, and thus ϕ′′ < 0. However, by the same
condition that ϕ vanishes near ∞, ϕ′′ should change its sign one more time. This means that V −1(E−m) ∈ (α,∞).
Therefore

A) if ϕ(x) > 0 for x > α, then ϕ′′(x) < 0, for x ∈ (α, V −1(E−m)), and ϕ′′(x) > 0 for x ∈ (0, α)∪(V −1(E−m),∞);
B) if ϕ(x) < 0 for x > α, then ϕ′′(x) > 0, for x ∈ (α, V −1(E−m)), and ϕ′′(x) < 0 for x ∈ (0, α)∪(V −1(E−m),∞).

2) ϕ has n nodes, n ≥ 2: Suppose that ϕ has n nodes, x = α1, α2, . . . , αn, n ≥ 2. Then

ϕ′′(x) = 0 ⇐⇒ m2 − (E − V (x))2 = 0 or ϕ(x) = 0,

which means that

x = α1, α2, . . . , αn or V −1(E − m).

We shall now study the concavity of ϕ over the interval (αn−1,∞): If ϕ(x) > 0 on (αn−1, αn), then ϕ must attain a
maximum value at some x0 ∈ (αn−1, αn) and ϕ is concave on (αn−1, αn). For x > αn, ϕ changes both its sign and
concavity. Thus ϕ becomes convex and negative for x > αn. However, since α vanishes near ∞, then ϕ′′ vanishes
and changes its sign one more time somewhere after its last node. This implies that V −1(E − m) ∈ (αn,∞), and
therefore ϕ′′(x) < 0 for x ∈ (αn−1, αn)∪ (V −1(E −m),∞), and ϕ′′(x) > 0 for x ∈ (αn, V −1(E −m)). By the same
reasoning, if ϕ(x) < 0 on (αn−1, αn), then ϕ′′(x) > 0 for x ∈ (αn−1, αn) ∪ (V −1(E − m),∞), and ϕ′′(x) < 0 for
x ∈ (αn, V −1(E − m)). �
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Lemma 4. The integral I defined in relation (25) is non-positive for any state ϕ.

Proof. We first write eq. (20) as

(ϕ(x))E2 −
(

2vf(x)ϕ(x)
)

E +
(

ϕ′′(x) − m2ϕ(x) + v2f2(x)ϕ(x)
)

= 0.

This is a quadratic equation in E, and we have

E = vf(x) ±

√

v2f2(x)ϕ2(x) − (ϕ(x)ϕ′′(x) − m2ϕ2(x) + v2f2(x)ϕ2(x))

ϕ(x)
.

Then

E = vf(x) −

√

m2 −
ϕ′′(x)

ϕ(x)
, (26)

or

E = vf(x) +

√

m2 −
ϕ′′(x)

ϕ(x)
. (27)

In solution (26), ϕ′′ cannot change its sign because if ϕ′′(x) < 0, then

vf(x) −

√

m2 −
ϕ′′(x)

ϕ(x)
≤ −

√

m2 −
ϕ′′(x)

ϕ(x)
< −m,

and we already know that |E| < m. Hence, since we have shown in lemmas 2 and 3 that ϕ′′ changes its sign, then E
can only take the second solution (27). Therefore, the relation (25) becomes:

I =

∫ ∞

−∞
−(f2(x) − f1(x))

√

m2 −
ϕ′′(x)

ϕ(x)
ϕ2(x)dx ≤ 0.

�

Theorem 5.
f1(x) ≤ f2(x) ⇒ v1 ≤ v2,

for all x ∈ [0,∞).

Proof. Consider the relation (24). If E ≥ 0, then E〈f〉 − v〈f2〉 < 0, and if E < 0, then using the relation (4) we also
get the same result. Thus, the denominator of eq. (24) is negative for all |E| < m. Since we also proved in lemma 4
that I ≤ 0, then va ≥ 0 for all a ∈ [0, 1] and E ∈ (−m,m). This result completes the proof of the theorem. �

4.2 d-dimensional cases (d > 1)

In this section, we use the same reduced Klein-Gordon equation stated in (12), with ϕ satisfying ϕ(0) = 0 and the
same normalization condition

∫ ∞
0

ϕ2(r)dr = 1. We assume the same conditions for the potential shape f as in sect. 2.2.
This proof is not valid for the s-states of the 2-dimensional case, that is to say for d = 2 and l = 0. We shall prove this
in the next section.

Lemma 5. ϕ′′ changes its sign at least once, for any state ϕ.

Proof.

1) ϕ is a node-free state: ϕ′′(r) = 0 ⇐⇒ m2 − (E − V (r))2 + Q
r2 = 0, and near ∞, ϕ′′ = (m2 − E2)ϕ > 0, which

means that ϕ is convex near ∞. If ϕ is concave near 0, then the theorem is proved. If ϕ is convex near 0, then ϕ′′

should change its sign at least at some solutions {r1, r2}, of the equation m2 − (E − V (r))2 + Q
r2 = 0, in order to

be positive near ∞.
2) ϕ has one node: Suppose that ϕ has one node α, then ϕ′′(r) = 0 ⇐⇒ r = α or r = r1, r2, . . . , rn, where the r′is are

roots of the equation m2 − (E − V (r))2 + Q
r2 = 0, i = 1, . . . , n. We now study the sign of ϕ′′ for r > α: If ϕ(r) > 0,

then, owing to the fact that ϕ vanishes at ∞, it should attain a maximum value over the interval (α,∞) becoming
concave near α+. Similarly, we deduce that ϕ′′(r) should change its sign at least once over (α,∞), implying that
there exists ri ∈ (α,∞). If ϕ(r) < 0, then we can also prove this lemma by the same reasoning.
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3) ϕ has n nodes, n ≥ 2: Suppose that ϕ has n nodes, α1, α2, . . . , αn with n ≥ 2.

Then ϕ′′(r) = 0 ⇐⇒ m2 − (E − V (r))2 + Q
r2 = 0 or ϕ = 0, which means: r = α1, α2, . . . , αn, r1, r2, . . . , rn, where

the r′is are the solutions of the equation

m2 − (E − V (r))2 +
Q

r2
= 0, i = 1, 2, . . . , n.

We study the concavity of ϕ over the interval (αn−1, αn):
If there exists some ri ∈ (αn−1, αn), then ϕ′′ changes its sign at least once over (αn−1, αn).
If there is not any inflection point of α between αn−1 and αn, then ϕ′′ does not change its sign on (αn−1, αn);
however, since ϕ vanishes at ∞, then there must be at least one inflection point ri ∈ (αn−1, αn), which means
that ϕ changes its concavity at least once over (ϕn−1,∞). �

Lemma 6. The integral I defined in relation (25) is non-positive for any state ϕ and for all d > 1, except for the
s-states of d = 2, that is: when d = 2 and l = 0.

Proof. The expression (20), written as

(ϕ(r))E2 − (2vf(r)ϕ(r))E +

(

ϕ′′(r) − m2ϕ(r) + v2f2(r)ϕ(r) −
Q

r2
ϕ(r)

)

= 0,

is a quadratic equation in E.
Thus,

E = vf(r) ±

√

m2 +
Q

r2
−

ϕ′′(r)

ϕ(r)
.

If ϕ′′(r) < 0, then vf(r)−
√

m2 + Q
r2 − ϕ′′(r)

ϕ(r) < −m, which means that E cannot take this value since |E| < m. Hence,

E = vf(r) +

√

m2 +
Q

r2
−

ϕ′′(r)

ϕ(r)
. (28)

Using relation (28) in (25) we get:

I = −

∫ ∞

0

(f2(r) − f1(r))

√

m2 +
Q

r2
−

ϕ′′(r)

ϕ(r)
ϕ2(r)dr ≤ 0.

�

Theorem 6.
f1(r) ≤ f2(r) =⇒ v1 ≤ v2,

for all r ∈ [0,∞) and d > 1, except for the s-states for d = 2, that is, when d = 2 and l = 0.

Proof. Same proof as theorem 5. �

4.3 S-states for the 2-dimensional case

The reduced Klein-Gordon equation in this case reads

ϕ′′(r) =

[

m2 − (E − V (r)2) −
1

r2

]

ϕ(r).

Thus E = vf(r) ±
√

m2 − 1
r2 − ϕ′′(r)

ϕ(r) . Eliminating the solution E = vf(r) −
√

m2 − 1
r2 − ϕ′′(r)

ϕ(r) fails because of the

existence of the term − 1
r2 , and consequently, the proof of theorem 0.3.1 is not valid. Thus, we use the non-reduced

form of the Klein-Gordon radial equation, namely

R′′(r) +
d − 1

r
R′(r) =

[

m2 − (E − V (r))2 +
l(l + d − 2)

r2

]

R(r),
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where d = 2, l = 0, and
∫ ∞
0

R2(r)dr = 1. Hence,

R′′(r) +
1

r
R′(r) =

[

m2 − (E − V (r))2
]

R(r). (29)

We assume that V = vf , with f satisfying the same conditions of sect. 0.3.1.
Define the symmetric operator

K = −
∂2

∂r2
−

∂

∂r
+ 2Evf − v2f2.

Then
〈K〉 = E2 − m2. (30)

Differentiating (30) with respect to the parameter a we get

〈Ra,KR〉 + 〈R,KaR〉 + 〈R,KRa〉 = 0, (31)

where Ka = ∂K
∂a

.
But

∂

∂a

[
∫ ∞

0

R2(r)dr

]

= 2

∫ ∞

0

R(r)
∂R(r)

∂a
= 0.

Then we obtain the orthogonality relation 〈R,Ra〉 = 〈Ra, R〉 = 0.
Therefore, 〈Ra,KR〉 = 〈R,KRa〉 = (E2 − m2)〈R,Ra〉 = 0, with Ra = ∂R

∂a
. We also have Ka = 2Evaf + 2Ev(f2 −

f1) − 2vvaf2 − 2v2f(f2 − f1), where va = ∂v
∂a

.
Thus, using Ka in eq. (31) we obtain

va =
v

[∫ ∞
0

(f2(r) − f1(r)) (vf(r) − E)R2(r)
]

E〈f〉 − v〈f2〉
. (32)

Writing eq. (29) as

(R(r))E2 − 2(vf(r)R(r))E +

(

R′′(r) +
1

r
R′(r) + v2f2(r)R(r) − m2R(r)

)

= 0,

we obtain a quadratic equation of E. Thus

E = vf(r) ±

√

m2 −
R′′(r)

R(r)
−

R′(r)

rR(r)
. (33)

Lemma 7. There exists an interval J ⊂ [0,∞) such that −R′′(r)
R(r) − R′(r)

rR(r) > 0.

Proof.

1) R is a node-free state:

R′′(r) = 0 ⇐⇒ m2 − (E − V (r))2 −
R′(r)

rR(r)
= 0 ⇐⇒ V (r) = E ±

√

m2 −
R′

rR(r)
.

If R is decreasing near 0, then −R′(r)
rR(r) > 0 near 0.

If R is increasing near 0, then it must attain a maximum value at some r0 ∈ [0,∞) and end up decreasing since

limr→∞ R(r) = 0. Thus, − R′

rR(r) > 0 on (r0,∞).

Hence, in both cases R must be decreasing on a subset (r0,∞) of [0,∞), and
√

m2 − R′(r)
rR(r) > m on this subset

interval.

Therefore, V cannot take the value E +
√

m2 − R′(r)
rR(r) since V is non-positive and

R′′(r) = 0 ⇐⇒ V (r) = E −

√

m2 −
R′(r)

rR(r)
. (34)

Let ri be a root of eq. (34).
If ri ∈ (r0,∞), then J = (r0, ri).
If ri /∈ (r0,∞), then there must exist at least another inflection point rj ∈ (r0,∞) because R vanishes at infinity,
which also implies that R > 0, R′ < 0, and R′′ < 0 on (r0, rj). Therefore, J = (r0, rj).
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2) R is an excited state: Suppose that R has n nodes α1, α2, . . . , αn and consider the interval (αn,∞).
Then

R′′ = 0 ⇐⇒ m2 − (E − V (r))2 −
R′(r)

rR(r)
= 0. (35)

If R is increasing near α+, then it should attain a maximum value at some r0 ∈ (αn,∞), become decreasing, and
change its concavity at ri ∈ (r0,∞), where ri is a root of eq. (35), since limx→∞ R(r) = 0. Hence, R > 0, R′ < 0,
and R′′ < 0 on (r0, ri) and therefore J = (r0, ri).
If R is decreasing near α+, then by the same reasoning we conclude that R < 0, R′ > 0, and R′′ > 0 on (r0, ri)
and J = (r0, ri). �

Since we have proven the existence of an interval J such that −R′′(r)
R(r) − R′(r)

rR(r) > 0, and since |E| < m, then the

option E = vf(r) −
√

m2 − R′′(r)
R(r) − R′(r)

rR(r) in expression (33) is falsified.

Therefore

E = vf(r) +

√

m2 −
R′′(r)

R(r)
−

R′(r)

rR(r)
. (36)

Theorem 7.
f1(r) ≤ f2(r) =⇒ v1 ≤ v2,

for all r ∈ [0,∞).

Proof. Using expression (36) in eq. (32) we get

va =
−v

∫ ∞
0

[

(f2(r) − f1(r))
√

m2 − R′′(r)
R(r) − R′(r)

rR(r)R
2(r)

]

dr

∫ ∞
0

f(r)
[
√

m2 − R′′(r)
R(r) − R′(r)

rR(r)R
2(r)

]

dr
> 0.

Hence, the proof is complete. �

5 Square-well spectral bounds for general bounded potential shapes

In this section we exhibit a complete recipe for finding square-well potential bounds for any bounded potential shape
f in the class considered in the previous sections, and consequently, spectral bounds for the coupling v, provided the
energy is fixed. We have chosen the square-well potential because we know the analytical solution for the Klein-Gordon
problem with this potential. Before showing this solution, we state the following lemma.

Lemma 8. Consider the d-dimensional Klein-Gordon equation (d ≥ 1)

ϕ′′(r) =

[

m2 − (E − V (r))2 +
Q

r2

]

ϕ(r), (37)

where V (r) = vf(r) and f belongs to the class of potential shapes defined in the previous sections. We define s > 0
and E1 to be the new energy corresponding to the potential V1(r) = v(f(r)− s). Then |E + vs| < m and E1 = E − vs.

Proof. For r → +∞, the Klein-Gordon equation becomes ϕ′′(r) = [m2 − (E + vs)2]ϕ(r); thus, ϕ(r) = C1e
kr + C2e

−kr

with k =
√

m2 − (E + vs)2. Since ϕ vanishes at ∞, then C1 = 0, and since ϕ ∈ L2(R), then |E + vs| < m. Moreover,

we can write (37) as ϕ′′(r) = [m2 − (E − vs − V (r) + vs)2 + Q
r2 ]ϕ(r) = [m2 − (E − vs − v(f(r) − vs))2 + Q

r2 ]ϕ(r) =

[m2 − ((E − vs) − V1(r))
2 + Q

r2 ]ϕ(r). Therefore, E1 = E − vs. �

5.1 A compact recipe for general spectral bounds

Consider an attractive potential V (r) = vf(r), where f is a bounded potential shape in the class defined in the
previous sections. We want to find the best square-well spectral bounds for the graph v = G(E). We define the
downward vertically-shifted square-well potential

g(r, t1) =

{

f(0), r ≤ t1,

f(t1), elsewhere,
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u = G(e)

e
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Fig. 3. u versus e.

with s > 0, and the square-well potential

g(r, t2) =

{

f(t2), r ≤ t2,

0, elsewhere.

Thus, g(r, t1) ≤ f(r) ≤ g(r, t2) for all r ≥ 0, and for each pair of contact points {t1, t2}. We observe that f(r)

has infinite families of lower and upper bounds G
(t1)
L (E) ≤ G(E) ≤ G

(t2)
U (E), where G

(t1)
L (E) and G

(t2)
U (E) are the

respective spectral functions vL(E) and vU (E). The final step is to optimize over the parameter t in order to obtain
the best square-well spectral bounds for G(E), that is

GL(E) = max
t1>0

G
(t1)
L (E) ≤ G(E) ≤ GU (E) = min

t2>0
G

(t2)
U (E). (38)

These functions are extracted from the eigenvalue equations (15) and (16) for the one-dimensional case, and from (18)
and (19) in the higher dimensional cases. For example, we consider a square-well potential with depth A and semi-

width b in dimension d = 1. Define the new variables e = Eb, u = Ab, μ = mb, and t = b[(E + A)2 −m2]
1
2 . Then from

eq. (15) the ground state solution becomes:

e(t) = ±
[

μ2 − (t · tan(t))2
]

1
2 and u(t) = (t2 + μ2)

1
2 − e(t).

For definiteness, we now assume μ = 1. We observe that e = 0 when t = t0 ≈ 0.860334. The graph depicting u = G(e)
is shown in fig. 3.

5.2 The Woods-Saxon potential in 1 dimension

We consider the Woods-Saxon potential V (x) = vf(x), where f(x) = −1(1 + e
(|x|−1)

q )−1, and q > 0 is a range
parameter. We are interested in finding an upper bound and a lower bound for the coupling constant v, for any
given value of |E| < m and for q = 0.005. Since the Klein-Gordon equation with the square-well potential had been
solved analytically, we use a square-well potential as an upper bound for f , and another downward vertically-shifted
square-well as a lower bound. We define the functions

gu(x, 0.9675) =

{

−0.9984, |x| ≤ 0.9675,

0, elsewhere,

and

gl(x, 1.03) =

{

−1.001, |x| ≤ 1.03,

−0.0025, elsewhere.

Since fl(x) ≤ f(x) ≤ fu(x) for all x ∈ (−∞,+∞), then according to theorem 5, we conclude that GL(E) = vl ≤ v ≤
GU (E) = vu, where vl and vu are the respective couplings for fl and fu. For example, if we fix E = −0.512574196,
we get vu = 1.81478 and vl = 1.79017. Hence we conclude that 1.79017 ≤ v ≤ 1.81478. This result has been verified
numerically, using our own shooting method realized in Maple, and with which we find v = 1.80494. In figs. 4 to 6
we exhibit spectral curves for the Woods-Saxon potential in vertical sequence, square-well lower bound, numerical
approximation, square-well upper bound.
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Fig. 4. Graphs for vl, v, and vu versus E for −1 < E < 1.

Fig. 5. Graphs for vl, v, and vu versus E for 0 < E < 0.5.

Fig. 6. Graphs for vl, v, and vu versus E for −1 < E < −0.8.
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6 Conclusion

The radial reduced eigenequations for a one-particle potential model might in suitable units be written, for the non-
relativistic and Klein-Gordon cases, respectively, as

– (NR)

ϕ′′(r) =

[

(2m)(v f(r) − E) +
Q

r2

]

ϕ(r);

– (KG)

ϕ′′(r) =

[

m2 − (E − v f(r))2 +
Q

r2

]

ϕ(r),

where Q = 1
4 (2l + d − 1)(2l + d − 3), the potential has shape f(r) < 0 and coupling parameter v > 0. We note

that a slightly different formulation of the Klein-Gordon equation is required if d = 2 and ℓ = 0. By familiarity with
well-known Schrödinger examples, or by a variational analysis of them we expect, for suitable v > v0 > 0, to find
bound states with nonrelativistic energies E(v) having monotonic behaviour E′(v) < 0 if the potential shape f(r) is
negative. However, these assumptions are not correct for the corresponding Klein-Gordon eigenvalues. This makes it
difficult to design physically realistic potential models for relativistic problems.

In this paper, we first represent the relation between the coupling v and a discrete Klein-Gordon eigenvalue E by
writing v as a function v = G(E) of E for −m < E < m. We show generally that the spectral curve v = G(E) is concave,
and at most unimodal with a maximum close to E = −m. For the purpose of comparing the spectral implications of a
change in the potential shape, a bridging parameter a ∈ [0, 1] is introduced such that f = f1 +a(f2 − f1). By studying
the dependence of v on a for each fixed value of E, we establish the comparison theorem f1 ≤ f2 =⇒ G1(v) ≤ G2(v).
These results are valid for all negative and positive eigenenergies, and for both ground and excited states. They allow
us to devise spectral approximations in much the same way as is possible for the corresponding Schrödinger problem
where the discrete spectrum can be defined variationally and the concomitant comparison theorems follow almost
automatically by means of variational arguments. As an illustration, we are able to use the exact solution of the
square-well problem to construct upper and lower bounds for the discrete Klein-Gordon spectrum generated by any
given member of the class of bounded negative potentials that we have considered in the present study.
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Refining the General comparison theorem for the Klein–Gordon equation
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We exhibit a simpler condition for our Klein–Gordon comparison theorem f1 ≤ f2 =⇒ G1(E) ≤
G2(E), where f1 and f2, defined as two monotone non-decreasing functions on [0,∞), are the
shapes of two symmetric central potentials V1 and V2, and v1 = G1(E) and v2 = G2(E) are
their corresponding coupling parameters that are functions of the eigen-energy E ∈ (−m,m). We

weaken the condition for the ground states by proving that if

∫ x

0

[
f2(t) − f1(t)

]
ϕi(t)dt ≥ 0, the

corresponding coupling parameters remain ordered, where ϕi = 1, ϕ1, or ϕ2, ϕ1 and ϕ2 being the
bound state solutions of the Klein–Gordon equation with potentials V1 and V2 respectively. These
results are valid for any energy E ∈ (−m,m), but they are restricted to the ground state.

Keywords: Klein–Gordon equation, potential function, refined comparison theorem.

I. INTRODUCTION

The elementary comparison theorem of non-relativistic quantum mechanics states that if two
potentials are ordered, then the respective discrete energies are correspondingly ordered. This theorem
is valid in the Schrödinger case since it is a direct result of the min-max variational principle, as the
Hamiltonian H = −∆ + V is bounded from below [1]. It is important because it provides lower and
upper bounds for the energy-eigenvalues in other unsolved Klein–Gordon equations.
However, this principle is no more valid in the simple form in the relativistic case because the energy
operators are not bounded from below [2], [3], [4]. Counter examples in the square well and the
exponential potentials are found in Greiner [5], as well as the cut off Coulomb potential [6]. Thus
several comparison theorems were established [7], [8], [9], [10], but those related to the Klein–Gordon
equation were all restricted to positive energies.

In our previous paper we were able to generalize these comparison theorems by studying the
eigen-values in the coupling parameter, which are single-valued in the Klein–Gordon equation, in order
to avoid two-valued spectral functions E(v).

We consider the Klein–Gordon relativistic equation with a central attractive potential V (x) = vf(x),
for which a single potential moves in. We proved in our previous paper [11] that if two potential
shapes are ordered, f1(x) ≤ f2(x), then the corresponding spectral curves are similarly ordered. We
were able to establish this theorem after presenting v = G(E) to be dependent on the eigen-energy
E ∈ (−m,m), so that we obtain a function v(E), rather than a two-valued expression E(v). In this
paper we refine the condition for this theorem for ground states by proving that the ordering of the
coupling parameters is still preserved for the ground state, even if the potential shapes cross over, as

long as

∫ x

0

[
f2(t) − f1(t)

]
dt ≥ 0. Moreover, if one of the wave functions ϕ1 or ϕ2 is known, we prove

that

∫ x

0

[
f2(t) − f1(t)

]
ϕi(t)dt ≥ 0 =⇒ G1(E) ≤ G2(E), i = 1, 2. This is a stronger version of the

latter theorem because since the ground state is non-increasing on [0,∞), this allows the potential

∗Electronic address: richard.hall@concordia.ca
†Electronic address: hassan.harb@concordia.ca
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shapes to cross over even more with the ordering of couplings is still preserved. The idea of refining the
comparison theorems of non-relativistic and relativistic quantum mechanics has been first presented by
Hall [12], and was applied for the Dirac equation [13], [14], and the Klein–Gordon equation [15], but
the latter case was restricted to non-negative energies. The corresponding results are obtained for all
dimensions d ≥ 1.

II. REFINED THEOREMS.

A. One dimensional case

The Klein–Gordon equation in one dimension is given by:

ϕ′′(x) =
[
m2 −

(
E − V (x)

)2]
ϕ(x), x ∈ R. (1)

where ϕ′′ denotes the second order derivative of ϕ with respect to x, natural units ~ = c = 1 are used,
and E is the energy of a spinless particle of mass m. We suppose that the potential function V is
expressed as V (x) = vf(x) with v > 0 and f satisfies the following conditions:

1. V (x) = vf(x), x ∈ R, where v > 0 is the coupling parameter and f(x) is the potential shape;

2. f is even f(x) = f(−x);

3. f is not identically zero, and is non-positive, that is f(x) ≤ 0;

4. f is attractive, that is f is monotone non-decreasing over [0,∞);

5. f vanishes at infinity, i.e lim
x→±∞

f(x) = 0.

We also assume that V (x) = vf(x) is in this class P of potentials, for which the Klein–Gordon equation
(1) has at least one discrete eigenvalue E, and that equation (1) is the eigen-equation for the eigenstates.
Because of condition 5, equation (1) has the asymptotic form

ϕ′′ = (m2 − E2)ϕ,

at infinity, with solutions ϕ(x) = C1e
√
k|x| + C2e

−
√
k|x|, where C1 and C2 are constants of integration,

and k = m2 − E2. The radial wave function of ϕ vanishes at infinity; thus, C1 = 0. Since ϕ ∈ L2(R),
then k > 0 which means that

|E| < m. (2)

Suppose that ϕ(x) is a solution of (1). Then by direct substitution we conclude that ϕ(−x) is another
solution of (1). Thus, by using linear combinations, we see that all the solutions of this equation may
be assumed to be either even or odd. Hence, if ϕ is even then ϕ′(0) = 0, and if ϕ is odd then ϕ(0) = 0.

Since ϕ ∈ L2(R) then
∫ +∞
−∞ ϕ2dx < ∞. This means that the wave functions can be normalized and

consequently we shall assume that ϕ satisfies the normalization condition

||ϕ||2 =

∫ ∞

−∞
ϕ2(x)dx = 1. (3)

Lemma II.1.

E

∫ ∞

0

f(x)ϕ2(x)dx < v

∫ ∞

0

f2ϕ2(x)dx, ∀ |E| < m. (4)

Proof. Expanding equation (1) we get:

ϕ′′(x) = (m2 − E2)ϕ(x) + 2Evf(x)ϕ(x)− v2f2(x)ϕ(x).
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Multiplying both sides by ϕ and integrating over [0,+∞) we obtain:

∫ ∞

0

ϕ′′(x)ϕ(x)dx = m2 − E2 + 2Ev

∫ ∞

0

fϕ2(x)dx− v2
∫ ∞

0

f2ϕ2(x)dx.

After applying integration by parts and using the fact that (ϕϕ′)

∣∣∣∣
∞

0

= 0 for any ϕ, the left-hand side

of the last equation becomes −
∫ ∞

0

(
ϕ′(x)

)2
dx. Thus

2E

∫ ∞

0

f(x)ϕ2(x)dx− v
∫ ∞

0

f2ϕ2(x)dx = −
∫ ∞

0

(
ϕ′(x)

)2
dx+ E2 −m2 < 0.

1. If E ≥ 0, then the result follows immediately;

2. If E < 0, then

E

∫ ∞

0

f(x)ϕ2(x)dx < 2E

∫ ∞

0

f(x)ϕ2(x)dx,

and we get the desired result.

We now define the operator K as:

K = − ∂2

∂x2
+ 2Evf − v2f2. (5)

If ϕ is solution of the Klein–Gordon equation (1), then we have:

Kϕ = (E2 −m2)ϕ, (6)

and it follows

〈K〉 = 〈ϕ,Kϕ〉 = 〈ϕ, (E2 −m2)ϕ〉 = E2 −m2. (7)

We observe that the domain of K is DK = H2(R), where H2(R) is the Sobolev space defined as follows:

H2(R) = {ϕ ∈ L2(R) : ϕ′, ϕ′′ ∈ L2(R)}.

Since ||Kϕ|| = |E2 −m2| · ||ϕ|| ≤ m2||ϕ|| for all ϕ ∈ DK , then K is a bounded operator. This implies
that K is continuous. We also observe that K is symmetric, that is to say: 〈ϕ,Kψ〉 = 〈Kϕ,ψ〉.

We now consider the parameter a ∈ [0, 1] and the two potential shapes f1 and f2 with f = f(a, x) =
f1(x) + a

[
f2(x)− f1(x)

]
, where f1 ≤ f2 ≤ 0. Hence f is non-positive, attractive, even, and vanishes at

infinity. We note that f(0, x) = f1(x) when a = 0, and a = 1 when f(1, x) = f2(x), and

∂f

∂a
= f2(x)− f1(x) ≥ 0. (8)

Hence, f is monotone non-decreasing in the parameter a. Let v depend on a and E is be a constant,
that is v = v(a) and ∂E

∂a = 0, and −m < E < m. We again consider the symmetric bounded operator
K in (5), and we define ϕa to be the partial derivative of ϕ with respect to a. Differentiating equation
(7) with respect to a we get:

〈ϕa,Kϕ〉+ 〈ϕ,Kaϕ〉+ 〈ϕ,Kϕa〉 = 0 (9)

Applying the partial derivative with respect to a to equation (3) and using the symmetry of K, we
obtain the new orthogonality relation

〈ϕa,Kϕ〉 = 〈ϕ,Kϕa〉 = (E2 −m2)〈ϕa, ϕ〉 = 0.
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We also have:

Ka = 2Evaf + 2Ev(f2 − f1)− 2vvaf
2 − 2v2f(f2 − f1), (10)

with va defined as ∂v
∂a . Equation (9) becomes:

Eva

∫ ∞

0

fϕ2(x)dx+ Ev

∫ ∞

0

(
f2(x)− f1(x)

)
ϕ2(x)dx− vva

∫ ∞

0

f2ϕ2(x)dx

−v2
∫ ∞

0

f

(
f2(x)− f1(x)

)
ϕ2(x)dx = 0.

This leads us to the following relation:

va =
vI

E

∫ ∞

0

f(x)ϕ2(x)dx− v
∫ ∞

0

f2ϕ2(x)dx

, (11)

where

I =

∫ ∞

0

(
f2(x)− f1(x)

)(
vf(x)− E

)
ϕ2(x)dx. (12)

Lemma II.2. The ground state eigenfunction ϕ of the Klein–Gordon equation is a non-increasing
function for x ∈ [0,∞), and for any energy E such that |E| < m.

Proof. Since ϕ is an even state, then ϕ′(0) = 0, and since [11] ϕ is concave on
[
0, V −1(E −m)

)
and

convex on
[
V −1(E −m),∞

)
, then ϕ′(x) ≤ 0, x ∈ [0,∞).

Theorem II.1. For any two potentials f1, f2 ∈ P we have:

µ(x) =

∫ x

0

[f2(t)− f1(t)]dt ≥ 0 x ∈ [0,∞) =⇒ G1(E) ≤ G2(E), (13)

for any ground state energy E.

Proof. Applying integration by parts to (12) we get

I = (vf(x)− E)ϕ2(x)µ(x)

∣∣∣∣
∞

0

−
∫ ∞

0

[
vf ′(x)ϕ2(x) + 2(vf(x)− E)ϕ(x)ϕ′(x)

]
µ(x)dx.

Regarding that lim
x→∞

ϕ(x) = 0 and µ(0) = 0, we get

I = −
∫ ∞

0

[
vf ′(x)ϕ2(x) + 2(vf(x)− E)ϕ(x)ϕ′(x)

]
µ(x)dx.

Since [11]

E = vf(x) +

√
m2 − ϕ′′(x)

ϕ(x)
, (14)

ϕ′(x) ≤ 0, and

f ′(x) =
∂f

∂x
= (1− a)f ′1(x) + af ′2(x) ≥ 0,

then, I ≤ 0.
Therefore, following Lemma I.1. va ≥ 0, and the theorem is proven.
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This theorem allows us to say that graphs of f1 and f2 cross over in such a way that preserves
the positivity of µ(x), then the corresponding coupling constants are ordered as v1 ≤ v2 for each
E ∈ (−m,m).

We now state a stronger version of the above theorem, which can be applied in case we know one of
the ground states ϕ1 or ϕ2:

Theorem II.2. For any potentials f1, f2 ∈ P we have:

ρ(x) =

∫ x

0

[f2(t)− f1(t)]ϕj(t)dt ≥ 0 x ∈ [0,∞) =⇒ G1(E) ≤ G2(E),

for j = 1, 2 and for any ground state energy E.

Proof. Suppose, w.l.g, that j = 1. Applying the operator
∂

∂a
to the expression

Kϕ = (E2 −m2)ϕ (15)

we get

Kaϕ+Kϕa = (E2 −m2)ϕa, (16)

where ϕa =
∂ϕ

∂a
.

We then multiply (16) by ϕ1 and apply the inner product to get

〈ϕ1,Kaϕ〉 = −〈ϕ1,Kϕa〉+ 〈(E2 −m2)ϕ1, ϕa〉,
which implies that

〈ϕ1,Kaϕ〉 = −〈ϕ1,Kϕa〉+ 〈Kϕ1, ϕa〉. (17)

Since K is symmetric, then 〈ϕ1,Kϕa〉 = 〈Kϕ1, ϕa〉. Then relation (17) becomes

〈ϕ1,Kaϕ〉 = 0. (18)

Using (10) we obtain

va =
v 〈ϕ1, (f2 − f1)(vf − E)ϕ〉
〈ϕ1, f(E − vf)ϕ〉 . (19)

Using (14) we observe that the denominator of (19) is negative. Applying integration by parts to the
numerator changes it into

(
vf(x)− E

)
ϕ(x)ρ(x)

∣∣∣∣
∞

0

−
∫ ∞

0

[
vf ′(x)ϕ(x) +

(
vf(x)− E

)
ϕ′(x)

]
ρ(x)dx. (20)

Since lim
x→∞

(x) = 0 and ρ(0) = 0 then (20) becomes

−
∫ ∞

0

[
vf ′(x)ϕ(x) +

(
vf(x)− E

)
ϕ′(x)

]
ρ(x)dx ≤ 0.

Therefore va ≥ 0 and the proof is complete.

B. d - dimensional cases (d ≥ 2)

The Klein–Gordon equation in d dimensions is given by

∆dΨ(r) = [m2 − (E − V (r))2]Ψ(r),

where natural units ~ = c = 1 are used and E is the discrete energy eigenvalue of a spinless particle
of mass m. We suppose here that the vector potential function V (r), r = ||r||, is a radially-symmetric
Lorentz vector potential (the time component of a space-time vector), which belongs to the class Pd
with the following properties:
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1. V (r) = vf(r), r ∈ [0,∞), where v > 0 is the coupling parameter and f(r) is the potential shape;

2. f is not identically zero and non-positive;

3. f is attractive, that is f is monotone non-decreasing over [0,∞);

4. f is not more singular than r−(d−1), r ∈ [0,∞), that is lim
r→0

r(d−2)f(r) = A, −∞ < A ≤ 0;

5. f vanishes at infinity, i.e lim
r→∞

f(r) = 0.

This is a wider potential class than P, since it contains Coulomb and Coulomb - like potentials, such as
the Yukawa and the Hulthén potentials. The operator ∆d is the d-dimensional Laplacian. Hence, the
wave function for d > 1 can be expressed as Ψ(r) = R(r)Yld−1,...,l1

(θ1, θ2, ..., θd−1), where R ∈ L2(Rd) is

a radial function and Yld−1,...,l1
is a normalized hyper-spherical harmonic with eigenvalues l(l + d− 1),

l = 0, 1, 2, ... [16] The radial part of the above Klein–Gordon equation can be written as:

1

rd−1
∂

∂r

(
rd−1

∂

∂r
R(r)

)
=

[
m2 −

(
E − V (r)

)2
+
l(l + d− 2)

r2

]
R(r),

where R satisfies the second-order linear differential equation

R′′(r) +
d− 1

r
R′(r) =

[
m2 −

(
E − V (r)

)2
+
l(l + d− 2)

r2

]
R(r). (21)

Since V vanishes at ∞, then equation (21) becomes

ϕ′′ = (m2 − E2)ϕ

near infinity, which means that |E| < m. The normalization condition for bound states is
∫ ∞

0

R2(r)rd−1dr = 1. (22)

Differentiating (22) with respect to a we obtain the orthogonality relation 〈Ra, R〉 = 〈R,Ra〉 = 0. We
also define f(r, a) = af1(r) + (1− a)f2(r), f1, f2 ∈ Pd, and we consider the operator

K = − ∂2

∂r2
− ∂

∂r
+ 2Evf − v2f2. (23)

By the same reasoning for the one-dimensional case we obtain the relation

va =
vI

E〈f〉 − v〈f2〉 ,

where

I =

∫ ∞

0

(
f2(r)− f1(r)

)(
vf(r)− E

)
r(d−1)R2(r)dr, (24)

〈f〉 =

∫ ∞

0

f(r)R2(r)rd−1dr, and 〈f2〉 =

∫ ∞

0

f2(r)R2(r)rd−1dr.

Using [11]

E = vf(r) +

√
m2 − R′′(r)

R(r)
− R′(r)
rR(r)

, (25)

we get

va =
vI

∫ ∞

0

[√
m2 − R′′(r)

R(r)
− R′(r)
rR(r)

R2(r)

]
rd−1f(r)dr

. (26)
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Lemma II.3. The ground state eigenfunction of the Klein–Gordon equation is non-increasing for
r ∈ [0,∞) and |E| < m.

Proof. For l = 0, equation (21) can be written as

R′(r) = r−(d−1)
∫ r

0

F (t)R(t)td−1dt (27)

where

F (t) = m2 −
(
E − vf(t)

)2
.

Replacing E by the expression (25) and using this in F ′(t) =
dG

dt
we find

F ′(t) = 2vf ′(t)
(
E − vf(t)

)
= 2

[√
m2 − R′′(t)

R(t)
− R′(t)
tR(t)

]
vf ′(t) ≥ 0.

Thus we have reached the same result as in [17], but extended to |E| < m. Hence, R′(r) ≤ 0 for all
r ∈ [0,∞) and |E| < m.

Theorem II.3. If f1, f2 ∈ Pd such that (f2 − f1) has td−1-weighted area, then:

η(r) =

∫ r

0

[f2(t)− f1(t)]td−1dt ≥ 0 r ∈ [0,∞) =⇒ G1(E) ≤ G2(E), (28)

where E is the ground state energy.

Proof. Integrating (24) by parts we get

I = (vf(r)− E)R2(r)η(r)

∣∣∣∣
∞

0

−
∫ ∞

0

[
vf ′(r)R2(r) + 2

(
vf(r)− E

)
R(r)R′(r)

]
η(r)dr.

Using lim
x→∞

R(r) = 0 and η(0) = 0 we obtain

I = −
∫ ∞

0

[
vf ′(r)R2(r) + 2

(
vf(r)− E

)
R(r)R′(r)

]
η(r)dr.

Hence, relation (26) is non-negative and the theorem is proved.

As in the one-dimensional case, we state a stronger version of the previous refining theorem:

Theorem II.4. For any two potentials f1, f2 ∈ Pd we have:

σ(r) =

∫ r

0

[f2(t)− f1(t)]td−1Rj(t)dt ≥ 0 r ∈ [0,∞) =⇒ G1(E) ≤ G2(E), (29)

for j = 1, 2, where E is the ground state energy E.

Proof. In the same manner of the proof of the one-dimensional theorem we arrive to the following
formula

va =
v〈R1, (f2 − f1)(vf − E)R〉
〈R1, f(E − vf)R〉 , (30)

which is equal to

−
∫ ∞

0

[
vf ′(r)R(r) +

(
vf(r)− E

)
R′(r)

]
σ(r)dr

∫ ∞

0

R1(r)

[√
m2 − R′′(r)

R(r)
− R′(r)
rR(r)

]
R(r)rd−1f(r)dr

≥ 0. (31)

Hence we have reached our desired result.
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C. Sign of Coulomb-like energy eigenvalues in dimension d ≥ 3

In this section we study the sign of the energy eigenvalues of a certain class of Coulomb-like potentials.

We first apply the change of variable to R(r) = r−
d−1
2 ϕ(r) to (21), to obtain the following reduced

second-order differential equation:

ϕ′′(r) =

[
m2 −

(
E − vf(r)

)2
+
Q

r2

]
ϕ(r), (32)

where

Q =
1

4
(2l + d− 1)(2l + d− 3),

with l = 0, 1, 2, .... The reduced wave function ϕ satisfies ϕ(0) = 0 and lim
r→∞

ϕ = 0 [18]. For bound

states, the normalization condition is:

∫ ∞

0

ϕ2(r)dr = 1.

Theorem II.5. Let f ∈ Pd such that f(r) = −w(r)

r
with w(r) non-increasing, w(0) ≤ 1, and

lim
r→∞

w(r) = 0. Then the corresponding ground state energy E of equation (32) is positive for v <
d− 2

2
.

Proof. Multiplying equation (32) by ϕ and integrating over [0,∞) we get

−2Ev 〈f〉 = 〈−∆〉+m2 − E2 +

〈
(d− 1)(d− 3)

r2

〉
− v2

〈
f2
〉
. (33)

Using Hardy’s inequality

(
〈−∆〉 ≥

〈
(d− 2)2

4r2

〉)
([19]), equation (33) becomes

−2Ev 〈f〉 ≥
〈

(d− 2)2

4r2

〉
+m2 − E2 +

〈
(d− 1)(d− 3)

r2

〉
− v2

〈
f2
〉
.

Since m2 − E2 > 0 for all E ∈ (−m,m) and v <
d− 2

2
then

−2Ev 〈f〉 > (d− 2)2

4

〈
1

r2
− f2

〉
+

〈
(d− 1)(d− 3)

r2

〉
(34)

Replacing f(r) by
w(r)

r
and using d ≥ 3 in (34) we conclude that

−2Ev 〈f〉 > 1

4

〈
1− w2(r)

r2

〉
+

〈
(d− 1)(d− 3)

r2

〉
≥ 0.

Hence, E > 0.

III. SPECTRAL BOUNDS FOR POTENTIAL SHAPES

A. Square-Well and Exponential for General Spectral Bounds for Potential Shapes

In this section we provide a method for finding the best lower and upper spectral bounds for any
bounded potential shape f . We use the square-well potential and the exponential potential as a lower
bound and an upper bound respectively. We have mentioned a similar idea in our previous paper
[11] using square-well spectral bounds, but we were confined by the condition that the graphs cannot
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cross over. Since we have been able to refine our previous comparison theorem, we can find better
bounds now. We have chosen the square-well and the exponential potentials because we know the
exact solutions of the Klein–Gordon equation with each of these potentials [20],[21], [11].

Consider an attractive potential V ∈ P such that V (r) = vf(r). Let V1(r) = v1f1(r) be the square-
well potential such that

f1(x) =

{
f(0), |x| ≤ t
0, elsewhere

,

with

∫ t

0

(
f(r)− f1(r)

)
dr > 0,

and
∫ ∞

0

(
f(r)− f1(r)

)
dr = 0.

We also consider the exponential potential V2(r) = v2f2(r) with f2(r) = −e−qr, q > 0, which intersects
with f at r = α such that

∫ α

0

(
f2(r)− f(r)

)
dr > 0,

and
∫ ∞

0

(
f2(r)− f(r)

)
dr = 0.

Hence, for any eigenenergy E ∈ (−m,m) we have GL(E) ≤ G(E) ≤ GU (E) where GL, G, and GU are
the respective graphs of the spectral functions v1(E), v(E), and vU (E) respectively.

Applications

1. Let V (x) = vf(x) be the Gaussian potential where f(x) = −e−qx2

, and q > 0 is a range parameter.
We want to find a lower and an upper bound for the coupling constant v, for any given eigen-
energy E ∈ (−m,m) and q = −0.8. We choose the square-well potential V1(x) = v1f1(x) and the
exponential potential V2(x) = v2f2(x) with

f1(x) =

{
−1, |x| ≤

√
5π
4

0, elsewhere
,

and

f2(x) = −e−
4√
5π
x
.

We have

∫ √
5π
4

0

(
f(x) − f1(x)

)
dx ≈ 0.20816 and

∫ ∞

0

(
f(x) − f1(x)

)
dx = 0(fig.1). On the

other hand, f and f2 cross over at x0 ≈ 0.8 (fig.2) with

∫ x0

0

(
f2(x) − f(x)

)
dx ≈ 0.15253 and

∫ ∞

0

(
f2(x)− f(x)

)
dx = 0. We fix E = −0.0377 and we deduce that v1 ≤ v ≤ v2 where v1 = 1.36

and v2 = 1.9. We have numerically verified this result by using our own shooting method realized
in Maple, and with which we find v = 1.581. The graphs of v1(E), v(E), and v2(E) are shown in
figure (3).
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Figure 1: Potential Shapes f1(x) = −1 if |x| ≤
√
5π
4

and 0 elsewhere, dashed lines and f(x) = −Ae−qx2 full
line, where A = 1 and q = 0.8 were applied.

Figure 2: Potential Shapes f(x) = −Ae−qx2 dashed lines and f2(x) = −Be−ax full line, where q = 0.8, a = 4√
5π

,

and A = B = 1 were applied.
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Figure 3: Graphs for v1(E), v(E), and v2(E) corresponding to f1(x) = −1 if |x| ≤
√
5π
4

and 0 elsewhere,

f(x) = −e−0.8x2 , and f2(x) = −e−
4x√
5π respectively, for −1 < E < 1.

2. In this example we consider the potential V (x) = vf(x) where f(x) = − β

(e−qx + eqx)2
. We

find the spectral bounds for β = 3. We choose the exponential potentials V1(x) = v1f1(x) and
V2(x) = v2f2(x) such that

f1(x) = −e−0.46666x,

and

f2(x) = −0.75e−0.35x.

This example shows that the refinement theorem is still valid even if the corresponding potential
shapes cross over more than once, as long as the integral of their difference is convergent. Figures
(4) and (5) show how the relative graphs of f1, f , and f, f2 cross over, with

∫ ∞

0

(
f(x)− f1(x)

)
dx =

∫ ∞

0

(
f2(x)− f(x)

)
dx = 0.

We fix E = −0.314 and we get v1 = 1.9 ≤ v ≤ v2 = 2.39. We verify this result numerically and
find that v = 2.0943. The graphs of v1, v, and v2 are shown in figure (6).
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Figure 4: Potential Shapes f1(x) = −Ae−qx dashed lines and f(x) = − β

(e−0.35x + e0.35x)2
full line, where

q = 0.35, C = b = 1, and A = 1 were applied.

Figure 5: Potential Shapes f2(x) = −Ae−qx dashed lines and f(x) = − β

(e−0.35x + e0.35x)2
full line, where

q = 0.35 and A = 0.75 were applied.
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Figure 6: Graphs for v1(E), v(E), and v2(E) corresponding to f1(x) = −e−0.46666x, f(x) = − β

(e−0.35x + e0.35x)2
,

and f2(x) = −0.75e−0.35x respectively, for −1 < E < 1.

B. Hulthén and Coulomb Spectral Bounds for Singular Potentials

Since we know the exact solutions of the Klein–Gordon equation with the Coulomb and Hlthén
potentials [22] [23], we can find spectral bounds for any singular potential in Pd.

The Yukawa Potential in dimension d = 3

Consider the Yukawa potential V (r) = vf(r) with f(r) = −e
−ar

r
[24] , where a > 0 is a range parameter.

We shall find a lower and an upper bound for the coupling constant v, for any E ∈ (−m,m), for a = 0.5.
We choose the Hulthén potentials V1(r) = v1f1(r) and V2(r) = v2f2(r) where

f1(r) = − 1

e1.001r − 1
,

and

f2(r) = − 1

e0.966 − 1
.

We fix E = 0.96 and obtain v1 = 0.4895 and v2 = 0.4799. Since f1(r) > f(r) for r ∈ [0,∞) as
shown in figure (7), then according to our simple general comparison theorem [11], we find that v1 > v.
On the other hand, f and f2 cross over at r0 ≈ 1.2 as shown in the right graph of figure (8), with∫ r0

0

(
f2(r) − f(r)

)
r2dx = 0.0108 > 0. Hence, applying our refined version of the general comparison

theorem, we obtain v > v2. We have numerically verified this result by finding that v = 0.4834. The
graphs of v1(E), v(E), and v2(E) are shown in figure (9).
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Figure 7: Potential Shapes f1(r) = − 1

e1.001r − 1
full line and f(r) = −e

−ar

r
dashed lines, where a = 0.5 was

applied.

Figure 8: Left graph: potential shape f2(r) = − 1

e0.966 − 1
solid line and f(r) = −e

−ar

r
dashed lines. They

intersect at r0 ≈ 1.2 as shown in the right graph. a = 0.5 was applied.
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Figure 9: Graphs for v1(E), v(E), and v2(E) corresponding to f1(x) = − 1

e1.001r − 1
, f(r) = −e

−0.5r

r
, and

f2(r) = − 1

e0.966r − 1
respectively, for −1 < E < 1.

IV. CONCLUSION

We have shown in this paper that our general comparison theorem for the Klein–Gordon equation,
f1 ≤ f2 =⇒ v1 ≤ v2, still holds for the nodeless states, even if the condition is weakened to∫ x

0

[
f2(t) − f1(t)

]
dt ≥ 0 for d = 1, and

∫ r

0

[
f2(t) − f1(t)

]
td−2dt ≥ 0 for d ≥ 3, on [0,∞). We have

also proven that if we know one of the wave functions ϕ1 or ϕ2, we can replace the new condition

by

∫ x

0

[
f2(t) − f1(t)

]
ϕi(t)dt ≥ 0 for d = 1, and

∫ r

0

[
f2(t) − f1(t)

]
td−2ϕi(t)dt ≥ 0 for d ≥ 3, with

i = 1, 2. The latter conditions provide us with a stronger theorem because since the ground state is
non-increasing on [0,∞), the potential shapes are even allowed to cross over more with preserving the
ordering of the coupling parameters v1 = v1(E) and v2 = v2(E), for any eigen-energy E ∈ (−m,m). We
have also proven that for any potential whose shape f(r) is no more singular than r−(d−2), (d ≥ 3), with

f(r) = −w(r)

r
, where w(r) is non-increasing on [0,∞) and w(0) ≤ 1, the lowest eigen-energy is always

positive for v <
1

2
. As an application to our refined theorem, we have constructed upper and lower

bounds for the discrete spectrum generated by any given central negative bounded potential, using the
exact solutions of the Klein–Gordon equation with the square-well and the exponential potentials.
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