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Abstract

Ridesharing Using Adaptive Waiting Time

Pooyan Ehsani

The culture of sharing by the advances in communication technologies has entered a new

era, and ever since, sharing instead of ownership has been sharply increasing in individuals’

behaviors. Particularly in transportation, concepts of sharing a ride in either carpooling or

ridesharing have been adopting for 70 years. During the past fifteen years, the revolution

in communication devices has formed the online version of ridesharing that responds to

transportation needs shortly. Ridesharing is considered to be a strategy to mitigate con-

gestion and air pollution by increasing the occupancy rate of vehicles in the road network.

An online ridesharing framework is an end-to-end framework that manages the request and

matches the passengers to accomplish their rides together.

In this thesis, we studied the online ridesharing problem and proposed an end-to-end

framework to handle the passengers. In our end-to-end framework, we design the objective

with respect to the passenger’s perspective. We assume that all the passengers tend to

share their ride to reduce their transportation costs using vehicles. When two passengers

get matched to accomplish their ride together, they accept a deviation from their shortest

path to make sharing possible. To minimize the information provided by passengers, we

define scheduling flexibility using a system-wide fixed flexibility factor ε , which indicates

the tolerable increase in travel duration, proportional to the shortest path duration. For a

trip, scheduling flexibility is the amount of time that the system has to divide between the

detour from the shortest path and the waiting time to find a proper match. To split the

scheduling flexibility between the detour and the waiting time, we introduce the concept of

adaptive waiting time, which is the key enabler of our framework to provide a quality match

for passengers. For a passenger, the optimal waiting time with respect to ε minimizes the

expected travel cost. In this work, we use future demand to calculate the expected travel

cost.

We carefully design a simulation to observe the ability of our framework to match the

passengers. The trip cost and trip duration are approximated using Gradient boosting trees,
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and we simplify the NYC road network as a grid network. The proposed approach works

for 24 hours to handle 356049 ride requests on a rectangle with an area equal to 44 km2.

We analyze several metrics to indicate the quality of the matching process. The simulation

results show that by using our approach, 75.2% of the passengers can share their ride by

increasing the trip duration for 4.334 minutes on average, and it leads to reducing the total

cost by 12% and reducing the total traveled distance by 14.29%.
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Chapter 1

Introduction

The sharing economy changed over the past thirty years by the expansion of telecommu-

nication technologies. The individuals transformed the culture of sharing to cope with the

new era in the sharing economy. In this thesis, we studied an old sharing problem, namely

ridesharing, which started during World War II and by the advances in telecommunication

and technologies become mature. In this chapter, we investigated the culture of sharing

in section 1.1, to understand the intention of the users to participate in a sharing platform.

Following that, we indicate the current state of vehicle usage in transportation and explain

why we consider vehicles as an underutilized resource in section 1.2. In section 1.3, by

looking at the history of ridesharing, we described the ridesharing development from 1942

till today and finally in section 1.4, we describe our ridesharing environment and provide

an overview for our ridesharing problem.

1.1 Culture of Sharing

Current sharing economy platforms and services are distinguished for their ability to ef-

fectively use underutilized resources in a wide variety of concepts and materials, including

homes, tools, vehicles, and knowledge. During the 21st century the widespread usage of

the internet and more general information and communications technologies, cause arise

of companies and organization which promoted and developed foundations to make shar-

ing possible. These companies took different forms; some are for-profit corporations like

Turo, Airbnb, Uber, and Zipcar; others defined themselves as non-profit platforms like

Wikipedia, Hoffice, and Bike kitchen. The collaborative commons term used by [75] to
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denote networked commons like open-source software, and claim these type of commons

democratize access to both information and material resources. Advances in digital tech-

nologies and online platforms lead to creating new types of commons that would previ-

ously have been much more complicated or even practically impossible to organize [13].

In this section, we first analyze the history of sharing economy within humankind and then

describe the new form of sharing economy, which becomes available by the advances in

technology.

[70] explains that sharing is the most common form of human economic behavior, and

it is distinct from and more fundamental than reciprocity. Several anthropological studies

have examined the patterns of food sharing in hunter-gatherer societies [54, 44]. On the

other hand, [31, 96, 70] argues that there is more than food for sharing, and sharing is not

a form of exchange. Consumer research and studies in related disciplines have neglected

sharing for a long time, and we briefly explain some of the reasons for this phenomenon.

The first reason is that sharing has been treated as a gift exchange or commodity exchange

[7]. The second reason is that prior to advances in technologies, sharing happened in inti-

mate societies like families, neighbors, and friends. There is no transactional information

available around the sharing, which makes it challenging to analyze the behavior of the

participants in an intimate sharing economy [7]. Before the invention of the internet, as

described above, sharing appeared between intimate communities in which people could

trust each other and had a strong bond to connect socially. Providing a solid definition for

sharing is hard as it depends on the context in which sharing occurs. [8] defines sharing as

the act and process of distributing what is ours to others, and vice versa.

Sharing before the industrial revolution was limited to natural resources. Peoples who

lived in their communities were dependent on localized natural resources and, more impor-

tantly, dependent on the continued quality of their resources to survive. Researchers are

addressing humankind’s use of common natural resources with two different and contra-

dictory analysis. [42] proposed that for any common resources, individuals in the society

who make a rational decision according to their self-interest would maximize their benefit.

This behavior by individuals will invariably lead to the long-term carrying capacity of the

natural resources being exceeded, and subsequently, the community will face a suboptimal

outcome, on both collective and individual levels. In game theory, [42] model formalized as

prisoner’s dilemma [55]. Here we explain the two-player version of the prisoner dilemma

by the grazing meadow example.
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Let suppose there is a grazing meadow, and two herders want to use the land. For the

meadow, there is an upper limit (L) to the number of animals that can graze on the meadow

for a season and be well fed. In this example, the cooperate strategy can be thought of as

grazing L
2 animals for each herder. The defect strategy is any number higher than L

2 , which

the herder may think would maximize his profit. Let suppose the profit of the cooperation

strategy is R, when a herder chooses the cooperation strategy, and the second herder chooses

the defect strategy, the profit for the first one is S, and for the second one is T . Finally, in

the case that both choose the defect strategy, the payoff is P.

C D

C R,R S,T

D T,S P,P

TABLE 1.1: Prisoner’s dilemma payoffs

1.1 is the payoff matrix for the two-player prisoner’s dilemma and T ą R ą P ą S.

The problem in prisoner dilemma is that for a rational player (which is the case in game

theory) if the column player chooses C, the row player by choosing C would receive R and

by choosing D would receive T . If the column player chooses D as his strategy, the row

player by choosing C receives S and, by choosing D, receives P. As we can see, D strictly

dominates C in this game, and two rational players will receive P by choosing the defect

strategy. On the other hand, two irrational players can receive R and the profit of each

would be higher than P.

[65] based on extensive empirical studies of natural resource commons situated in local-

ized contexts, including grazing land and fisheries, where participants were dependent on

the continued quality of the commons made a different conclusion. [65] observed that, con-

trary to [42] claim, communities around the world had successfully managed their common

resources for decades and more broadly even for centuries. These communities developed

proper norms and rules for protecting and using their collective resources. Considering

sharing as likely the oldest type of consumption among humankind, and with the rise of

technology in the 21st century, it becomes critical to most of the recent consumption phe-

nomena like the internet. Still, the characteristics of digital resources differ from natural

resources in two things. First, natural resources are limited and rival; however, we can

consider digital resources as unlimited and non-rival. Second, the digital resources con-

centration is in cyberspace and urban areas, while the natural resources usually exist in
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nature [13]. Moreover, advances in digital platforms have also enabled coordination of

temporary physical commons; for example, privately owned resources like vehicles, park-

ing lot, and houses temporarily transformed into commons, and other people can use them.

[13] has compared three different contemporary sharing commons, including Wikipedia,

Bike Kitchen, and Hoffice, concluding that contemporary commons, situated in a global-

ized, urbanized, and digitalized context, differ from traditional natural resource commons

in several aspects. These aspects include the nature of the shared resource, what is rare,

barriers to entry and exit the sharing system, reliance on the resource, and how to govern

goods.

During the 21st century, digital revolution advancements led to a new form of sharing.

In 2019, more than 50% of the human population had access to the internet, and 60% of

peoples in advanced economies were using a smartphone. Smartphones are integrated with

a digital camera, internet access, a large pool of applications, and a user-friendly interface.

Peoples are now massively spending their time in the digital world, forming a new type

of social identity, which is called internet identity. All of these developments lead to the

creation of a new type of sharing, briefly described here.

The sharing economy in the urbanized area relies on the internet to connect people,

and [82] divides it into four broad categories: sharing of productive assets, recirculation

of goods, increased utilization of durable assets, and exchange of services. Sharing of

productive assets focused on enabling participants to be productive by providing space or

assets. For instance, by turning the host home into a shared office space where people

can gather and work together, Hoffice provides the space to be productive. Recirculation

of goods companies likes eBay and Craiglist creates a proliferation of unwanted items.

The main contribution of these systems is reducing the risk of transacting with strangers by

providing the reputation of a seller to the buyer and making sharing a part of the mainstream

consumer experience. The third type of sharing platform facilitates more intensive usage of

durable goods and assets. In transportation, these platforms works in different areas include

car rental sites (Turo), ridesharing (Zimride), ride-hailing services (Uber, Lyft, Via), and

bike-sharing (Mobike, Bixi). The fourth type formed after the 1980’s recession, and the

aim was to provide job opportunities for the unemployed. Timebanks sites developed to

provide the possibility of trading services based on time spent and remained marginalized

in sharing economy.
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Sharing platform defined based on their aspects that shape the platforms’ business mod-

els, logic, and dynamic of the environment where participants interact with each other [82].

Market orientation and market structure have shaped both the operation and long-term im-

pact of sharing platforms and among essential aspects. The market orientation can be either

for-profit or non-profit, and the market structure can be either peer-to-peer or business-

to-peer. The for-profit platform strategy is to push for revenue and asset maximization.

Namely, Uber and Airbnb, two successful models of the for-profit sharing platform, are

valued billion dollars. By contrast, many non-profit organizations like Wikipedia, Seed

Bank, and Food Swaps do not seek revenue maximization, and instead, aim to serve needs

on a global scale like Wikipedia or serve participants locally like Food Swaps. The market

structure also has a significant impact on the manner the sharing economy works on a spe-

cific platform. The peer-to-peer platform earns money by the commission on exchanges;

namely, both Turo and Airbnb, the peer-to-peer platforms, charge the consumer for service

fees and also take a portion of the provider. In other words, they take a commission from

both sides of the market. So the revenue growth of the peer-to-peer platform is directly

linked to the number of trades in their market. On the other hand, the business-to-peer

platform aim is to maximize revenue per transaction.

Here our aim is to analyze the components of the sharing economy, and it is essential

to define some terms related to it—these terms include providers, consumers, and partici-

pants. Providers are offering services or products, while consumers ask for these services or

products and together form the participants. As in Airbnb, hosts are providers, and guests

are consumers. If we consider Uber, providers are the drivers that serve a rider (consumer)

request for transportation. All the sharing platforms exist in a sharing market. One could

compare the creation of the sharing market to the creation of the universe from BigBang.

The platform provides the necessary context for expanding the market as long as it can

sustain itself. The dynamic and the environment of the sharing economy are described

here on the perspective of the authors. The sharing economy includes a sharing platform

that designs the mechanism of the market and guarantees the operation of itself over time.

The other side of the sharing economy is the sharing market, which includes a set of users

that generate the dynamic of the market by providing their supply and demand. The main

objective of the sharing platform then is to provide users with a designed environment.

The environment, which defines the rules of the market, also provides tools that users use

in their interactions. All the users are individuals who could have supply or demand and

5



interact with each other to trade at time t.

The sharing platform’s goal is to ease the sharing between strangers. It could be a

Wikipedia page that shares the knowledge to everyone who accesses the internet and can

understand the content. In the case of Uber, the goal is to match the drivers who are joining

the market to earn money with riders who join the market to meet their transportation

needs. In Uber, case participants can rate each other based on their experience during the

trip and deploy a secure payment method to ensure the safe interaction between drivers

and riders. The sharing platform creates the space for a sharing market where individuals

join the market and contribute to keeping the sharing economy and platform alive. The two

sides of the market (providers and consumers) play an essential role in sharing economy.

The expansion of the market provides individuals a variety of choices, which increases

the quality of trades. After joining a sharing market, each individual has a personalized

experience based on their needs, and it is for them to decide to remain in the market or

leave. The critical mass is a set of market states in which a significant part of individuals

are satisfied with the quality of the trades while tending to remain in the market. The critical

mass work as social proof to make a sharing platform acceptable [28].

Two important terms need to be addressed here. The first term is the supply and de-

mand pool, which defined as the supply and demand of all participants at time instance t.

As the supply and demand pool increase in size, the sharing platform gets a higher chance

of satisfying the participants concerning their needs. The other term is matching the par-

ticipants based on their needs. The matching process is to find the proper supplier for each

demand which becomes available to the sharing market. Sharing platforms have different

approaches for matching processes according to their characteristic. In the case of Uber,

when a demand becomes available (a participant sends the request for a ride), close suppli-

ers in terms of distance get a notification on their phones and have a limited time to decide

to accept or reject the demand. As soon as a driver accepts a rider’s request, the two partic-

ipants match; the supplier dispatches to fulfill the rider’s need. In the case of Airbnb, the

supplier lists their available properties, and those looking for a place can search the list to

find and further book their desired rental. In the first example, suppliers (drivers) decide to

accept a passenger or not, based on the system notification, and in the second model, the

participants with demand choose between the available places based on their personalized

needs.
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As we describe in this section, sharing is one of the most primitive forms of interac-

tion in humankind, which evolves, based on the form of community. In the context of a

communal sharing relationship, people treat the material as everyday objects in which ev-

ery part of the commune can use that object [31]. Evidence shows that hunting-gathering

societies, share the meat of animals across the whole community [19]. By the evolution of

human society, sharing takes a different form and remains common between the peoples

who trust each other within small local communities. Urbanization is a new phenomenon

in human civilization, and before 19 century, most of the human population lived in rural

and low-density societies [41]. During this long duration of humankind’s history due to

living in low-density societies, peoples have grown an intimate bond with each other and

act together. Sharing has a very different form and has played a fundamental role in the

survival of the community. Domination of urbanization and the high-density societies con-

fined sharing to people who had trust in each other, e.g., kinship relations and neighbors.

After the internet revolution in the late 20th century, sharing again started to rise and drew

much attraction for researchers, societies, entrepreneurs, and investors. These days people

can rely on each other to share their equipment, rent their cars and places based on the trust

systems developed, and also secure payment methods deployed. In the next section, we

provide information about the vehicles as an underutilized resource in densely urbanized

areas.

1.2 Vehicles as Underutilized Resource

More than 4 billion people live in urban areas, and for the first time in 2007, the urban

population exceeded the rural population [76]. In North America, around 80% of the pop-

ulation lives in an urban area. More than 8.5 million people live in New York City, and

the density of the population is 10,715
km2 . Handling massive populations’ transportation needs

requires a network of complex infrastructure for transportation, including road networks,

subways, and buses. It enables people to choose their transportation mode based on their

needs, including flexibility, fare, and comfort. In New York City, where millions of peo-

ple use public transportation; still, vehicles are regarded as one of the dominant modes of

transportation.

Ride-hailing companies like Uber, Lyft, Juno, and Via have served more than one mil-

lion requests per day in 2019 in New York City. For the first time in New York City,
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ride-hailing apps have surpassed the taxicabs, which used to dominate the door-to-door

transportation market for decades. Ride-hailing companies in 2017 introduced their shar-

ing services, in which riders could request to share their ride with a stranger to reduce their

trip cost. Uber alone has received 175000 (24%) requests for shared trips, which occurred

between two passengers daily in NYC. These new technologies have created new opportu-

nities to match people with similar itineraries and time schedules, allowing them to share

their rides dynamically and on short notice [1]. These advances can provide society with

new opportunities for reducing traffic congestion, fuel consumption, emission, and pollu-

tion, which subsequently increases the quality of life in the urbanized areas. The cost of

congestion in the United States is relatively high and tends to get worse over time. In 2012,

the cost of congestion was roughly 121 billion dollars [84], and in 2017, it increased by

19% and achieved 179 billion dollars [83]. The mentioned cost can be divided into the

following categories:

1. Travel delay

• In 2012, 7.7 billion hours lost to sitting in traffic.

• The number increased by 14% in 2017 and reached 8.8 billion hours.

2. Wasted fuel

• In 2012, 3.2 billion gallons of fuel burned in congestion and wasted.

• By 2017, this number increased by 3% and reached 3.3 billion gallons of wasted

fuel.

Today, passengers in urban areas have different modes of transportation to go from

their origins to their destinations. Passengers consider a set of criteria to choose their

mode of transportation or a mixture of them, including travel cost, travel time, flexibility

in schedule, convenience (such as pickup and dropoff locations, privacy, and personalized

space), reliability and security. Here we explain the mentioned criteria in different modes

[37].

We start by considering public transportation, which provides transportation options

with a fixed spatial route and schedule. Public transportation charged a small fee to pas-

sengers to use their services, and it comes with a little convenience. Travel time in public

transportation is higher than that of alternative modes due to walking distance to the sta-

tion and stops during the trip. Taxicabs is another mode of transportation that comes at a
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higher cost due to traveling solo. Taxi cabs provide door to door transportation, and pas-

sengers have flexibility in schedule. The travel time using taxi cabs is relatively lower than

public transportation, and passengers have personal space and privacy. Ride-hailing apps

are the most recent transportation mode and introduced in 2009. The cost of ride-hailing

apps is relatively equal to taxi cabs and considered as the most convenient transportation

mode, travelers, have door-to-door transit and personalized space, and as a result of the

ranking system, people had a higher sense of security and privacy. Ride-hailing apps are

the most reliable transportation mode, and the pickup and travel time are estimated accu-

rately. Ridesharing is between public transportation and ride-hailing apps. The travel cost

is less than the ride-hailing option due to sharing the vehicle instead of traveling alone,

and it is also standing between public transportation and ride-hailing in convenience and

travel time. The last transportation mode is private vehicles, which are not available to

all of the passengers. The cost is high, and travelers need to handle the parking space but

are the most convenient form of transportation by providing personal space, door-to-door

transportation, and flexible schedule.

Ridesharing refers to a mode of transportation in which passengers share a vehicle for

their trip and split the travel costs. Ridesharing is a combination of traveling solo and

public transportation. Passengers have the flexibility and speed of private cars and can fur-

thermore reduce their travel costs by sharing their ride but at the price of convenience. The

ridesharing concept has several advantages for individuals, society, and the environment,

as we provide in the following list.

1. Individual interest

• Reduce travel costs by sharing the travel expenses between involved passengers.

• Reduce travel time and congestion by efficiently using empty seats in vehicles.

• Increases the possibility of socializing between the passengers who are in-

volved.

2. Social benefit

• Mitigate traffic congestion by reducing the number of cars in the road network.

• Conserve fuel by sharing the travel path between passengers who travel solo.

• Reduce air pollution by a mixture of faster trips and reducing the overall trav-

eled distance by vehicles.
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3. Environmental benefit

• Reduces greenhouse gas emissions in urbanized areas.

• Increases the quality of soil, water, and air by reducing pollution.

Transportation is responsible for approximately 30% of greenhouse gas emissions in

North America, and the private vehicles had more than half of this emission [101]. In

the United States, private car occupancy rates are low, and the average for commute trips

is 1.18, and leisure trips average is 1.82 [78]. In a large city at peak hours, the city net-

work faces traffic congestion resulted from the high demand for vehicle transportation and

relatively low occupancy rates. This misbehavior in transportation has billions of dollars

cost and billions of wasted hours for society and individuals. Furthermore, vehicle trans-

portation dominates other transportation modes in producing greenhouse gases [46]. The

massive amount of pollution that is produced by vehicles gives rise to health issues related

to pollution, which is a severe problem in many of the densely populated regions worldwide

[16].

Ridesharing can be a practical approach to reduce congestion by increasing the occu-

pancy rate of vehicles. Ridesharing is not a new idea, and World War II was the genesis of

the concept. However, as we mentioned earlier, the massive pool of the users (critical mass)

is the main factor in forming an affordable and efficient model for any sharing market and

ridesharing also is not excluded from this fact. Technological advances in both hardware

and software are the key enabler to reach this massive pool to form a proper and convenient

ridesharing system, and currently, companies like Uber and Lyft have this massive pool

of users. These successful implementations of the ridesharing have changed the trends in

how we tackle the ridesharing problem. Here we begin by briefly describing the history of

ridesharing and the current state of ridesharing.

1.3 Development of Ridesharing

The ridesharing concept started in the United States during the world war II, between 1942-

1945, and the main reason for sharing transportation was to reduce the consumption of

resources and to conserve goods for the war [20]. When tensions between the United

States and Japan escalated, Japan cut off 97 percent of US rubber supply, and the US gov-

ernment faced a crisis for supplying goods to the war. The government began to change
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American citizens’ transportation behavior to reduce the consumption of limited resources

[36]. During this period, a wide range of communities, including factories, companies,

and churches, were responsible for forming a bulletin board to increase the vehicles’ oc-

cupancy rate to save goods. The next phase of promoting the ridesharing started in the

late 1960s and early 1970s as a response to the energy crisis and the Arab oil embargo of

1973 [20]. During this period, different strategies were introduced to facilitate rideshar-

ing. these strategies included: vanpooling, employer-sponsored commuter ride-matching

and HOV lanes [20]. Throughout the energy crisis, the US government decided to reduce

petroleum consumption, and different actions were taken to decrease consumption. High

Occupancy Vehicle (HOV) lanes were proposed to encourage riders to use their empty

seats. In employer-sponsored commuter ride-matching, major employers collected their

employee’s transportation information and matched those who were neighbors.

Through this stage for the first time, ridesharing was considered a tool to mitigate air

quality problems [49]. The environmental and social benefits of ridesharing were addressed

during this time due to government-funded rideshare initiatives. A study found that the

number of commuters raised by 29400, and the vehicle-miles traveled among 197000 em-

ployees reduced 23% [69]. [68] shown empty seats in cars are underutilized resources and

to efficiently occupy them results in the following advantages: by reducing congestion,

overall travel speed increases, and the overall fuel consumption will decrease. After all

these hopes and becoming clear the merits that sharing rides could bring along, during the

1980s due to low oil prices and steady economic growth, ridesharing was marginalized

till the 21st century. In the early 2000s, by advances in internet services, initial online

ride-matching services were introduced. The carpool services developed during this pe-

riod were static and required prearrangement. These improvements made it easier to find

ride-matches in a more massive online database; however, due to the systems’ inflexibil-

ities, passengers preferred to use their own vehicle to commute. During the early stages

of ridesharing, owing to psychological barriers, riders ended up deciding not to share their

ride. However, technological advances weakened such psychological barriers and increased

the success rate of ridesharing [39]. As an example, [32] based on an empirical study re-

ported that people who own a profile on social networking websites have higher risk-taking

attitudes and are subsequently less affected by trust issues for sharing their ride with a

stranger.
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During the past twenty years, several initiatives and matching platforms have been pro-

posed to ease the user experience and facilitate the interaction between the demand and

supply sides of the market, which consists of riders and drivers. Most of the ridesharing

platforms work on the static form of the process, meaning that users need to plan their

rides in prior. In other words, users should know in advance all the details related to their

trips, such as the time and location of departure and arrival. In this manner, ridesharing

experience is similar to booking a flight. In essence, the user chooses their flight search

engine like Flighthub and provides the information related to their interest, including the

pickup and dropoff location and the departure time, and then picks among different pro-

posals that satisfy their constraints. The mentioned model works with one-way long trips

like the carpooling concept between Montreal and Toronto. However, for a short trip fre-

quently occurring for individuals in an urban area, it is disturbing to a user to provide all

the required information and looking for available options. Urban transportation is a mas-

sive and dynamic system, and the ridesharing platform needs a smarter system to handle

the requests within a few minutes. It further needs to find matches concerning the current

state of the system and serve the passengers’ demand with a minimum amount of informa-

tion provided by the user. Few initiatives satisfy the suggested criteria that are available

worldwide, and we can mention UberPool and Lyft Line as the most successful examples

for ridesharing.

[85] evaluates prices and service levels for Lyft, Lyft Line, UberX, UberPool, and

Chicago Transit Authority (CTA) services in Chicago, the third-largest city in the United

States. [85] used a stratified sample of 3,075 fares and travel time estimates and evalu-

ated the costs, time, predictability, and convenience associated with each trip made, the

stratified sampling was used to take the sample from different spatial characteristics. This

sampling set includes trips taken within the city’s central business district, neighborhoods,

and inter-neighborhoods. Notably, inter-neighborhood traveling tends to be more difficult

using public transit. They reported that the average CTA fare is $2.69, and for the Lyft

and UberX, the average fare is $18.13 and $17.90 respectively, while for the Lyft Line and

UberPool the average fare was $14.04 and $9.33. Their observations indicated that the sav-

ing from using Lyft Line comparing to Lyft is 22.6%, whereas passengers using UberPool

saved 47.9% over UberX. They also notice that the highest saving (25.1%) from Lyft Line

is occurred in downtown, while the most significant saving (49.9%) occurred in the outer

downtown zone in Uber case [85].
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The travel time is the other important factor addressed in their studies, and based on

their observations, UberPool and Lyft Line trips are orderly four minutes (7.6%) and 10

minutes (21.5%) faster than public transit trips. On the other hand, UberX and Lyft are 19

and 22 minutes (38.2% and 45.8%) faster than public transit, respectively. The travel time

varies from neighborhood to neighborhood, for example, in the downtown area, UberPool

is four minutes (9.9%) slower than public transit, and Lyft Line is two minutes (4.2%)

faster than public transit. However, in the neighborhood zone, Uber and Lyft offer much

faster trips compared to public transit, which is partially due to longer walking distance

to bus and train stops. For the neighborhood zone, UberX and Lyft saving an average of

24 and 20 minutes (46.1% and 39.1%), respectively, and for the sharing options, which

are UberPool and Lyft Line, the saving times are 15 and 4 minutes (28.8% and 7.8%),

respectively. Based on their studies, transportation network companies (TNCs) are a costly

alternative for public transit, but they can reduce the travel time up to 50%. The other

important side of their studies is that both the spatial and temporal aspects of trips have a

significant impact on the mentioned results.

In 2017 for the first time, ride-hailing apps surpassed regular taxis in New York City

with 159.9 million rides. The massive request on the ride-hailing app has two facets. First,

handling this amount of data is a challenging computational task and requires an efficient

algorithm that would be able to run in short notice and provide efficient results for the

matching process. Second, the massive pool of requests makes it possible to reduce the

travel cost as much as possible due to a large number of nominated supplies for demands.

1.4 Our Ridesharing Approach

Here we describe our ridesharing platform and how the participants interact with it to ful-

fill their transportation needs. The ridesharing, in general, has three components, riders,

drivers, and the decision-maker. In chapter 2, we provide evidence that shows how the

human behavior of drivers leads to a nonoptimal output of the ridesharing system. As [3],

in this work, we consider a fleet of autonomous vehicles that the decision-maker controls

their movement for better performance. The Uber-problem in [26], can be used as a prob-

lem which can address the dispatching, serving, and rebalancing the vehicles in ridesharing

platform. To explain our ridesharing platform, we need to describe the different parts of the

system in which participants adapted to fulfill their transportation needs. In this work, we
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consider a central decision-maker with a fleet of autonomous vehicles who want to serve

the transportation requests that come over time online. The decision-maker is responsible

for matching passengers to each other and afterward dispatch an autonomous vehicle to

serve the matched passengers together. We assume that the central decision-maker has the

optimal policy for vehicle movement to serve requests and minimize their movement. The

policy includes a taxi distribution policy during their cruising time and policy to serve a set

of requests. In this work, we assume the decision-maker has a large fleet, which can serve

the passenger in short notice without wasting time picking up the passenger.

In this work, we concentrate on the riders’ side of the ridesharing. The participants

(riders) are the critical component of any sharing market and could increase the system’s

performance by shifting the system dynamic towards ”critical mass”. In our setting, the

participants are individuals that used sharing platform to meet their transportation need.

Each participant has a user profile, and at time t sends a request to the system for traveling

from location p to location d. We consider that all the participants are willing to share their

rides to accomplish a trip together. From the passenger’s perspective, sharing rides and a

trip path has the following benefits:

1. Reduce travel costs.

2. Increase the chance of socializing with a diverse range of people.

3. Reduce the environmental loss related to transportation.

We assume that all the passengers tend to share their trip; in other words, passengers

share their path with other riders who have similar itineraries and time schedules to join

him/her to accomplish a trip together. So based on the idea of sharing trips, when a partic-

ipant sends a request to travel from location p to location d at time t, supplies a trip to the

sharing market, and the demand is the proper rides in the market who can share their rides

with them. From the passenger perspective, one of the main reasons for joining a rideshar-

ing market is to reduce the travel cost. In this work, we aim to minimize the transportation

cost for each travel request. We consider an online version of ridesharing where the upcom-

ing requests are unknown, and we do not consider en-route matching, and passengers need

to be matched before a vehicle dispatch to serve their request. Based on our ridesharing

settings, we defined an adaptive waiting time that tries to minimize the expected travel cost

for each request. When a travel request from location p to d comes at time t; we use the
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predicted future demand to calculate the expected travel cost in the near future and select

the one that minimizes the expected travel cost.

The literature approaches to deal with time constraints in ridesharing are differing, and

here we summarize their formulation and then provide our approach to deal with time

constraints. Time constraints formulation can follow into the following categories:

1. Time windows defined by the passenger:

• [72, 27, 5, 2] used time windows.

• Riders and drivers define their time windows for both pickup and dropoff.

• The goal is to serve passengers in their time windows.

• Users have an inconvenient experience to define the time windows.

2. Fixed waiting time and detour:

• [90, 3] used fixed time and detour.

• The waiting time and detour from the shortest path fixed for all the trips.

• Constant scheduling flexibility is a common technique in practice, and rideshar-

ing platforms like Uberpool use it.

3. Detour proportional to the shortest path:

• [4] used this technique.

• In this approach, passengers specify the maximum excess for travel time they

are willing to accept.

In this work, we defined system-wide fixed flexibility factor ε , and for a trip with the

shortest path equal to t minutes, the system must serve the request at most p1` εqt. This

approach leads to adaptive waiting time based on the upcoming requests, and as we show

in the experiments, it achieves competitive results. The other advantage of this approach is

to minimize the information users need to provide about their trip schedule. To illustrate

our approach for handling time constraints in the ridesharing problem, suppose a passenger

decided to travel from his home to his workplace with direct travel time equal to 30 minutes

and ε “ 0.4. For this passenger, the overall travel time, including waiting time and actual

travel time, equals to 42 minutes, which can be divided among the detour from the shortest

path and waiting time. It is important to note that in figure 1.1, the scheduling flexibility is
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FIGURE 1.1: Scheduling flexibility for a rider request in our approach

divided between the waiting time and detour from the shortest path, caused by participating

in ridesharing. To deal with ridesharing’s online nature, we define a waiting time for each

passenger who sends a ride request. When the waiting time for at least one passenger

elapses, the matching procedure runs to match the leaving passengers to available rides.

As mentioned earlier, the waiting time aims to use the upcoming request to minimize the

cost of the trip for a passenger. When passengers are matched to each other, a vehicle

dispatches to serve their trips based on the order that minimizes their cost. To the best of

our knowledge, this thesis is the first work to handle vehicles and riders separately. All the

previous works in ridesharing, assign the trips to vehicles, instead, we match passengers

to each other, and then the vehicles optimize their routes to serve matched passengers. In

conclusion, we define the Serversharing-problem, a variation of Uber-problem, that each

server serves a bag of requests instead of one. Dividing the matching and serving request

had the computational advantage by reducing the subproblems size.

In this framework, the passengers’ shared information is less than the current ride-

hailing platforms. Currently, the ride-hailing platforms share the travel information of a

rider with the driver, and also, the platform itself has access to the data. As a consequence

of eliminating the driver from the proposed framework, the riders’ data is only shared with

the ridesharing platform. These days, different platforms we massively use collect the

user’s data to provide a personalized experience for them. The individual transportation

data is part of their privacy, and system providers can use it to push for their revenue

maximization. This phenomenon can be considered as the dark side of the data-driven

systems. During the past five years, consumers become aware of the importance of their

data and more concerned about the usage of their data in companies; it leads to an increase

in security and regulation standards to protect the individuals’ privacy.

The remaining of this thesis as follows: In chapter 2, we excessively review the litera-

ture in ridesharing and a wide range of problems related to ridesharing, and we also review

the latest advances in machine learning which could affect the ridesharing. We provide

the formal definition for our problem and discuss our approach to develop a ridesharing
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system in chapter 3. In chapter 4, two essential functions are estimated using a data-driven

function approximation approach to make the ridesharing simulation possible. The simu-

lation environment and the ridesharing results are provided in chapter 5, and in chapter 6,

we provide the conclusion and discuss the future direction to investigate by researchers.

Before starting the literature review in the next chapter, we briefly provide the contribution

of this thesis:

1. We introduce adaptive waiting time in order to minimize passenger expected travel

costs.

2. Reduce the ridesharing problem to passenger matching and Serversharing-problem.

3. Study the effect of scheduling flexibility on the performance of ridesharing using

extensive experiments on NYC yellow-cab data.
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Chapter 2

Literature Review in Ridesharing and
Related Topics

The concept of sharing a ride is a vast concept and takes different mathematical formu-

lations based on the setting and problem definition. In this chapter, we have studied the

literature for three main problems related to ridesharing. After reviewing related work to

ridesharing, we review the related concept in the application of machine learning that af-

fects transportation and, more specifically, ridesharing. The problems which we address

here are in the following list:

• Pickup and delivery problem (PDP)

• Ridesharing problem

• Mobility on Demand (MoD)

2.1 Pickup and Delivery Problem

The pickup and delivery problem form an important family of routing problems for trans-

porting peoples and goods from their origin to destination. We reviewed the pickup and

delivery problem based on [79, 6]. Next, we study a variation of the pickup and delivery

problem called the Dial-a-Ride problem concentrating on passenger transportation con-

cerning [23, 47, 24] with focus on literature review and recent developments, respectively.

On the Dial-a-Ride problem, as a result of dealing with passengers, a set of constraints were
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added to the problem, which would control the passengers’ quality of the service, making

the problem more complicated than the general case.

In the pickup and delivery problem, a fleet of vehicles with size m has to serve a set of

transportation requests. Each request has a pickup and dropoff location, and vehicles move

on a metric space to serve the requests [79]. The problem’s goal is to construct a set of

routes for vehicles to satisfy requests under a set of constraints and an objective function.

The objective function can be specified based on the problem, but the most general objec-

tive function is the total distance traveled by vehicles. There are different aspects of the

pickup and delivery problem which define the characteristics of the problem. A fundamen-

tal aspect is how requests become available and have two variations, static and dynamic.

In the static case, all requests are available when the routes for vehicles have to be

constructed. In a dynamic scenario, part of the requests is known at the beginning, and the

rest becomes available over time. In practice, most of the work tries to solve the dynamic

case by reducing it to a sequence of static cases [79]. It is important to note that the static

problem’s results can be considered an upper bound for the dynamic problem. The dynamic

case has more challenges than the static case for facing uncertainty in decision making, and

also routes need to be reoptimized based on the requests that come over time in short notice.

Time constraints are a vital characteristic of pickup and delivery problems and become

an inner part of models for the problem. Considering the time constraints makes the prob-

lem more complicated. In a case that there are no time constraints, finding a valid solution

for the problem is trivial: arbitrary assign the problem request to vehicles and each request

served separately. In the presence of time constraints, finding a feasible solution for the

problem becomes NP-hard [79]. On the other hand, time constraints reduce the solution

space, and it may be beneficial for the optimization method. The most common form of

time constraints for the pickup and delivery problem is the time window. In the time win-

dows representation of time constraints, for each transportation request i, the user defines

a time window rei, lis, which denotes the earliest pickup and latest dropoff, respectively.

Each request must be picked and dropped in the time windows. The time constraints are

related to the quality of transportation, and in the dial-a-ride problem, time constraints gain

much value for dealing with passenger transportation and the necessity of convenience for

the passenger.

Objective function defines the goal of the model, and a wide variety of them are defined

in the literature for pickup and delivery problems [79, 6]. Here we provide the list of the
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most used objective function for the static case and afterward discuss the dynamic case’s

objective function.

1. Minimize duration

• The total duration of a set of routes is the total time that vehicles need to execute

their routes.

• Route duration includes travel times, waiting times, loading, and unloading

times.

• Minimize duration aim is to minimize the total duration of the execution pro-

cess.

2. Minimize completion time

• The completion time is the time where the last request served.

• If all the vehicles start their trip together and at time zero, then the completion

time is equal to the maximum route duration.

3. Minimize travel time

• The travel time is a subset of travel duration, and the goal is to minimize the

total time spent on actual traveling between locations.

4. Minimize passenger inconvenience

• This objective is mostly used when we deal with passenger transportation.

• Measure in terms of pickup deviation, dropoff deviation, and excess ride time.

• In demand-responsive situations where passengers request immediate service,

the difference between the request time and pickup time is also an essential

factor in passenger inconvenience.

5. Minimize the number of vehicles

• Vehicles and drivers are the most expensive parts in a dial-a-ride system.

• Minimizing the number of vehicles to serve all requests is part of the main

objective.
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The dial-a-ride problem (DARP) as a variation of pickup and delivery problem focuses

on passenger transportation. The dial-a-ride problem consists of designing vehicle routes

and schedules for n users who send pickup and delivery requests between origins and desti-

nations, and transport supplied by a fleet of m identical vehicles based at the same location

called depot. The aim is to plan a set of routes for each vehicle to minimize the cost, serv-

ing as many requests as possible, under a set of constraints. The most common example

of dial-a-ride-problem is the door-to-door transportation of elderly or disabled people. The

main difference between DARP and PDP is the human presence in DARP. In human trans-

portation, user inconvenience must be reduced and balanced against minimizing operating

costs [23]. As the PDP, DARP services may operate according to a static and or dynamic

mode.

The simplest case of the DARP is the case that all of the users are served by a single

vehicle, known as the single-vehicle DARP. The static case of the single-vehicle DARP

is formulated by [71] and solved as a dynamic program in which the objective function is

the minimization of the weighted sum of route completion and passenger dissatisfaction. In

[72], authors have considered a user-specified time windows on departure and arrival times.

Furthermore, they have provided an approach for finding the exact solution with Opn23nq

complexity, and as a result of the exponential procedure, the largest instance solved by this

approach contains nine users. Later, [27] reformulated the static single-vehicle DARP as

an integer programming with considering user-specified time windows, vehicles capacity,

and precedence constraints. They proposed a dynamic programming approach to find the

exact solution, and their approach was to find optimal solutions for up to 40 users.

The more complicated case of the DARP is the multi-vehicle DARP, which considers

multiple vehicles instead of the single vehicle. [52] first introduced the problem and pro-

vided a heuristics for solving it, their model considers a maximum ride time as a linear

function of direct ride time, and it uses a non-linear objective function to assess the quality

of the solution from the passenger perspective. The heuristic selects users in order of the

earliest feasible pickup time and gradually inserts them into vehicle routes based on the

least possible increase of objective function. The algorithm is tested on a real data set with

2617 users and 28 vehicles. For assigning the passengers to a vehicle, one of the com-

monly used techniques is to defining clusters of users, which is served by a single-vehicle

prior to the routing phase [23]. [12] for solving the multi-vehicle DARP has exploited the

clustering idea, and after constructing clusters, a single-vehicle DARP approach is used to
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construct the routes. [29] improved this two-phase approach by creating ”mini-clusters”

of users and combining them to form a feasible vehicle route, using a column generation

technique. They solved instances derived from real-life data from three Canadian cities,

including Montreal, Sherbrooke, and Toronto, with up to 200 instances.

[22] defines the following multi-vehicle static DARP problem: users specify a window

on the arrival time of their outbound trip and on the departure time of the inbound trip,

maximum ride time associated with each request using a maximum deviation factor from

ride time of the direct trip. They proposed a heuristic by applying tabu search. The search

algorithm iteratively removes a request and reinserts it into another route. The algorithm

tested on randomly generated instances with 24 ă m ă 144 and on six data sets (n=200

and 295). In [74], the authors propose a genetic algorithm for the clustering phase and an

insertion mechanism for the routing phase, and the main objective is the minimization of

vehicles used. [17] proposed a hierarchical objective function. The algorithm first maxi-

mizes the number of served users and then minimizes the inconvenience expressed as the

linear combination of waiting time and excess ride time.

The most important thing about the dial-a-ride problem is that the problem isNP-hard.

Subsequently, the complexity of the algorithms to find the exact solution is exponential and

becomes computationally intractable by increasing the number of parameters, including

the number of requests and vehicles. As we observe here from reviewing the literature by

2007, the DARP is only computationally tractable for few hundreds of requests in the static

case. In practice, DARP only implemented in the cases with a few thousand instances,

namely, in elderly transportation. Developing efficient algorithms that can deal with the

dynamic case and provide adequate quality solutions in a short time for the problem with

large instances is a must for handling real-time dynamic ridesharing.

To cover the recent development in the dial-a-ride problem since 2007, we start with the

objective function. As discussed before, the most popular objective functions are concen-

trated on minimizing the operational cost (e.g., total traveled distance, total transportation

time, number of vehicles required) and users’ inconvenience metrics (e.g., detour from the

shortest path, users’ waiting time, deviation from time windows provided by users) [47].

We observed a shift in the objective function since 2007, which concentrates more on the

environmental aspect and the quality of the service for passengers. For example, [5] con-

sider a static version of the DARP, in which all requests are known in advance, and each

request consists of the number of persons to transport, the pickup and delivery locations,
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and time windows. For the objective function, they consider a combination of the trans-

portation cost, the user’s dissatisfaction, and the quantity of CO2 emitted by all the vehicles.

[38] added the occupancy rate to the objective function and maximized it. They proposed

two approaches for finding the exact solution for up to 200 instances. [66] consider a static

decision model for DARP with a fleet of autonomous electric vehicles and try to maximize

the system reliability by minimizing the number of loading/unloading operations.

[47] reports that only a few numbers of researches have proposed solution methods to

stochastic or dynamic DARPs. [80] study a stochastic and dynamic version of DARP; they

consider the changes in travel speed caused by traffic situations and accidents and then con-

clude that eliminating this information from the model could lead to poor user satisfaction

as it missed time windows. They tested their approach on instances with up to 762 requests

and observed that exploiting stochastic information about travel speed can significantly im-

prove user satisfaction. [51] considers a dynamic variant of DARP where trip requests are

immediate. They modeled a single-vehicle problem using a Markov decision process and

developed a non-myopic control policy for the dial-a-ride problem. [97] considered dy-

namic DARP over complex constraints and proposed a flexible scheduling scheme to cope

with fluctuation in trip duration, new requests, vehicle breakdowns, and different stochastic

events. Furthermore, they provided a fast heuristic to reoptimize the solution in the occur-

rence of an event. The dynamic version of DARP is still unable to provide fast and efficient

solutions to the routing and scheduling for real-life large-scale requests, which can exceed

hundreds of thousands of requests daily.

2.2 Ridesharing Problem

Here we review recent works in the ridesharing problem. [4] defined ridesharing as a single

or recurring rideshare trip without any fixed schedule, where the matching process started

in a short time before the trip began. The authors aimed to identify and discuss the ob-

stacles and benefits of real-time ridesharing. They recognized the following technological

requirements for ridesharing: They consider smartphones with constant network access

and having GPS as the key enabler on the real-time ridesharing. By accessing high-speed

internet on the phones, frameworks can provide real-time information for passengers and

also develop location-aware platforms to use the GPS data in order to arrange the rideshar-

ing. A ridesharing platform needs a ride-matching algorithm to match a rider to a driver
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to complete their trip together. The matching process needs to find a solution in a short

time for a large number of instances. It is important to note that in [4], authors consider

ridesharing as the process in which a rider and a driver share their ride and accomplish their

trips together. Ridesharing can take a variety of definitions based on the system design, and

we are going to study them here.

[4] identified challenges associated with ridesharing and categorized them into the fol-

lowing categories; Economic challenges, social and behavioral challenges, institutional

challenges, and technological challenges. we summarize their identified challenges as fol-

lows:

1. Economic challenges

• Imperfect information.

• High transaction cost.

• Subsidies favoring other transport modes.

• Public tendency toward vehicle ownership.

2. Social and behavioral challenges

• Stranger Danger.

• Need for mutual dependency.

• Reliability of service.

• Flexibility in schedule.

3. Institutional challenges

• Insufficient institutional collaboration.

• Business and revenue model.

• Competition of services within a market.

4. Technological challenges

• Measurement of successful rideshare trips.

• Integration of multimodal travel information
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Companies like Uber and Lyft, in practice, tackle some of the most critical challenges

in ridesharing, specifically in economic and social and behavioral challenges. Automated

system reduces the transaction cost, user profile, and rating systems reduce stranger danger

and imperfect information. [2] provides the problem characteristics for dynamic rideshar-

ing by introducing the key features of the problem. [2] consider the following six features

for dynamic ridesharing: Dynamic ridesharing can be established on short notice, and the

range can vary from few minutes to few hours. [2] considers ridesharing as a system in

which the drivers are independent and different from most transitional vehicle transporta-

tion, in which they had a fleet of vehicles. Cost-sharing is one of the main features in

the ridesharing system, and the cost allocation should be beneficial for everyone engaged

in ridesharing in terms of reducing travel costs. Dynamic ridesharing focuses on single,

non-recurring trips, and it distinguishes dynamic ridesharing from the carpooling model,

which requires long term commitment between riders and drivers. In a ridesharing system,

the assumption is that participants agree to share a ride in advance. The last feature is the

ability of ridesharing for automated matching. Automated matching in ridesharing can re-

duce the efforts for participants, and based on the definition of [2], the matching process in

ridesharing is a bipartite matching between riders and drivers.

The comparison between DARP and ridesharing based on their features clarify the

differences; First, ridesharing focuses on an agile system with shorter response time to

trip request comparing to DARP, second, in ridesharing drivers are independent. On the

other hand, both of the DARP and ridesharing are common in the objective function. Like

the DARP problem, most studies on ridesharing consider minimizing system-wide vehicle

miles, minimizing system-wide travel time, and maximizing the number of served requests.

As mentioned earlier, the ridesharing system aims to respond faster. As an example, in

DARP, time constraints are modeled as time windows, and in ridesharing problem drivers

and riders indicate the departure time. In ridesharing systems, one of the motivations for

both sides of the market (riders and drivers) is to reduce their trip cost, and cost constraints

play an important role in modeling.

Constraints control the quality of the matches and play an essential rule in any optimiza-

tion problem. [2] introduces the time constraints as an essential consideration for matching

riders to drivers. Different approaches are proposed to deal with trip schedule preferences;

many of the available services ask for the desired departure time. Some others use the same

approach as mainly used in the DARP and ask participants to define a time window. [1]
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lets participants specify the earliest departure and latest arrival time. The other approach is

to indicate the tolerance for a detour from the shortest path; as an example, [4] asks partici-

pants to specify the maximum excess for travel time willing to accept. The other important

consideration is related to trip expenses. Both sides of the market (riders and drivers) are

willing to reduce their trip cost by sharing their ride. There are various ways to divide the

cost between riders and drivers. [40] suggest dividing the shared part of the trip between

the participants. [1] propose a way to allocate the cost proportional to the distance of the

separate trips.

[2] considers the dynamic ridesharing as a system where new riders and drivers enter

and leave it. Both of the riders and drivers announce a planned trip as they enter the systems,

the difference is drivers offering a ride and riders requesting a ride. As new drivers and

riders continuously arrive, the system has incomplete information to decide on matching

the driver to the passenger, and different approaches are taken by researchers to address

this issue in dynamic ridesharing. For example, [1] used a rolling horizon to deal with

planning uncertainty; in their approach, the optimization problem was solved for all the

available rides. They run the algorithm for finding rideshare arrangements each time a

new ride comes to the system. [98] consider a multi-agent simulation for ridesharing to

establish rideshare locally; one of the prominences of their work is that drivers and riders

can be matched en-route. One ability that has recently become available is the anticipation

of future requests. In dynamic planning literature, several works show that incorporating

future requests and stochastic information can lead to an improvement in decisions [11, 67,

81].

One of the most exciting and recent works in dynamic ridesharing is [90]. They conduct

an extensive computational study to identify the impact of different participants’ flexibility

on the performance of a single rider, single driver ridesharing systems. In their ridesharing

platform, they receive a set of rideshare announcement S over time. S consists of two dis-

joint subsets R and D, which represents the requests for riders and drivers, respectively. For

each s P S, they had an origin location os and a destination ds for the trip spatial information

and as denotes the announcement time and ls denotes the latest arrival time at their desti-

nation and es denotes the earliest departure time and carries the temporal information. di j

and ti j denote the distance and travel time between location i and j, respectively. In their

setting, a driver i P D, travels alone if not matched to riders by the latest possible departure

time li´ toidi and they do not allow en-route matching, and subsequently, a match needs to
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be established before the driver’s depart from oi. Their primary objective is to maximize

the number of matched participants. As in [1], They formulate the problem as a weighted

bipartite matching problem, and as [91] used a hierarchical optimization approach to first,

maximize the number of matched participants and subsequently maximize the system-wide

vehicle miles saving.

The different types of flexibility that they consider in their modeling for ridesharing

includes matching flexibility, scheduling flexibility, and detour flexibility. [90] defines the

matching flexibility as the willingness of participants to depart earlier or later to be able to

find a match and for a trip s P S formalize it as the difference between latest arrival time

ls and the earliest departure time es and, the direct travel time from origin to destination,

fs “ pls´ esq´ tosds . scheduling flexibility refers to available time in order to find a match.

For a trip s P S, scheduling flexibility is the difference between the latest departure time

ls ´ tosds and the announcement time as. Because en-route matching is not possible in

their model, participants can be matched between the announcement time and the latest

departure time. The scheduling flexibility in their model is composed of two parts: the

matching flexibility and the announcement lead time (es´ asq. Detour flexibility is the

tendency of drivers to make a detour to accommodate riders, and it is proportional to the

direct trip duration plus the service time. Here we provide an example for illustration in

fig2.1 and provide a trip timeline. Let suppose a participant announcing a trip with a lead

time equal to 15 minutes, who wants to be at the destination within one hour from the

request time with a direct travel time of 35 minutes; it implies scheduling flexibility of 25

minutes and matching flexibility of 10 minutes.

tas “ 0 es “ 15 ls´ tosds “ 25 ls “ 60

lead time matching flex. tosds

scheduling flex.

FIGURE 2.1: Scheduling and matching flexibility for a ride request in [90]

Here we describe numerical results by [90]. Their experiments were done in an of-

fline mode; in other words, they have had complete information. They concluded that the

matching rate in the offline mode could provide an upper bound on the matching rate when

dealing with the online mode. Two sets of instances were considered for the numerical

27



experiments, namely, urban area instances, and corridor instances. The number of requests

varied from 500 to 5000. In corridor instances, the trips only had one direction, whereas the

trips’ directions were random in the urban area. The other difference between these two

sets of instances was that the occurrence space was relatively more abundant in corridor

instances (20 by 6 miles) comparing to urban area instances, which were generated on a 6

by 6 miles square. To observe the effects of the different flexibility, they ran their model

for ten different sets. They, therefore, reported the average performance considering differ-

ent values for matching flexibility, detour flexibility, scheduling flexibility, and finally, the

impact of density on the performance of the model.

They increased the matching flexibility from 5 min to 60 minutes for both the corridor

and urban trips. They then observed that low system-wide matching flexibility could limit

the ability to find a match even for the highest system density, which is 5000 trips per

day. The matching rate for 5 minutes matching flexibility in corridor instances started

with 6.9% for 500 requests and increased to 30.2% for 5000 requests. For the urban area

instances, with the same matching flexibility, the matching rate started with 12.8% for 500

requests and increased to 46.7% for 5000 requests. They concluded that the reason for

this is that low matching flexibility only allows matches between trips with similar spatial

and temporal identity. Higher matching flexibility could increase the matching rate. For

example, in their experiment with 30 minutes matching flexibility with the lowest density

(500 requests), the matching rate increased to 62.8%, and for the highest density (5000

requests) it increased to 90.6% for corridor trips and 55.9% and 84.9% for the urban area,

respectively. They settled that a moderate level of matching flexibility would be beneficial

to increase the system-wide matching rate, but the system does not gain that much by

increasing the matching flexibility beyond a moderate number.

They also observed that the matching flexibility patterns are different for riders and

drivers. They explained it by the fact that riders did not have to perform detour, and their

matching flexibility only represented their waiting time; however, for drivers, this match-

ing flexibility captured both the waiting time and detour from their shortest path. They

noted that even for 1000 trips (which is relatively small for transportation requests), ap-

proximately 45% of the riders could pick up within 2 minutes of matching flexibility, and

the rest needs could be addressed with a matching flexibility range from 2 to 12 minutes.

It is also important to note that the most crucial factor in achieving a high matching rate is

the number of trip announcements called ”critical mass” in sharing economy. For example,
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to achieve a 90% matching rate with 2500 requests, the matching flexibility should be 60

minutes, but for 5000 requests, a 90% matching rate would be achievable by 40 minutes

of matching flexibility. To put this paragraph in a nutshell, we conclude that, to find a

good match, we need to increase the number of possible matches, for which we have two

options. First, increasing the waiting time which subsequently leads to a more extensive

pool of requests and also increases the matching possibility, second, raising the number of

requests which leads to a dense pool of requests even in a short time so one can find a good

match with a relatively short waiting time.

The next parameter that [90] vary to see the impact on their sharing model is detour

flexibility. As described before, detour flexibility in their setting only affects the drivers

because riders move directly from their origin to their destination. They vary the system-

wide detour flexibility between 5% to 50% for fixed matching flexibility of 20 minutes for

all of the participants. They observed that for fixed detour flexibility, the matching rate and

number of requests were positively correlated. In other words, by increasing the number of

requests, the matching rate increased, but the marginal increases declined. Based on their

numerical results, it is essential to note that drivers’ compliance to increase their detour

flexibility leads to an increase in the matching rate substantially. For example, increasing

detour flexibility from 20% to 50% for 5000 requests in corridor trips could increase the

matching rate from 80.8% to 97.3%. They also note that, even by increasing the overall

detour flexibility, the detours in numerical experiments appear reasonable from the drivers’

inconvenience perspective. It is one of our motivations for considering an autonomous

fleet instead of human drivers, and in the next section, we address the other advantages of

automation in distribution and routing over the human.

As illustrated in fig 2.1, scheduling flexibility is defined as the sum of the matching

flexibility and announcement lead time. In qualifying the importance of scheduling flex-

ibility, [90] observed that announcement lead time had an important role in the matching

rate. They also reported that a combination of short lead time and small matching flexibil-

ity could significantly limit the ability of the model to match the riders to drivers, and in

the case in which the matching flexibility was high, announcement lead time did not have

a significant effect on the matching rate. Based on their results, the authors suggest that

dynamic ridesharing may not be feasible in practice with short lead time and low matching

flexibility. They increased the number of request from 5000 to 20000 and observed that it

is almost impossible to achieve more than 60% of matching rate on zero lead time and with
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5 minutes matching flexibility and 5 minutes lead time it becomes possible to match up to

70% of the participants in the system.

In [61], the authors used NYC taxi data to evaluate their ridesharing system. Their main

contributions are: (1) proposing a model which considers heterogeneous preferences of the

passengers; (2) they compared traditional taxis to autonomous taxis, and (3) they examined

the spatial changes in service converge after adopting sharing. Their experimental results

indicated that by adopting ridesharing, the occupancy rate increased from 1.2 to 3. The

total travel distance decreased by up to 55%, and the carbon emission was reduced by 866

metric tons per day.

2.3 Mobility on Demand Problem

[3] considers mobility-on-demand (MoD) as a new mode of transportation led by compa-

nies such as Uber, Lyft, and Via as the consequence of large-scale adaptation of smart-

phones and the decrease in cellular communication costs. MoD systems can provide a

reliable mode of transportation for their users. In their modeling, they consider a fleet of

vehicles with varying passenger capacities and address both vehicle assignment to request

and repositioning the fleet to service demand. They provide an online algorithm that con-

verges to optimal assignment over time and starts with a greedy solution for the initial

start.

For a request r, they defined the total travel delay, which included both of the waiting

times and detour from the shortest path, and their objective was to minimize the total travel

delay system-wide for served requests plus a large penalty for unserved requests. Their

procedure to assigning requests to vehicles consist three steps: In the first step they create

the RV-graph in which the nodes are requests and vehicles, two requests r1 and r2 are

connected if a virtual vehicle could pick up and drop off them while satisfying a set of

constraints and a value equal to the sum of their total travel delay assigned to the edge

weight. A vehicle v and a request r are connected if the vehicle v could serve the passenger

r under a set of constraints. The RTV-graph is created in the second steps, which connects a

trip (a set of requests) to vehicles or requests and contains two types of edges: edge epr,T q,

which connects a request r to a trip T that contains r, and edge epT,vq between a trip T and

a vehicle v that can execute the trip T . They formulated the problem as an integer linear

programming (ILP) problem on the RTV-graph and solved the ILP incrementally from a
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greedy assignment and improve the quality of the solution over time.

To assess the MoD platform’s performance using the proposed algorithm, they used

real data from NYC for a week from 0000 hours Sunday, May 5, 2013, to 2359 hours,

Sunday, May 11, 2013. They considered the complete road network in Manhattan with the

mean travel time as the weight of the edges. Each day of experiments contained between

382,799 for Sunday and 460,700 for Friday requests. The other parameters which varied

in their experiments were vehicle fleet size that ranged between 1000 and 3000, vehicle ca-

pacities that varied between 1 to 10, a maximum waiting time between 120 to 420 seconds,

and the maximum trip delay between 240 to 840 seconds. In other words, they considered

vehicle detour equal to waiting time. Their experimental results showed that rebalancing

the vehicle during the model’s execution increases the matching rate by about 20%. Other

phenomena that they observed is that, for a fleet with 1000 vehicles with ten seats, during

peak time (1800) of the Friday, 10% of the vehicles had eight or more passengers, 40%

of the vehicles had six or more, and 80% of the vehicles happened to have three or more,

and only 2% of vehicles had only one passenger. They also observed that by increasing

the waiting time and total travel delay as expected, the mean of the passengers on board

increases. The in-car travel delay would increase with the rise in vehicle capacity as ex-

pected. They reported that increasing the vehicle capacities not only boosts the service

rate but also reduces the mean distance traveled by vehicles in the fleet, which is the main

factor that contributes to pollution, cost, and congestion. As this study presented, the au-

tonomous vehicle fleet can reduce the pickup time by the efficient distribution of vehicles

in the coverage area and also increase the chance of finding a match by reducing the waiting

time.

In [62], authors considered the dynamic taxi ridesharing, and they provided a fast ap-

proach to search the taxis which could satisfy a ride request, and afterward, their scheduling

approach inserted the request to the taxi schedule. They ran the proposed approach on real

data from Beijing and observed that their approach increases the number of served passen-

gers up to 25% with the same number of taxis, and they also noted a 13% saving in total

distance traveled by vehicles compared to the no-ridesharing setting.

[64] is the most recent survey on models and algorithms on the general problem of

shared mobility. They considered a vast set of problems, including people sharing rides

and people and goods sharing rides. They reviewed the recent researches since 2010 on
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ridesharing, carpooling, vanpooling, DARP, and shared-taxi problems. Here we briefly ex-

plain their review on people sharing rides. They identified that an insignificant number

of researches considered cost restriction during the matching procedure and recognized

it as an exciting avenue for research to focus more on individual traveler instead of con-

centrating on the system-wide objective. Another exciting part of [64] is the ridesharing

with autonomous vehicles. They introduced autonomous vehicles (AVs) as an emerging

technology that is expected to bring fundamental shifts in vehicle modes of transportation.

[88] described humans as drunk robots when the autonomous vehicles effectively work

and regulate and indicate the emergence of the shift towards driverless vehicles, especially

while large mobility providers (Tesla, Ford, Lyft, Uber) have announced their plan to de-

ploy autonomous mobility services. [57] showed that by deploying autonomous vehicles,

the fleet size would significantly decrease compared to the conventional vehicles to serve

all the travelers. Deploying autonomous vehicles could reduce traffic congestion, increase

travel speed, and reduce travel time besides environmental benefits, which is subsequently

achieved by reducing the number of vehicles in the street.

2.4 Advances in Related Fields

Here we briefly review the advances in machine learning and its application on ridesharing

and, more broadly, the transportation system. We begin by explaining recent advances,

especially over the past ten years, in machine learning for the following topics.

• To solve the combinatorial optimization problems using machine learning.

• To predict future transportation demand.

• Reinforcement learning advances in transportation.

Before discussing the solving of combinatorial optimization problems using machine learn-

ing, we discuss an interesting problem in online decision making. In 2017, [26] defined a

variant of the celebrated k-server problem, namely, the stochastic k-server problem or how

should Uber work, which is an interesting problem and we will explain it here. In the gen-

eral form of the k-server problem, we have k servers on a metric space M, followed by

receiving an online sequence of n requests where the ith request is a point ri in the metric

space M (ri PM). After receiving a request ri, a server needs to move from its current
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location to ri at a cost equal to the distance traveled, and the system-wide objective is to

minimize the total cost of serving all the requests. In the stochastic variant of the k-server

problem they suppose n independent distributions ă P1,P2, . . . ,Pn ą are known in advance

and a request ri is drawn from Pi. They also define Uber-problem where each request ri con-

sists of two points, namely source and destination in metric (ri “ psi,diq where si,di PM).

Serving a request is to move a server from its current location to the source and afterward

move towards the destination, and the objective is to minimize the total distance traveled

by the server. They obtain a 5-approximation algorithm for the Uber-problem in line and

circle metric and Oplog nq-approximation algorithm for general metrics.

The operation research field came to being during the second world war to assist the

military planners in their decision using mathematics and computer science [33]. Nowa-

days, operation research is expanded to a wide range of humankind’s planning, including

transportation, supply chain, finance, and economics [10]. The computational complexity

of the problem in discrete optimization varies from polynomial time, for example, in short-

est path problem to NP problems, which is unlikely that an algorithm with polynomial

running time exists concerning the size of the problem. An example of this combinato-

rial problem is NP called the traveling salesman problem (TSP) and is therefore defined

as follows: Let suppose we have a collection of n cities, namely C “ tc1, . . . ,cnu and the

travel cost between each pair of them. The TSP problem aims to find the cheapest way to

visit all the cities and return to the starting location. In 2016, [9] presented a framework to

solve a combinatorial optimization problem with a focus on TSP using neural network and

reinforcement learning. Their approach could find near-optimal results for 2D Euclidean

graphs with up to 100 nodes. They also applied their approach to the knapsack problem

and obtained optimal solution for instances up to 200 items. Designing heuristics or ap-

proximation algorithms for NP combinatorial optimization problems requires significant

specialized knowledge and [25] proposed a learning approach using a unique combination

of reinforcement learning and graph embedding to exploit the structure of the optimization

problem. They used the proposed framework on a diverse range of combinatorial optimiza-

tion problems, including Minimum Vertex Cover, Maximum Cut, and TSP, and showed that

their framework learns effective algorithms for mentioned problems. It is important to note

that when deploying a learning-based method, these learning procedures would learn based

on the sample they observe during the training phase, and to achieve good results (close

to optimal solution) during the test phase the problem structure cannot change [10]. In
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other words, the current state-of-the-art work in machine learning has a limited ability for

generalization in combinatorial problems. Instance size and structure cannot differ due to

the limited generalization in the learning model. For example, if we train the model to

solve the TSP problem in Montreal, there is no guarantee that the model works well for

San Francisco, and it is a must to use the trained model locally.

[11, 67, 81] reported that in the dynamic case of ridesharing, considering the stochas-

tic information and predicting upcoming requests led to an improvement in planning and

attaining better results. Here we review the state-of-the-art learning method for predict-

ing future demand. As a result of a considerable amount of available data from different

platforms, the current models mainly use a mixture of different neural network classes, es-

pecially recurrent neural network (RNN) to capture the temporal relation and convolutional

neural network (CNN) to capture the spatial relation. [99] divided the New York City area

into a grid and trained an LSTM model for each grid to learn the demand pattern and indi-

cated that their approach outperformed the naive statistics average and feed-forward neural

network according to RMSE as the evaluation metric. [95] proposed DeepSD, an end-to-

end framework to predict the gap between supply and demand to rebalance the vehicles and

improve the overall user experience. They discretized the time into 1440 interval (1 min-

utes interval) and divided the city map into a grid network and defined the supply-demand

gap at time t in a tile as the total amount of missed requests. They used the embedding tech-

nique to concatenate the time, area, and week information as the identity block and weather

and traffic as the environment block and subsequently used a fully connected layer with 32

neurons and a single neuron with Relu activation function as the output. They evaluated the

performance of the model on DiDi dataset and outperformed LASSO, Empirical Average,

and Gradient Boosting Decision Tree based on MAE and RMSE as the evaluation metric.

[100] used a mixture of CNN, RNN, and structural embedding to predict taxi demand.

The authors used a multi-layer CNN to capture the spatial dependency among neigh-

bor regions, and to capture the temporal dependency, they used an LSTM model, which

took the representation of CNN and concatenated with external features like traffic data

and weather. In the embedding part, they created a weighted graph of regions where the

weighted edges represented the functional similarity, and the concatenation of embedding

and LSTM representation was used for demand prediction. The external information can

play a significant rule in predicting the demand and capture the underlying trend in the
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system dynamic. As an example, during the Covid-19 pandemic, the number of Uber re-

quests and, more generally, the transportation requests were significantly reduced due to

changes in human behavior. This phenomenon occurs in daily life; for instance, events

can change the location demand, and considering these kinds of information could help the

model to reduce the error. In [77], authors proposed to combine the time-series demand

data with textual data to predict the demand in event areas. In their proposed framework,

textual data is embedded, and feature extraction is done by a 1D convolutional layer, and

the representation is combined with the time-series output as the input of a fully connected

perceptron. They observed that combining these two forms of the data can significantly

reduce the demand prediction error in events that reveals an irregular pattern.

In [99, 95, 100, 77], demand is reduced to the origin of the trip but, we can define

a more accurate definition for demand in transportation by defining demand with the ori-

gin and destination. [60] proposed a deep learning framework for taxi origin-destination

demand prediction. In their work, two convolutional neural networks trained to capture

spatial dependency for both origin and destination. Furthermore, they trained an LSTM

network to capture the temporal dependency. A global correlation context is used to unite

the origin and destination prediction. As we described above, considering future demand

had a significant effect on the planning and scheduling of transportation problems. The

massive amount of data and powerful models with the ability to capture the dynamic of the

environment can reduce the gap between offline and online models in ridesharing. During

the past ten years, by gathering massive data by online ride-hailing platforms like Didi,

Uber, and Lyft and advances in learning algorithms and optimization methods, training

accurate and robust models to predict the future has become possible and can be used in

planning.

Reinforcement learning (RL) is a sub-field in machine learning. In RL, an agent inter-

acts with an environment through a Markov decision process (MDP), and the interaction

can be summarized as follows: At every time step, the agent is in its current state and

chooses an action according to its policy. The agent, based on the state and action, transits

to a new state and receives a reward, which is the environment feedback to the agent. The

goal in RL is to train the agent to maximize the expected sum of future reward [10]. Here

we review the recent works in transportation which have used RL to learn better policies

for the vehicles routing during the idle (cruising) time or serving a passenger.
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In [48], the authors proposed a deep reinforcement learning approach for vehicle dis-

patching and repositioning problem. In their work, the agent represents central fleet man-

agement, and it controls all the vehicles. They studied both the driver-centric and system-

centric reward formulation in their empirical studies and presented that the system-centric

approach is superior in maximizing long term rewards. Authors in [58] used a cooperative

multi-agent reinforcement learning for resource balancing in a complex logistics network.

They modeled the resource balancing problem as a stochastic game G “ pN,A,S,R,P,Yq,
where N is the agent set, A is the joint action space, S is the state set, R is the reward

function, P is the transition probability function, and Y is the discount factor. They ran

extensive experiments for evaluating the performance of the proposed model and observed

that their approach could stimulate the cooperation among agents, which were vehicles

reported to have significant improvement in both performance and stability due to coopera-

tive setting. Automate decision making, in this case, using RL to improve drivers’ behavior,

leads to improving the overall performance of the system. Reinforcement learning is also

used in the transportation system to control more than the cruising time of vehicles. For

example, in [56], the authors used deep reinforcement learning to maximize the revenue

by assigning the vehicles to requests, recharge them, and lastly, reposition the vehicles

based on future anticipation. In [45], authors focused on the coordination in MoD services

and formalized the adaptive coordination of vehicles using a reinforcement learning frame-

work. By experimental analysis on large-scale datasets (21 million rides from Uber, NYC

yellow-cab data, and Didi), they observed that their approach reduced the request rejection

rate and waiting time significantly. [86] argued that the underutilization of taxi resources

due to taxi drivers’ behavior during their idle time would lead to a high rejection rate since

the drivers were not in the correct place to take the upcoming passengers. They proposed

a bilevel optimization with the upper level as reward design and lower level as multi-agent

reinforcement learning where the upper level interacts with lower level by adjusting re-

wards. Based on their experiment on NYC yellow-cab data, the authors reported that their

approach increased the revenue by up to 4%.

[63] considered the taxi dispatch problem for autonomous vehicles using a deep rein-

forcement learning approach. They proposed a model-free actor-critic algorithm with a

feed-forward neural network to approximate both policy and value function. Their numer-

ical studies showed that their approach converged to a theoretical upper bound with less

than a 4% optimality gap. [59] proposed a contextual multi-agent reinforcement learning
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framework including a contextual deep Q-learning and contextual multi-agent actor-critic

to tackle large-scale fleet management problem. In their problem, they considered a large

set of homogeneous vehicles are available for the ridesharing platform, and their goal was

to maximize the value of all the orders served by repositioning the vehicles to the areas with

a larger demand-supply gap. [94] focused on taxi navigation during their cruise time (when

there is no customer onboard) to maximize taxi drivers’ revenue, and therefore proposed a

reinforcement learning framework. Their experiment on real-life data showed that agents

were capable of achieving revenue comparing to the top 10 percentile of drivers.
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Chapter 3

Online Ridesharing

As discussed in the introduction, ridesharing can take various forms on how to serve the

passengers. One of the most important aspects of ridesharing is the knowledge of the sys-

tem about the upcoming request. Here we consider an online version of ridesharing which

decision-maker does not have any prior knowledge about the requests and requests come

over time from an unknown distribution. In this work, we propose a ridesharing platform

for urban transportation. The characteristics of urban transportation must be considered in

order to satisfy the passengers. In urban transportation, trips are usually short in distance

and not planned. We consider the characteristics of urban transportation in our ridesharing

design. In a ridesharing system, drivers play an essential role, and their behavior could

change the system performance significantly. [3] shows the improvement of the quality of

the rides using autonomous vehicles. In this work, we also consider the decision-maker has

a fleet of autonomous vehicles and has the optimal policy for controlling them to serve the

requests. As mentioned earlier in the introduction, we only consider the passengers in this

work, and finding the optimal policy for vehicle routing and repositioning is out of context.

We aim to minimize traveling costs for passengers within a few minutes from their

request time by matching passengers to each other to accomplish a ride together and share

the trip expenses. Our proposed method works for one day from 00:00 to 23:59, and

during this time horizon, users send their requests for a ride and the decision-maker match

up the passenger to share their ride and an autonomous vehicle dispatch to serve their

requests. Vehicle transportation provides convenient door-to-door transportation, but one

of the drawbacks is the cost compare to alternative transportation modes. Sharing rides has

the potential to reduce the trip cost by dividing the trip costs between the participants. In
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this work, two passengers match each other if the trip cost for both of them reduced. The

remaining part of this chapter is as follows: In section 3.1, we introduce the problem in

mathematical form. In section 3.2, the waiting time function, which is the key component

of our approach for reducing the travel cost for passengers introduced. In section 3.3, we

describe our procedure to create a graph for the passengers and the graph used in 3.4, which

we introduce two approaches for matching the passengers to each other.

3.1 Problem Definition

We consider a single decision-maker with an autonomous vehicle fleet with enough size to

serve the rides. During the time horizon, a set of passengers send their request for a ride in

an online manner. Each request ri consist a tuple ppi,di, tiq where pi is the pickup location,

di is the dropoff location and finally the ti is the time that request sent to the system. The

decision-maker keeps track of the passenger information in real-time, and the decision-

maker task is to serve the passenger request in short notice and match the passengers to

share their ride if a feasible matching is available.

We define a system-wide fixed flexibility factor, ε , which models the overhead in travel

time. For example, if the ε “ 0.6 and the trip duration on the shortest path for passenger r

is 10 minutes, the trip duration should be less than 16 minutes if he/she share a ride with

another passenger. The motivation behind the ε is to extend the trip duration for ridesharing

concerning the trip quality. It is also important to note, by using ε , the amount of temporal

information that a passenger needs to provide minimizes. In this work, we consider all the

passengers tend to share their ride with other passengers. In our setting, passengers share

their ride with another passenger and travel alone in the worst case. Note that passengers

travel alone if there is no match for them to share their ride when the matching algorithm

run.

Moreover, once a trip started, matching is no longer allowed. So, the passenger knows

about their trip cost based on their matched passenger before they get into a vehicle and

start their ride. We consider an efficient fleet management system and enough fleet size

to provide the vehicle at request location based on our needs. We suppose that the fleet

management system can provide a vehicle to a passenger when the waiting time elapsed.

In other words, the passengers do not wait for a vehicle to arrive. In this work, we put the

fleet management system aside and design a system to handle the ride requests in an online
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manner.

In this model, the decision-making system had two components:

1. How long to make each passenger wait to find a match for sharing the ride when the

waiting time elapsed.

2. How to match the passengers based on their pickup and dropoff location.

The first component will be addressed in section 3.2, and the second component will be

discussed in the section 3.3 and section 3.4. Once passengers are matched, we assume that

a nearby vehicle dispatched to fulfill the trip. Based on the future demand, the waiting time

function finds the time that minimizes the expected travel cost. The passenger graph and

matching procedure are used to find the proper match between passengers and thoroughly

discuss them in their sections.

The objective of this work is to maximize the percentage of the matched passenger with

respect to flexibility constraints, which guaranteed the quality of the trip for the passenger.

We define a finite time horizon, for example, one day for each round of our algorithm. The

horizon fixed to work from 00:00 to 23:59 as a day. During the horizon, the decision-maker

receives a set of request tr1,r2, ...u with unknown distribution both in time and locations.

The decision maker’s goal is to maximize the objective of the problem. For simplification

of the problem, we replace the actual city network with a grid graph. Suppose we have

an mˆ n grid graph, which has pm` 1qˆ pn` 1q vertices and 2nm` n`m edges, which

represent the road and weights represent the shortest travel time between the point at time

t. The edges weight are dynamic and represents the travel time at time t and represented

by Gm,n,t .

By replacing the actual city network by a grid graph, we first explain the representation

of a request in the grid graph and afterward we provide some definitions for the transporta-

tion in grid graph. At time t, each request ri “ ppi,di, tiq that come to system at time t had

the following property:

• ti “ t

• pi,di PV pGm,n,tq

Two vertices v and w in Gm,n,t are neighbor if epv,wq P EpGm,n,tq. When passenger ri,

request for a ride from pi to di, we define a valid travel path a follows:
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Definition 3.1.1. (Valid Trip Path)

For a request ri “ ppi,di, tiq, a valid trip path φ is a sequence of vertices v1, ...,vk where

v j PV pGm,n,tq @ j P t1, . . . ,ku and epv j,v j`1q P EpGm,n,tq @ j P t1, . . . ,k´1u and v1 “ pi and

vk “ di.

For a valid trip path φ , the trip duration for the path denoted by |φ | and calculated as

the sum of weight of edges in Gm,n,t . We define the shortest trip path for the request ri as

valid trip path which has the minimum travel time and denoted by φi in the remaining of

this work. More generally, for traveling from location p P Gm,n,t to location d P Gm,n,t at

time t, φp,d,t denotes the shortest path for that trip. To compute the shortest trip path we use

Dijkstra’s shortest path algorithm on grid graph Gm,n,t . In chapter 4, we explain our training

procedure for regression model using historical data, and in the simulation, the weights are

updated using regression model. It is important to note that for a path φ , lpφq denotes the

length of the path and calculated as the sum of the length of the edges (sphere distance

between geolocation of the vertices). We assume that each passenger ri is willing to incur

at most ε fraction above |φi| in his travel time to participate in ridesharing. Subsequently,

the set of allowable paths for ri is denoted by:

Φi
∆
“ tφ : |φ | ď p1` εq|φi|u (1)

The set Φi contains every path from pi to di, which satisfy the flexibility of the trip. One

of the novelties of our approach is to assign an adaptive waiting time for each passenger.

The idea behind the waiting time (instead of solving the matching problem online) is as

follows: we ask the passenger to wait for a few minutes to increase their chance to share a

ride, and when the waiting time elapsed, the matching procedure solves an offline matching

problem. To calculate the waiting time, we used future demand to minimize the expected

travel cost for the passenger and discuss the objective function for waiting time in the next

section. In the remaining part of the section, we describe the preliminaries for the waiting

time function.

Let wi denotes the waiting time for passenger ri before starting the trip. We assume that

autonomous vehicles always show up to start the passenger trip by the end of wi, and no

passenger waits longer because a vehicle arrives late. The waiting time contributes to the

overall trip duration, and the following inequality must hold for each passenger ri entering

the system:

wi` τi ď p1` εq|φi| (2)
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Where τi is the actual travel time. An important property in the inequality 2 should be

addressed, and we explained it with an example. Let suppose for an imaginary passenger rI ,

the travel duration is 15 minutes over the shortest path, so in this setting, the |φI| equal to 15

and subsequently the maximum duration of the trip (right-hand side in the above inequality)

is equal to 24 for ε “ 0.6. Now let us look into the left side of the inequality, the sum of the

waiting time and actual trip path after waiting must be less than 24 minutes and an increase

in the waiting time wI cause a decrease in the τI , that is it, by increasing the waiting time

the number of available passengers in the system increase as the request between tI and

tI `wI becomes available. However, as the waiting time for a given passenger increases,

the tolerable detour distance decreases, and subsequently, matching can occur between

closer itineraries. The optimal waiting time minimizes the travel cost in this regard.

Here we provide some definitions that we used in our modeling. We start by defining

passengers pool at any time instance t as Πt , including all passengers who are still in the

system. This set excludes served passengers who have left the system before time t.

Πt “ tri|ti ď t ď ti`wiu (3)

The passengers pool at time t consists of all the requests that come before t and still

waiting in the system. For the passenger ri, between the request time ti and the exclude

time ti`wi the passenger comes in and goes out from the passengers pool and some of the

passengers in the pool are proper to share a ride with passenger ri based on their itinerary

and request time. Here we define a primitive definition which only consider the feasibility

of the sharing based on the itineraries and do not consider time constraints. primitive

definition introduced in our published work [30] and define a compatible match between

two passengers.

Definition 3.1.2. (Compatible match)

A pair of passengers (ri,r j) forms a compatible match if there exist two path φri P Φi and

φr j PΦ j which:

Dpa,bq P ti, juˆti, ju : pa,db P φriXφr j

Two passengers ri and r j forms a compatible match, if there exist two path φri and φr j to

serve each of them and the intersection of two path includes at least a pickup and a dropoff.

The compatible match definition first used in [30] and here we explain it with an example.

In figure 3.1, light colors are the pickup locations for two passenger rred and rgreen and the

dark colors are dropoff locations. In other words, passenger rred trip is from node 0 to node
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3 and passenger rgreen trip is from node 1 to node 6. Let assume the edges weight are equal

to one in the grid network, and ε is equal to one. In this example, the shortest path for rred

marked by red edges in the graph, and the minimum trip duration is 3 minutes. For rgreen,

the shortest path marked by green edges, and the minimum trip duration is 2 minutes.

FIGURE 3.1: Disjoint trip path for rred and rgreen

In this example, based on inequality 2 the maximum overall travel time for rgreen and

rred are 4 and 6 minutes, respectively. Here we show how two passengers rred and rgreen

form a compatible match. In figure 3.2, for rred , the sequence φr : 0Ñ 1Ñ 5Ñ 6Ñ 2Ñ 3

is a allowable trip path because trip duration is 5 and less than 6. For the passenger rgreen

the sequence φg : 1Ñ 5Ñ 6 is an allowable trip path.

FIGURE 3.2: Travel path after matching occur
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Note that for two paths, φr and φg, t1,5,6u P φgXφr and pgreen and dgreen are in φgXφr.

So, the two passenger rred and rgreen forms a compatible match. It is important to note that

we only consider spatial information in the definition of a compatible match and do not

consider time constraints in the definition. Here we provide an example to illustrate the

drawbacks of compatible match in considering time constraints. In this example, we still

have two passengers, rred and rgreen, rred request for a trip from node 0 to node 15 and rgreen

wants to travel from node 13 to 14. In figure 3.3, the trip path is visualized in the case that

passengers travel alone toward their destination.

FIGURE 3.3: Deficiency of compatible match

In this example, the travel time on the shortest path for rred and rgreen is 6 and 1 minutes,

respectively. The joint trip path that satisfies the compatible match criteria is visualized in

figure 3.4. Here we calculate the trip duration for each passenger, rred moves toward his

destination on shortest path and travel time is 6 minutes, but for the other passenger (rgreen),

after the vehicle picked up rred , rgreen must wait 4 minutes for the arrival of the vehicle

and moves toward his destination and the overall trip duration for rgreen is 5 minutes which

is higher than the acceptable detour.

44



FIGURE 3.4: Overall trip path for rred and rgreen

Formulating the shared trip path needs to be carefully designed to consider time con-

straints, and in remaining of this section, we provide the formulation. It is necessary to

formulate different parts of a shared trip to measure the passengers’ convenience. Here we

define the order of sharing to capture the precedence in pickup and dropoff location and

calculate the overall trip route when two people share their ride.

Definition 3.1.3. (Order of sharing) For two passengers ri and r j, the order of sharing is the

set of all possible combinations of pickups and dropoffs to accomplish their trip together.

Opri,r jq “ tpp,dq : p P tpi, p ju,d P tdi,d juu

Each pp,dq in Opri,r jq, indicates the first pickup and dropoff location when ri and r j

share their ride on that order. In other words, each pp,dq P Opri,r jq includes information

about the overall trip path where a vehicle is needed to serve two requests together. By

using pp,dq P Opri,r jq, we are able to calculate the overall travel time for each passenger.

For two passengers ri and r j at time t, we define the actual trip time function as follows:

τpri,r j, t,pp,dqq “

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

r|φpi,p j,t |` |φp j,di,t |, |φp j,di,t |` |φdi,d j,t |s i f pp,dq “ ppi,diq

r|φpi,p j,t |` |φp j,d j,t |` |φd j,di,t |, |φp j,d j,t |s i f pp,dq “ ppi,d jq

r|φpi,di,t |, |φp j,pi,t |` |φpi,di,t |` |φdi,d j,t |s i f pp,dq “ pp j,diq

r|φpi,d j,t |` |φd j,di,t |, |φp j,pi,t |` |φpi,d j,t |s i f pp,dq “ pp j,d jq

This function calculate the actual travel time (the time that passenger spend in the vehi-

cle) for passenger ri and r j at time t based on order pp,dq. It is important to note that,
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τpri,r j, t,pp,dqq is a vector and the first index (τpri,r j, t,pp,dqq1) denotes the actual trip

time for ri and the second index (τpri,r j, t,pp,dqq2) denotes the actual trip time for r j. The

overall trip path is the path which a vehicle move to satisfied a shared trip between two

passengers is denoted by ℑpri,r j,pp,dq, tq and is defined as follows:

ℑpri,r j,pp,dq, tq “

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

φpi,p j,t Ñ φp j,di,t Ñ φdi,d j i f pp,dq “ ppi,diq

φpi,p j,t Ñ φp j,d j,t Ñ φd j,di,t i f pp,dq “ ppi,d jq

φp j,pi,t Ñ φpi,di,t Ñ φdi,d j,t i f pp,dq “ pp j,diq

φp j,pi,t Ñ φpi,d j,t Ñ φd j,di,t i f pp,dq “ pp j,d jq

The actual trip path and overall trip path for passengers ri and r j based on the elements in

Opri,r jq explained in the following list.

1. ppi,diq P Opri,r jq:

• In this case, the trip is started by ri, and the first person that is dropped off is ri.

• The overall trip path is pi Ñ ¨¨ ¨ Ñ p j Ñ ¨¨ ¨ Ñ di Ñ ¨¨ ¨ Ñ d j.

• The actual trip path for ri is pi Ñ ¨¨ ¨ Ñ p j Ñ ¨¨ ¨ Ñ di.

• The actual trip path for r j is p j Ñ ¨¨ ¨ Ñ di Ñ ¨¨ ¨ Ñ d j.

2. ppi,d jq P Opri,r jq:

• In this case, the trip is started by ri, and the first person that is dropped off is r j.

• The overall trip path is pi Ñ ¨¨ ¨ Ñ p j Ñ ¨¨ ¨ Ñ d j Ñ ¨¨ ¨ Ñ di.

• The actual trip path for ri is pi Ñ ¨¨ ¨ Ñ p j Ñ ¨¨ ¨ Ñ d j Ñ ¨¨ ¨ Ñ di.

• The actual trip path for r j is p j Ñ ¨¨ ¨ Ñ d j.

3. pp j,diq P Opri,r jq:

• In this case, the trip is started by r j, and the first person that is dropped off is ri.

• The overall trip path is p j Ñ ¨¨ ¨ Ñ pi Ñ ¨¨ ¨ Ñ di Ñ ¨¨ ¨ Ñ d j.

• The actual trip path for ri is pi Ñ ¨¨ ¨ Ñ di.

• The actual trip path for r j is p j Ñ ¨¨ ¨ Ñ pi Ñ ¨¨ ¨ Ñ di Ñ ¨¨ ¨ Ñ d j.

4. pp j,d jq P Opri,r jq:
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• In this case, the trip is started by r j, and the first person that is dropped off is r j.

• The overall trip path is p j Ñ ¨¨ ¨ Ñ pi Ñ ¨¨ ¨ Ñ d j Ñ ¨¨ ¨ Ñ di.

• The actual trip path for ri is pi Ñ ¨¨ ¨ Ñ d j Ñ ¨¨ ¨ Ñ di.

• The actual trip path for r j is p j Ñ ¨¨ ¨ Ñ pi Ñ ¨¨ ¨ Ñ d j.

The actual trip duration is calculated as the time that a passenger spends in the vehicle

when they share their trips based on the order of sharing. When two passengers share

their rides to accomplish a trip together, a vehicle dispatch to pick them up based on their

sharing order. There is a delay between picking up the first passenger and the second one

that should be considered in overall travel time. We defined the vehicle arrival delay for

passenger ri and r j at time t for order pp,dq “ Opri,r jq as follows:

ζ pri,r j, t,pp,dqq “

$

&

%

r0, |φpi,p j,t |s i f pp,dq “ ppi,diq_ppi,d jq

r|φp j,pi,t |,0s i f pp,dq “ pp j,diq_pp j,d jq

It is important to note that compatible match definition ignores the time constraints and

only considers the spatial constraints in sharing. The time constraints are one of the crucial

constraints that should be addressed in ridesharing to meet passengers’ convenience. By

using the order of sharing, we define a feasible match between ri and r j that consider the

time constraints.

Definition 3.1.4. (Feasible match) A match between two passenger ri and r j at time t is

feasible if there exist at least one pair pp,dq P Opri,r jq in which the following inequalities

are satisfied.

t´ ti` τpri,r j, t,pp,dqq1`ζ pri,r j, t,pp,dqq1 ď p1` εq|φi|

t´ t j` τpri,r j, t,pp,dqq2`ζ pri,r j, t,pp,dqq2 ď p1` εq|φ j|
(4)

It is important to note that t in the definition 3.1.4 is greater than ti and t j. The left hand

side of both inequalities in 4 calculates the overall trip path including vehicle arrival delay

(ζ pri,r j, t,pp,dqq), waiting time ([t´ ti, t´ t j]) and, actual travel time (τpri,r j, t,pp,dqq) for

passenger ri and r j. The order of sharing is explained in detail based on the example that

we used to explain compatible match and we also discuss the feasibility of the matching

for the mentioned passengers. The order of sharing for the mentioned passengers, rred and

rgreen, is the set Oprred,rgreenq “ tppred,dredq,ppred,dgreenq,
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ppgreen,dredq,ppgreen,dgreenqu. We visualize the trip path for each of the mentioned order to

see the difference in trip duration.

First, we start with ppred,dredq P Oprred,rgreenq where the trip path is the sequence 0Ñ

1Ñ 2Ñ 3Ñ 7Ñ 6 which is visualized in figure 3.5.

FIGURE 3.5: Overall travel path for ppred,dredq P Oprred,rgreenq

In this case, the actual travel time for rred is 3 minutes, which is equal to the shortest

trip from node 0 to node 3, and the vehicle arrival delay is equal to 0. On the other hand, the

actual travel time for passenger rgreen is equal to 4 minutes and the overall travel time for

passenger rgreen from sending a request to dropoff is equal to 5 minutes (including vehicle

arrival delay) and does not satisfy 4 inequality.

For ppred,dgreenq POprred,rgreenq, the trip path is the sequence 0Ñ 1Ñ 5Ñ 6Ñ 2Ñ 3.

The overall path is shown with direct edges in figure 3.6.
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FIGURE 3.6: Overall travel path for ppred,dgreenq P Oprred,rgreenq

For the overall path in figure 3.6, the overall travel time for the passenger rred is equal

to 5 which satisfy the inequality 4. For the passenger rgreen the actual travel time is equal

to 2 and the vehicle arrival delay is equal to 1 (overall trip duration is equal to 3 minutes)

which also satisfy the inequality 4. rred and rgreen form a feasible match on the mentioned

order and are able to accomplish a ride together with respect to time constraints.

On the third possible order of sharing which is, ppgreen,dredq POprred,rgreenq, the overall

travel path is 1Ñ 0Ñ 1Ñ 2Ñ 3Ñ 7Ñ 6. The overall trip path is shown in figure 3.7.

FIGURE 3.7: Overall travel path for ppgreen,dredq P Oprred,rgreenq

The overall travel time for passenger rred is equal to 4 and for the passenger rgreen is

equal to 6 which is not satisfy the inequalities 4.
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For ppgreen,dgreenq P Oprred,rgreenq, the overall travel path is 1 Ñ 0 Ñ 4 Ñ 5 Ñ 6 Ñ

2Ñ 3. The overall trip path is shown in figure 3.8.

FIGURE 3.8: Overall travel path for ppgreen,dgreenq P Oprred,rgreenq

In this setting, the overall travel time for passengers rred and rgreen is 6 minutes, and

4 minutes, respectively. The overall travel time satisfy the inequality 4. For two passen-

gers rred and rgreen, two of the four possibilities of sharing ride in their setting satisfy the

inequalities in 4 and they form a feasible match.

Here we discuss the cost allocation between two passengers where they share their

rides to accomplish it together. In the case that a passenger is not able to find a match

and travel alone, the cost is fully paid by that passenger. When two passengers ri and r j

share their ride, based on their order of sharing (pp,dq P Opri,r jq), they form a travel path

that includes their both pickup and dropoff locations. In this work, we divide the trip cost

equally between two passengers.

Definition 3.1.5. (Matching Cost) The matching cost defined the trip cost allocation for two

passengers ri and r j based on their order of sharing pp,dq P Opri,r jq at time t as follows:

Mcpri,r j,pp,dq, tq “

$

&

%

1
2Cpℑpri,r j,pp,dq, tq, tq i f i‰ j

Cpφi, tq i f i“ j

Where Cp.q is the trip cost function, which takes a trip path and time as inputs and

returns the travel cost. It is important to note that if two passengers can share their rides

on more than one order, we choose the one that minimizes the cost. The trip cost function
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depends on the travel distance and many other external factors, and in the next chapter,

we approximate this function denoted by Ĉp.q, using historical data and machine learning

method.

We assume that reducing the trip cost is the main reason for riders to share their ride,

and simplification of the cost division leads to some potential match missed because of

their contribution to the overall path. In 3.9, we illustrate an example of a missed potential

match which not considered due to simplification in the cost function.

FIGURE 3.9: An example of a potential match that missed by cost simplification

In figure 3.9, rred wants to go from node 0 to node 15 and rgreen wants to go from node

4 to node 13. rred and rgreen form a feasible match for ε “ 1, and the traveled distance

reduced from 9 (in the case which each travel alone) to 6 by moving from 0 to 15 on

the blue line. In this case, equally dividing the cost does not reduce the cost of rgreen.

In this example, contrary to the potential of two passengers to share their ride, they not

considered due to cost constraints. This example shows us the importance of considering

each passenger’s contribution to the overall path in cost allocation. Here we provide a cost

allocation function with better generalization. As an alternative for our cost allocation,

we divide the trip cost proportionally to each passenger’s contribution to the overall path.

Passengers pay equally for the portion of the path where both are on the vehicle and pay

for the portion where they travel alone. In the mentioned example, rgreen is paid for half of

traveling over 4Ñ 8Ñ 12Ñ 13, and rred is paid for the other half and the cost related to

remaining path that travels alone.

Suppose two passengers, ri and r j, forms a feasible match at time t on pp,dq P Opri,r jq
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and the overall travel path is ℑpri,r j,pp,dq, tq. We divide the trip path in three disjoint

set, ℑpri,r j,pp,dq, tqri is the part of the path which only ri is on board, ℑpri,r j,pp,dq, tqr j

denotes the part of path which only r j is on board and finally ℑpri,r j,pp,dq, tqri,r j denotes

the part of path which both of the passengers are on board. In this setting, ri is going to

pay:

Cpℑpri,r j,pp,dq, tqri , tq`
1
2

Cpℑpri,r j,pp,dq, tqri,r j , tq

Moreover, r j is going to pay:

Cpℑpri,r j,pp,dq, tqr j , tq`
1
2

Cpℑpri,r j,pp,dq, tqri,r j , tq.

In the next section, the waiting time function is described in detail. When we solve an

offline problem, we have the whole input in the first place, and the input does not change

over time. On the other hand, when dealing with an online problem, the number of inputs

streams over time, and we do not know about the upcoming events. In ridesharing, when a

passenger sends his/her request for a ride, the system needs to find a match in short notice.

In this work, we define the adaptive waiting time that indicates the exact moment that a

passenger must start the trip and match to other passengers.

3.2 Waiting Time Function

Waiting time is the key enabler of our approach for matching. Waiting time assigns the

exact time that a passenger needs to wait in the passengers pool before the matching pro-

cedure begins. In this work, the waiting time is modeled as an expectation function, and

the objective is to minimize the passenger’s expected trip cost. Let us suppose a passen-

ger, rI “ ppI,dI, tIq who enters the system at time tI to travel from location pI to loca-

tion dI . For the passenger rI , the system has the information about the pickup (pI) and

dropoff location (dI), and request time (tI). For passenger rI based on inequality 2, we have

wI` τI ď p1` εq|φI| and we can conclude wI ď p1` εq|φI|´ τI . Considering the fact that

the actual trip time is greater or equal to the trip time on shortest path (τI ě |φI|), we can

conclude:

wI ď p1` εq|φI|´ τI ď p1` εq|φI|´ |φI|

Moreover, we have the following upper bound for each passenger rI waiting time.

wI ď ε |φI|
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We define the maximum possible waiting time for passenger rI as w1rI
, which is equal to

εφI . The time interval rtI, tI `w1rI
s is discretized into one minute intervals and is denoted

by T “ tT1, . . . ,Tku where T1 “ tI and Tk “ tI`w1rI
.

For a waiting time µ , we define a multiset ιrI ,µ as the multiset of all requests that

appears to system between tI and tI ` µ based on the forecasted demands. It is important

to note that a request could appear multiple times in ιrI ,µ . Furthermore, we define the set

υrI ,µ as the set of unique elements in ιrI ,µ . For each r P ιrI ,µ , probr is defined as |rPιrI ,µ |

|ιrI ,µ |
,

where |r P ιrI ,µ | denotes the number of requests similar to r in ιrI ,µ and |ιrI ,µ | denotes the

total number of requests in ιrI ,µ . To be precise, probr calculates the probability of a request

r appeared in the system between tI and tI ` µ . Using υrI ,µ and probr@r P υrI ,µ , we can

find if r and rI form a feasible match based on the definition 3.1.4. We split all the requests

in υrI ,µ to two disjoint subsets χ f and χ f . For a virtual request r “ pv,w, tq P υrI ,µ , if rI

and r are forming a feasible match at tI ` µ then we add r to χ f . On the other hand, if r

and rI do not make a feasible match at tI`µ , we add r to χ f .

Now, we have all the preliminaries needed to calculate the expected travel cost for the

passenger rI with waiting time µ . We define the waiting time function wprIq as a function

which aims to minimize the expected travel cost for passenger rI as follows:

wprIq “ argmin
µPt0,...,w1rI

u

ΓprI,µq`ΨprI,µq (5)

In equation 5, our goal is to minimize the expected travel cost for passenger rI by finding

the proper waiting time.

Now, we explain the right hand side of the equation 5. The term ΓprI,µq denotes the

expected travel cost where the virtual passenger r“ pv,w, tq forms a feasible match to share

a ride with passenger rI at time tI`µ; defined as follows:

Γpri,µq “
ÿ

rPχ f

min
pp,dqPOpri,rq

Mcpri,r,pp,dq, ti`µqprobr (6)

where argmin
pp,dqPOprI ,rq

McprI,r,pp,dq, tI`µq is the cost allocation for their trip and probr is the

probability of appearance of r in the system . The term ΨprI,µq denotes the expected

travel cost where for the virtual passenger r “ pv,w, tq it is not feasible to share a ride with

passenger rI at time tI`µ; defined as follows:

Ψpri,µq “Mcpri,ri,ppi,diq, ti`µq
ÿ

rPχ f

probr (7)

53



where McprI,rI,ppI,dIq, tI ` µq is the travel cost for passenger rI when traveling alone. In

equation 5 the optimal waiting time is calculated on a discrete time (one minute) scale

based on the probability of a passenger r “ pv,w, tq that appears in the system between

tI and tI ` µ . For each passenger r who has sent a request for service we can calculate

the optimal waiting time by equation 5 then update the passenger’s request r “ pp,d, tq to

r “ pp,d, t,wq. At the time instance t `w, matching procedure starts for passenger r to

share a ride with passengers in Πt`w.

3.3 Passengers Graph

After adding the waiting time, the passenger rI can be expressed as rI “ ppI,dI, tI,wIq and

suppose the current time is Tc, obviously for each passenger ri in ΠTc , ti ď Tc ď ti`wi, we

define the set of leaving passengers at time Tc as the set of passengers when the waiting

time has elapsed and ready to match; formally defined as follows:

Definition 3.3.1. (Leaving Passengers) The leaving passengers are the set of all passengers

ri PΠTc , which are leaving the system concerning their waiting and request time.

LTc “ tri PΠTc : ti`wi “ Tcu

Note that for each passenger ri in ΠTc , ti`wi ě Tc, furthermore the leaving passenger

is the set of all passengers in ΠTc which ti `wi “ Tc. For any time instance Tc, if the

leaving candidates set is not empty, then the matching procedure starts. Before introducing

the matching procedure, the passenger graph must be defined. For defining the passenger

graph Gp at time Tc, the set of vertices V pGpq and the set of edges EpGpq must be defined.

Let suppose |LTc | “ k and |ΠTc | “ h and ΠTc “ tr1, . . . ,rhu and without loss of gen-

erality, suppose LTc “ tr1,r2, . . . ,rku. For the passenger graph Gp the vertices are di-

vided into two parts, L and P, where the vertices in L “ tv1, . . . ,vku and vertices in P “

tv11,v
1
2, . . . ,v

1
hu. The set P in Gp is an independent set, in other word, there is no edge be-

tween the vertices in P. All the edges are between vertices in L and also between vertices

in P and L. For i P t1,2, . . . ,ku there is an edge between vi,v1i with weight wpri,riq “

Mcpri,ri,ppi,diq,Tcq, these set of edges are added as passengers can travel alone. For

i P t1,2, . . . ,ku and j P tk` 1, . . . ,hu, an edge exists between vi and v1j with weight equal

to wpri,r jq “ argmin
pp,dqPOpri,r jq

Mcpri,r j,pp,dq,Tcq, if passenger ri and passenger r j form a feasi-

ble match and wpri,r jq ďMcpri,ri,ppi,diq,Tcq and wpri,r jq ďMcpr j,r j,pp j,d jq,Tcq. Also,
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for i, j P t1,2, . . . ,ku there is an edge between vi and v j with weight equal to wpri,r jq “

argmin
pp,dqPOpri,r jq

Mcpri,r j,pp,dq,Tcq if two leaving candidates ri and r j form a feasible match

and wpri,r jq ďMcpri,ri,ppi,diq,Tcq and wpri,r jq ďMcpr j,r j,pp j,d jq,Tcq.

Here we use an example to explain how to create Gp for leaving passengers at time

instance T0. Suppose 15 passengers exists in ΠT0 and 5 passengers are in LT0 . Then let’s

assume the requests tr1, . . . ,r15u are in the passengers pool and tr1, . . . ,r5u is the set of

leaving passengers. As described above the graph Gp has 20 vertices, L “ tv1, . . . ,v5u

indicates the vertices which represent the leaving passengers and each edge in Gp has at

least one end in L and the set P“ tv11, . . . ,v
1
15u which represents the passengers pool. First,

we add the edges between pvi,v1iq@i P t1,2, ...,5u. These edges are responsible to the case

where passenger ri should travel alone. The vertices and the edges are shown in figure 3.10.

FIGURE 3.10: Edges between identical vertices in passengers graph

Then, it is time to add edges between the passengers in L, for two vertices vi,v j P L

we add the edge epvi,v jq with weight of wpri,r jq if ri and r j are able to share a ride while

satisfying the constraints. In this example, let’s assume passengers r1 and r2 are able to

share a ride and passengers r4 and r5 are also able to share another ride. We add an edge

between v1,v2 with weight equals to wpr1,r2q and add an edge between v4,v5 with weight

equals to wpr4,r5q; shown in figure 3.11.

FIGURE 3.11: Identical and inner L edges added to GP
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For two passengers ri P LT0 and r j PΠT0{LT0 , there is an edge between the representing

vertices, namely, vi and v1j if the passengers form a feasible match. In this example suppose

r3 and r7 are able to share a ride and also r4 is able to share a ride with r8 and r10. For

covering this possibility for sharing a ride, the edge set tepr3,r7q,pr4,r8q,pr4,r9qu are added

to the graph with their weight equal to cost associated with the shared trip, and the graph

Gp has finalized by adding the vertices and edges. The passenger graph is shown in figure

3.12.

FIGURE 3.12: The passengers graph

The graph Gp is used to match the passengers. In graph theory, a matching on a graph

is a set of edges with no common vertex. For matching M which is a set of edges in

Gp, the vertices that are endpoints of edges in M called saturated. In this work we want

to find a matching which saturates the vertices in L. For the graph which we established

in the above example, MO “ tepv1,v11q,epv2,v12q,epv3,v13q,epv4,v14q,epv5,v15qu is a matching

set which is saturated 10 vertices v1,v2,v3,v4,v5,v11,v
1
2,v

1
3,v

1
4,v

1
5. As a result of matching,

each passenger in LT0 is traveling alone and the cost associate with this matching is CMO “

wpr1,r1q`wpr2,r2q`wpr3,r3q`wpr4,r4q`wpr5,r5q. Furthermore, for a matching M the

cost of matching is equal to sum of the weights of selected edges. A maximal matching is

a matching M of a graph Gp which adding any edge to M causes M to not be a matching

set. As an example, MO is a maximal matching in the above mentioned example.

Theorem 1. Any maximal matching in Gp saturates all the vertices in L.

Proof. Suppose M is a maximal matching and not saturated all the vertices in L. Then,

there is a v P L, which M does not saturate v. The identical vertex to v, v1 P P is also not

saturated by M because the degree of v1 is one, and its only neighbor is v. By adding the

edge epv,v1q to M, M is still a matching and bigger than M, then it is a contradiction.
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By theorem 1, every maximal matching saturates the vertices in L Ă V pGpq, and we

want to find the one which minimizes the total weight of edges in matching in order to

minimize the total cost for leaving passengers. It is also important that all the edges are at

least one endpoint in set L, and in other words, P is an independent set.

3.4 Matching Procedure

The procedure for creating the passenger graph Gp is explained in the last section, and

theorem 1 shows that every maximal matching saturates all the vertices in L. One of the

advantages of ridesharing is that sharing the ride and related expenses could reduce the

travel costs for passengers, and it is considered one of the main advantages of ridesharing

over the taxi or ride-hailing. We aim to encourage passengers to share their ride in order

to achieve a better overall system performance. To encourage passengers, we propose two

mechanisms in order to provide cheap and quality trips. From the convenience perspective,

we defined ε detour over the shortest path to ensure the trip duration did not exceed from a

threshold. Second, by finding the minimal weight maximal matching, we want to minimize

the trips’ overall cost.

In this section, we discuss two approaches in finding the minimal weight maximal

matching in graph Gp. In the first approach, the minimal weight maximal matching for-

mulated as an integer linear programming (ILP) and solved to find the exact solution. One

difficulty arises with this approach because when the number of vertices and edges in the

graph Gp increases, solving the ILP becomes computationally intractable, and it is not

practical to find the optimal solution in a short notice to handle the numerous requests. To

overcome this drawback in finding the exact solution, we propose a greedy algorithm that

can find a maximal matching in graph Gp.

3.4.1 Optimization Approach

There are different maximal matchings for Gp, and we are interested in one with the mini-

mum sum of the edges’ weight. In other words, our goal is to find minimum weight max-

imal matching [92]. Minimum weight maximal matching represents a maximal matching

between passengers with the minimum total cost for the trips.

For introducing the optimization formulation of the minimum weight maximal match-

ing, first we define preliminaries. Let Gp “ pV,Eq be a graph with the vertex set V “ LYP
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where L “ tv1, . . . ,vku is the set of leaving passenger and P “ tv11, . . . ,v
1
hu is the set of all

the passengers in passengers pool while edge set is E “ EL`EP where EL “
Ť

epvi,v jq

and EP “
Ť

epvi,v1jq. As discussed in passenger graph section, each edge in E have at least

one end in L. For a vertex v PV , Npvq denotes the neighbors of v, in other words, x P Npvq

if epv,xq P E. For each epv,wq P E where v,w PV and cvw denotes the weight of the edge.

We use the integer linear programming (ILP) formulation for minimum weight maximal

matching as introduced in [92]. We define xvi,v j and xvi,v1j
as binary variables and xvi,v j “ 1

if the edge epvi,v jq has been selected by optimal minimum weight maximal matching and

xvi,v1j
“ 1 if the edge epvi,v1jq has selected by optimal minimum weight maximal matching.

And also define the binary variable yvi for vertices in L and yv1j
for vertices in P. yvi “ 1

if vertex vi P L is saturated by optimal minimum weight maximal matching and yv1j
“ 1 if

vertex v j P P is saturated by optimal minimum weight maximal matching.

minimize
ÿ

epvi,v1jqPE

cviv1j
xvi,v1j

`
ÿ

epvi,v jqPE

cviv jxvi,v j paq

subject to:
ÿ

jPNpv1iq

xv1i , j
“ yv1i

, @v1i P P pbq

ÿ

jPNpviq

xvi, j “ yvi , @vi P L pcq

yvi` yv1j
´ xvi,v1j

ě 1, @epvi,v1jq P E pdq

yvi` yv j ´ xvi,v j ě 1, @epvi,v jq P E peq

xvi,v j P t0,1u @epvi,v jq P E p f q

xvi,v1j
P t0,1u @epvi,v1jq P E pgq

yvi P t0,1u @vi P L phq

yv1i
P t0,1u @v1i P P piq

The objective function (a) minimizes the total weight of the selected edges. Constraints

(b) enforce the condition that vertex v1i P P is saturated (yv1i
“ 1) if exactly one edge between

v1i and its neighbor (Npv1iq) is selected in the matching, in other words, it makes sure the set

of selected edges form a matching. Constraints (c) enforce the condition that vertex vi P L is

saturated (yvi “ 1) if exactly one edge between vi and its neighbor (Npviq) is selected in the

matching. In this way it makes sure the selected edges will form a matching. Constraints

(d) induce that if xvi,v1j
“ 1 then yvi , and yv1j

must be equal to 1, in other word by selecting

epvi,v1jq both the end-point vertices are saturated. Otherwise, if xvi,v1j
“ 1, then at least

one of the yv1j
or yvi has to be saturated to ensure maximality of the matching. Constraints
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(f,g,h,i) enforce the added variable to take binary values.

The number of binary variables for solving the graph Gp is equal to |V |` |E|. Solving

the 3.4.1 optimization problem to find the exact solution is a time-consuming task, and in

our experiment, it takes up to 500 seconds to solve the problem with 160 vertices. The

nature of our task, which is matching passengers to each other, should be able to run in

a short time for graphs with hundreds of nodes. Designing an algorithm that is able to

find the exact solution for minimum weight maximal matching is not tractable because our

problem is NP , and subsequently, finding the exact solution is exponential.

3.4.2 Greedy Approach

As discussed in the previous part of this section, Minimum Weight Maximal Matching is

an NP-problem, and finding the exact solution in polynomial time is impossible. Further-

more, our experiments show the ILP approach can solve the problem with small size, and it

is time-consuming to solve the optimization problem 3.4.1 for large and dense graphs. To

overcome this problem and find a good match for the passenger in short notice, we applied

a greedy approach for choosing the edge and creating a matching for graph Gp.

Our goal is to minimize the cost of matching in short notice, and we do it by taking a

greedy approach. First, we define an empty set M, which will expand during the greedy

approach and form a matching at the end. We start by sorting the edges by their cost,

picking the one with the lowest cost, adding it to M, and removing the selected edge and

end-point vertices from Gp. At each iteration at least one of the vertices in L is removed,
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and after maximum k iteration the matching is formed.
Algorithm 1: Greedy matching

1 Input: A graph Gp

2 Output: A matching set M

3 M Ð tu;

4 Sort E;

5 while L is not empty do
6 select e P E with minimum cost;

7 M ÐMY e;

8 remove e and adjunct vertices from Gp;

9 end
10 return M;

The greedy approach for matching the passengers in Gp is provided in algorithm 1. In

the next theorem, we show that for any graph Gp, the greedy approach forms a maximal

matching and saturate all the vertices in L.

Theorem 2. The algorithm 1 for any graph Gp forms a maximal matching and saturate all

the vertices in L.

Proof. First, we show that M forms a matching. We prove it by contradiction. Let us

suppose M is not matching; then there is at last one vertex that saturates twice and name

it v. During the selecting edges by algorithm 1 suppose e be the edge which adjunct to v

and first appears in M. After adding e to M, v removed from Gp, and it is not possible to

saturate twice, so the set M forms a matching. For the maximality of M, let us suppose M

is not maximal, then there exists some e P E where MYteu forms a bigger matching, on

the other hand, M saturates all the vertices in L and all the edges are removed from Gp;

thus e does not exist, and M is maximal.

In the end, we compute the complexity of the algorithm. The sorting part complexity

is Op|E|log|E|q, and after sorting the edges in E based on their weights, we move over

the sorted edge sets and add edges to M. The complexity of the greedy algorithm is also

Op|E|log|E|q. At the beginning of the ridesharing simulation, we provide an algorithm to

cover all the procedures we explain and formalize here. This includes the waiting time

function, the passengers graph, and the matching procedure.
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Chapter 4

Data-Driven Function Approximation

In this chapter, data-driven function approximation is used to approximate the trip duration

function (φ̂ and trip cost function (Ĉ) as the essential components in the execution of the

ridesharing simulation. New York City taxi and limousine commission publicly released

the taxi trip record data between 2009 and 2019 [93]. The original dataset includes more

than 2 billion trips, and a portion of the data is used in our function approximation technique

to train and evaluate the regression models that take a trip and return trip duration and trip

cost. Besides that, the request in simulation comes from this dataset.

Here we first explain our learning approach for predicting the duration and the cost

functions. Supervised learning, which is one of the main fields in Artificial Intelligence,

can be divided into two subgroups, namely, regression and classification. In classification,

the number of possible outputs is fixed and known. For example, in image classification,

the number of categories is known. On the other hand, in regression, the prediction space

is continuous, and the function can return infinite value. For both the cost function and

duration function, regression is used to learn a projection of requests to R. Next, we explore

the taxi data to find the features that contribute to decision making and add them to the

data instances to train a better model with less loss. Finally, we provide the information

regarding the training procedure and also the evaluation results.
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4.1 Learning Approach for Regression

4.1.1 Tree Based Methods

Tree based methods are one of the simple but powerful approaches in learning from data.

The tree based method partitions the feature space into regions and afterward fits a simple

model in each one. Let suppose our data consists of d feature and a label, for each of N

observation: pxi,yiq for i “ 1,2, ...,N, with xi “ pxi1,xi2, ...,xidq. The learning algorithm

needs to decide on the important variable for splitting and topology of the tree. Suppose

we have M regions, namely R1,R2, ...,RM, and the response is a constant rm in each region:

f pxq “
M
ÿ

m“1

rmIpx P Rmq. (8)

If the objective be the minimization of the sum of squares
ř

pyi´ f pxiqq
2, then the optimal

r̂m is the average of yi in region Rm for m P t1, . . . ,Mu:

r̂m “ avgpyi|xi P Rmq

Finding the optimal partitioning in terms of the minimum sum of squares is computation-

ally infeasible [43] and to be exact, [50] proved the problem of constructing optimal binary

tree is NP by reducing it to EC3. To overcome the computational infeasibility, a greedy

approach is used to define the pair of half-planes on splitting variable j and split point s,

defined as follows:

R1p j,sq “ tx|x j ď su and R2p j,sq “ tx|x j ą su. (9)

for solving equation 9, we need to minimize squared error in this half-plane:

min
j,s

»

–min
r1

ÿ

xiPR1p j,sq

pyi´ r1q
2
`min

r2

ÿ

xiPR2p j,sq

pyi´ r2q
2

fi

fl . (10)

By fixing the value of the j and s, the optimal solution for the inner minimization is solved

by

r̂1 “ avgpyi|xi P R1p j,sqq and r̂2 “ avgpyi|xi P R2p j,sqq. (11)

By observing the data we can determine the s value for each variable and subsequently

determine the optimal pair p j,sq [43]. In this way, we divide the data into two regions,

namely, R1,R2. By repeating this procedure on regions, we can expand the number of
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regions for prediction. The other important factor in tree based regression is the size of the

tree. One approach is to grow a large tree TI and prune it by a cost-complexity pruning

approach as follows:

A pruned subtree T Ă TI is obtained by pruning any number of TI non-terminal nodes.

let |T | be the number of region (terminal nodes) in subtree T , Nm be the number of point

in Rm, r̂m “ avgpyi|xi P Rmq and QmpT q “ avgppyi´ r̂mq
2|xi P Rmq, then the cost complexity

function is defined as:

CαpT q “
|T |
ÿ

m“1

NmQmpT q`α |T |. (12)

In the equation 12, α |T | is the regularization term and defined as a penalty on the

model complexity. let R̂pT q be the empirical risk of T p
ř|T |

m“1 NmQmpT qq, then we can

rewrite equation 12 as follows:

CαpT q “ R̂pT q`α |T |. (13)

Cost complexity pruning has 2 steps: First, for each α , Tα Ď TI is a subtree which minimizes

the CαpT q. The second step is to find the right choice of α using cross validation. To find

Tα , we successively collapse the internal node that produces the smallest per node increase

in R̂pT q and continue till we have a single-node (root) tree. Suppose χ “ tTI Ą T1 Ą ... Ą

TKu where K is the number of internal nodes in TI . [15] proved that the optimal answer is

in χ .
#

argmin
TĂTI

CαpT q|α ě 0

+

Ă χ

.

4.1.2 Boosting Methods

Boosting is one of the most powerful approaches for learning from data. [18] by an exten-

sive empirical comparison of 10 different classifiers, showed that boosted trees are the best

in terms of misclassification error and producing well-calibrated probabilities. Boosting

first was introduced in computational learning theory in [34], where the focus was on binary

classification. [14] showed that boosting can be interpreted as gradient descent in function

space, and [35] extended the boosting approach to handle a variety of loss functions, in-

cluding regression. The boosting works by combining many weak classifiers/regressors to

produce a powerful classifier/regressor. The algorithms work by applying the base learner
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sequentially to a weighted version of the data, where more weight is given to misclassified

examples by earlier learners to boost the current tree in classifying them correctly. Here we

explain the boosting method in detail based on [43]:

Regression tree partitions the feature space into disjoint regions Ri, i “ 1,2, ...,M. A

constant ri is assigned to each region and the prediction is made by the following role:

x P Ri ùñ f pxq “ ri

A tree can be expressed as follows:

T px;Θq “

M
ÿ

i“1

riIpx P Riq,

With parameters Θ “ tRi,riu
M
1 . The parameters are modified by minimizing the empirical

risk as follows:

Θ̂“ argmin
Θ

M
ÿ

j“1

ÿ

xiPR j

Lpyi,r jq (14)

Where Lp.q is the loss function and in our case root-mean-square error (RMSE) used as

loss function. Solving the equation mentioned above is discussed in the beginning of this

section and here we focus on boosted trees. The boosted trees model is the sum of a series

of K trees and defined as follows:

fKpxq “
K
ÿ

k“1

T px;Θkq. (15)

Here we have K trees instead of one, and the parameters for optimization are tΘku
K
1 . The

optimization problem is expanded to the following form:

Θ̂k “ argmin
Θk

N
ÿ

i“1

Lpyi, fk´1pxiq`T pxi,Θkqq. (16)

Numerical optimization is used to solve the optimization problem 16. Suppose the loss for

predicting y using f pxq on the training data is:

Lp f q “
N
ÿ

i“1

Lpyi, f pxiqq.

The goal is to minimize Lp f q with respect to f , where f is the sum of trees as explained in

equation 15. Minimizing Lp f q can be solved as an optimization problem in the following

form:

f̂ “ argmin
f

Lp f q, (17)
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where f P RN are the values of the approximating function f pxiq for each of the training

points xi.

f “ t f px1q, f px2q, ..., f pxNqu.

At step k, we can get gk as the gradient of Lp f q evaluated at f “ f k´1

gik “

„

BLpyi, f pxiqq

B f pxiq



. (18)

The parameter is updated using the gradient by the following rule:

f k “ f k´1´ρkgk (19)

where ρk is the step length, chosen by:

ρk “ argmin
ρ

Lp f k´1´ρgkq.

We can modify the algorithm by fitting a weak learner to approximate the negative gradient,

and reach the following update for the prediction parameters:

rk “ argmin
r

N
ÿ

i“1

p´gik´T pxi,Θqq
2 (20)

the following algorithm summarizes the gradient boosting method.
Algorithm 2: Gradient boosting

1 initialize f0pxq “ argmin
r

řN
i“1 Lpyi,rq;

2 for k = 1 to K do
3 for i“ 1,2, ...,N do

gik “´

”

BLpyi, f pxiqq
B f pxiq

ı

f“ fk´1

4 end

Fits a regression tree to gik values and create the terminal regions R jk, for

j “ 1,2, ...,Mk.

for j “ 1,2, ...,Mk do

r jk “ argmin
r

ř

xiPR jk
Lpyi, fk´1pxiq` rq

end

Update fkpxq “ fk´1pxq`
řMk

j“1 r jkIpx P R jkq

5 end
6 return f̂ pxq “ fKpxq.
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There are many different implementations on the gradient boosting method, which pro-

vides an end-to-end tree boosting framework to learn from the data. XGBoost is one of

them by developing a novel method for handling the sparse data, and a theoretically jus-

tified weighted quantile sketch for approximate learning [21]. The other work we used

in this work for function approximation is called LightGBM developed by Microsoft re-

search [53]. Gradient boosting machines need to scan the whole data and each feature to

estimate the information gain of all the possible split points. Therefore, the computational

complexity depends on the number of training examples N and the number of features D,

and it is time-consuming when we face big data. They proposed two novel methods to

tackle the mentioned problem [53].

Gradient-based One-Side Sampling used a gradient method to find the sample, which

contributes the most to the information gain. In this way, at each step, they exclude a

significant proportion of data with a small gradient and estimate the information gain for

the remaining part of the data. They proved that the gradient-based sampling, as described

above, leads to more accurate information gain than uniform sampling [53]. Exclusive

Feature Bundling designed to bundle features into a single feature by reducing the problem

into graph coloring problem, which is a well-known NP-hard problem and uses a greedy

approach to solve it [53].

The gradient boosting approach is used as the learning procedure for both the trip cost
prediction, and trip duration prediction. However, one of the most important parts of the

model design remains. Most of the machine learning algorithms rely on the parameters,

and these parameters are crucial because the training procedure depends on them and is

controlled by them. For the gradient boosting trees, the parameters include:

• Learning Rate

• Depth

• Feature Fraction

• Bagging Fraction

• Frequency for Bagging

• λL1

• λL2
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Each of the mentioned parameters had an essential role in the performance of the trained

model. Here we describe the primary role of the hyperparameters, and afterward, we dis-

cuss how to find the optimal hyperparameters. The learning rate is the most crucial feature

in the gradient-based optimization approach and scales the magnitude of the parameter with

respect to the gradient. A large learning rate could cause divergent behavior, and a small

one could require too many steps to find the optimal parameters. Depth indicates the max-

imum depth each tree could be grown, especially in small data sets with a limited number

of features; it can avoid over-fitting by increasing the number of samples in terminal nodes.

Feature fraction could be between 0 and 1, and for each tree, a randomly selected portion

of the features is used for training. Bagging fraction works the same as the feature fraction

and selects a portion of the data for training the tree. Both the feature fraction and bagging

fraction are used to avoid over-fitting and speed up the training procedure. The frequency

for bagging indicates the frequency that bagging is used to reduce the number of training

elements. λL1 and λL2 are the regularization coefficients which control the over-fitting by

limiting the search space and force the objective function to consider the weights of the

model.

For finding the optimal value for the mentioned hyperparameters, we have used Bayesian

optimization [87]. Bayesian optimization assumes that the unknown function is sampled

from a Gaussian process and form a posterior distribution for this function as observing the

loss of the learning algorithm with different hyperparameters [87]. The hyperparameters

are adjusted by optimizing the expected improvement [73] or using the Gaussian process

upper confidence bound [89].

4.2 Exploratory Data Analysis on The NYC Trip Data

In this section, we provide the exploratory data analysis on the NYC yellow-cab data. We

explore the NYC yellow-cab data to add extra features to improve the learning procedure

and achieve better performance on the evaluation phase. Travel duration and travel cost are

two crucial variables in our method, and a good approximation can assist our procedure to

make ridesharing convenient. To train powerful regression functions, first, we extensively

take a look into the data and add some features to enrich the data to increase the possibil-

ity of accurate prediction with low error. Then, gradient boosting trees are used to learn

predictive models on data with high variation.
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First, let us take a look into the data to have a better understanding of the trip cost and

trip duration prediction. For the duration and cost, we sampled around 8 million trips from

the first six months of the years between 2009 to 2015, where each instance contains the

following features.

• id - The id is a unique identifier for the trip.

• vendor id - The vendor id is a code indicating the provider of the service(could be

one or two).

• pickup datetime - Indicates the date and time that the trip started.

• dropoff datetime - Indicates the date and time that the trip ended.

• passenger count - The number of passengers in the trip.

• pickup longitude - The longitude where the trip started.

• pickup latitude - The latitude where the trip started.

• dropoff longitude - The longitude where the trip ended.

• dropoff latitude - The latitude where the trip ended.

• store and fwd flag - This flag indicates whether the trip record was held in vehicle

memory before sending it to the vendor because the vehicle did not have a connection

to the server.

• trip duration - The trip duration in seconds.

• trip cost - The trip cost in USD.

The row data consists of twelve columns. The trip cost and trip duration are the target

value that we want to learn to predict for the upcoming requests. So, in the beginning,

we have ten features that expand in this section and generate more features to improve the

prediction results. From the features, we remove dropoff datetime, which carries the trip

duration information. The spatial features, including pickup longitude, pickup latitude,
dropoff longitude, dropoff latitude, indicate the pickup and dropoff location for a trip.

The pickup datetime includes the pickup date and time and is the only temporal feature.
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We start by plotting the target value (trip duration and trip cost) to visualize their distri-

bution.

(A) Trip cost distribution (B) Trip duration distribution

As we can see in the figures 4.1b and 4.1a, both the cost and duration for trips do not

follow a normal distribution, and we plot the log of target values to see their distributions

on log transform.

(A) Trip cost distribution (log scale) (B) Trip duration distribution (log scale)

As we observe in 4.2a and 4.2b, the cost and duration distributions show a normal

distribution, and we use the log scale of the target values for prediction. After analyzing

the target values and plot their distribution, temporal features explored to extract features.
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The goal of adding features is to achieve a better performance in the learning procedure.

We break the pickup datetime feature to day of the week, and month, hour. Here we

observe the relationship between expanded features and target values.

(A) Mean number of requests over 24 hours for different months

(B) Mean number of requests over 24 hours for different weekdays

In figure 4.3a, the mean number of requests plotted for six months over 24 hours. As

we can see, the mean number of requests changes significantly in a day. For example, 2000

requests came on average at 5, and at 18, the number of requests varies between 14000

and 16000 for different months. In figure 4.3b, the mean number of requests plotted for

weekdays over 24 hours, and the observations are as follows:

1. The weekend shows different patterns.

• The number of requests between 00 AM and 05 AM is relatively higher.
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• During the morning, between 5 AM to 10 AM, the number of requests is rela-

tively lower.

2. The request pattern in weekdays.

• We observe two peaks in the early morning around 9 AM and 6 PM (at the

beginning and end of the working hours).

• The number of requests, in the second half of the day, is higher than the first

half.

The number of requests can represent the city’s transportation situation. For instance,

during peak hours, the number of requests is relatively higher, and traffic congestion is

also more massive due to the higher number of vehicles on the streets. To observe the

relation between time and trip duration, we calculate the median of trip duration in different

settings.

(A) Median trip duration over week days

(B) Median trip duration over day
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As we can see, the median trip duration varies significantly over the day. For example,

between 3 to 5 in the morning, we have the shortest trips, and it is related to traffic and

the fact that the average travel speed during these hours is much higher than rush hour.

During the rush hour from 9 to 18, the median trip duration is much higher due to traffic

in the city network. The median trip for different days shows the same pattern. During

the weekdays, the median trip duration is higher than the weekend. These observations

suggest that temporal information plays a vital role in the trip duration and consequently

trip cost. To investigate more in the relation between the request time and trip duration,

we used Google map API to have google estimation for trip duration over different hours

between two fixed locations in New York City. The first trip is from Columbia University

to New York University with a 12-kilometer path, and the second trip is from Microsoft

office to Google office with a 2.7-kilometer trip distance.

FIGURE 4.5: The expected travel duration for two trips in Manhattan

For the shorter trip (Microsoft office to Google office), the minimum trip duration is

almost fixed and varies between 8 and 12 minutes. The maximum trip duration varies

from 15 to 40 minutes, and we can observe the same thing for the trip from Columbia

University to NYU. In the second case, the minimum trip duration varies between 18 and

30 minutes, and the maximum trip duration varies between 35 and 80 minutes. Based on

our observation, the most important factor which leads to a large variation in trip duration

is traffic, and traffic is a consequence of extensive usage of the roads by people.

Next, we investigate the relation between cost and distance over time. We divide a
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day into 24 hours and use linear regression to fit a line on the data points to observe the

correlation between cost and distance, and we analyze our observation here.

FIGURE 4.6: Linear regression results on cost and distance for 24 hours

We used a single feature (distance) in linear regression as the predictor variable and

cost as the response variable. As we observe in figure 4.6, the coefficients for all the

regression are positive, which indicates that predictor and response variables are positively

correlated. In our regression models, the coefficient for distance varies between 2.67 to

3.86 for different hours. The constant factor also varies between 2.8 to 3.49. As the results

of linear regression suggest, for different hours, the correlation between distance and cost

varies. Based on our observation in EDA for temporal features, the following features are

added to the data points.

• Pickup year

• Pickup month

• Pickup week of the year

• pickup weekday

• Pickup day
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• Pickup hour

After expanding the temporal feature from pickup datetime to mentioned six features,

we consider spatial features and their relation with trip cost and trip duration. The spatial

features include pickup longitude, pickup latitude, dropoff longitude, dropoff latitude.

First, the scatter plot is used to show the pickup locations.

FIGURE 4.7: Scatter plot of pickup locations

Figure 4.7 shows the scatter plot of the pickup location in the dense area after removing

far points. Afterward, we plot the distribution of longitude and latitude for both the pickup

and dropoff which are visualized in figure 4.8.
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FIGURE 4.8: Latitude and longitude distribution of the pickup and dropoff

We choose three days including Monday, Friday, and Sunday, to plot the density of the

requests overtime for 24 hours to observe how the density changed over time from 00 AM

to 11 PM.

We found that the pickup location of the requests varied for different days. For example,

in Sunday, hot spots indicated by a white spot in 4.11 are different from the hot spots on

weekdays like Monday and Friday in figures 4.9 and 4.10. These density plots also provide

information about the temporal features, and as we can see, the number of requests on

Sunday midnight is much higher than Friday and Monday midnight. It is important to note
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FIGURE 4.9: Pickup density on Monday

FIGURE 4.10: Pickup density on Friday

FIGURE 4.11: Pickup density on Sunday
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that the density of requests can significantly contribute to finding a match. For example,

during peak hours in weekdays in Manhattan, due to a large number of passengers finding

a ride with similar spatial and temporal identity is easier than midnight in weekdays where

the number of requests is relatively lower.

One of the most important features in predicting trip duration and trip cost is trip dis-

tance. Trip distance takes different forms with respect to how we define the distance be-

tween two locations. In this work, we used Open Source Routing Machine (OSRM), a rout-

ing engine that provides the exact distance between two points based on the Open Street

Map (OSM). OSRM receives a trip request with pickup, dropoff, and time. Furthermore, it

returns the trip distance for the fastest route and some other features that we explain here

and add to features for trip duration prediction.

• Distance: Route distance in meters.

• Motorway, trunk, primary, secondary, tertiary, unclassified, residential: The propor-

tion that spends on the different types of road.

• nTrafficSignals: The number of traffic signals of the road.

• nCrossing: The number of the pedestrian crossing.

• nStop: The number of stop signs.

• nIntersection: The number of the intersection.

In figure 4.12, we plot the OSRM distance on horizontal axis and trip duration on

vertical axis. As we can see, there is a positive correlation between distance and duration;

in other words, by increasing the OSRM distance, the trip duration increases.
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FIGURE 4.12: Scatter plot of OSRM distance and duration

Understanding the relation between spatial features and trip cost is the next step in our

analysis. We start by plotting the cost over distance to observe the distribution of data

points over the distance-cost plane. In figure 4.13, we plotted the cost over distance for

all the data on the left, and on the right, we have the data points with cost under 100$

and distance less than fifteen miles. Observation suggests that there is a strong correlation

between distance and cost, but the variation in data is very high, and using other features

can help us to handle the variation by representing the data points in a higher dimension

space.

FIGURE 4.13: Scatter plot on cost and distance

Based on the information that we get from figure 4.13, we remove some of the data
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points as follows. First, the training data consists of elements with zero distance and non-

zero cost. It could be related to trips with the same pickup and dropoff. The information

about the trip duration and trip distance is not reachable in this case, and we remove them

from the dataset. There is a cluster around 50 miles with relatively low costs. These points

could be related to discounted trips and are removed from the dataset. Besides the removed

points, we also notice that horizontal lines in the right plot could be the fixed cost from a

specific location like JFK airport.

To investigate more about the trips from well-known places like airports, we plot the

histogram of the data from/to a short distance (1.5 miles) from New York City airports.

Figures Figs. 4.14 to 4.16 show that the cost distribution for trips within a 1.5 distance

from three NYC airport. The left side includes trips from selected airports and, the right

side includes trips to selected airports. The trip cost distributions are much denser than

usual places and suggest that for airports and well-known specific places, cost calculated

differently.
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FIGURE 4.14: JFK airport cost histogram

FIGURE 4.15: Newark airport cost histogram

FIGURE 4.16: LaGuardia airport cost histogram

In order to further analyze the data for extracting features, we focus on understanding

the effect of direction on the cost. We start by visualizing the cost with respect to differ-

ences in pickup latitude and dropoff latitude and pickup longitude and dropoff longitude.
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FIGURE 4.17: Correlation between differences in pickup and dropoff and cost (log scale)

From figure 4.17 shows the direction of the trips affect the cost, and it could be varied

over cities with different grid forms. We investigate the effect of direction by calculating

the precise direction for the trip that is visualized using histogram.

FIGURE 4.18: Histogram of trips direction

Figure 4.18 shows two peaks in the histogram in 60 degrees and -120 degrees. This is

the exact angle which Manhattan street has with the horizon. We grouped the trips based

on their trip degree and calculate the average trip cost, which is visualized in the following

figure. Figure 4.19, shows the average cost for trips. We observed that trips with directions

equal to 60 or -120 had the smallest average cost. Based on the dependency between spatial
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FIGURE 4.19: Average trips cost by degree

features and trip cost, the following features are added to assist the learning procedure for

cost prediction.

• Jfk dist- Distance to John F. Kennedy airport.

• Ewr dist- Distance to Newark Liberty International airport.

• Lga dist- Distance to LaGuardia airport.

• Sol dist- Distance to Statue of Liberty.

• nyc dist- Distance to New York City center.

• bearing- Bearing between pickup and dropoff.

• delta lon- The difference between pickup and dropoff longitude.

• delta lat- The difference between pickup and dropoff latitude.

• direction- The angle of moving from pickup point to dropoff point.

In this section, we add 27 features to the data for representing the data points in a higher

dimension space in order to train a regression model with acceptable performance and

relatively lower error. The added features are categorized into three groups, namely route

features, temporal features, and spatial features with 12, 6 and, 9 features for each data

point. In the next two sections, we train gradient boosting trees on the data for predicting

the trip duration and trip cost.
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4.3 Learning Results on Duration and Cost Prediction

In this section, two models are trained separately for duration prediction and cost pre-

diction. After training the regression model for duration prediction, predicted duration is

added to data points and used as a feature for predicting the trip cost. Dataset is thus split

into three disjoint sets, namely training set, validation set and, test set with the proportions

equal to 70%, 10% and, 20 %, respectively. After splitting the data, the training set in-

cludes 5.6 million instances; the validation set includes 0.8 million instances, and the test

set includes 1.6 million instances. For the evaluation metric, Root Mean Square Error is

used which can be expressed as the following formula:

RMSE “

g

f

f

e

1
N

N
ÿ

i“1

pyi´ ŷiq2

RMSE is used as the objective function for both regression task (trip duration and trip cost),

and the learning task goal is to minimize RMSE by training a set of trees for prediction.

R2-score is used to indicate the performance of the regression model to explain the variation

in target values (trip duration and trip cost) and is calculated as follows:

R2
“ 1´

SSres

SStot

Where SStot is the total sum of squared and it is calculated as SStot “
ř

ipyi ´ ȳq2 and

SSres “
ř

ipyi´ ŷiq
2, which ŷi is the predicted value for sample i. The R2-score can be

varied between the 0 and 1 and higher value means a better fit to the data.

As discussed earlier, in gradient boosting trees, a set of hyperparameters must be set

before starting the learning procedure. These hyperparameters include learning rate, tree

depth, feature fraction, bagging fraction, the frequency for bagging, λL1 and, λL2 . Bayesian

optimization explores the hyperparameters space on their defined bound to find the param-

eters that maximize the objective function. In the regression task, the training goal is to

minimize the loss error and to convert it to a maximization problem, negative of the loss is

maximized in hyperparameters tuning using Bayesian optimization.

Bayesian optimization considers 32 different settings for hyperparameters, and the one

with minimum loss is the optimal hyperparameters for training the gradient boosting trees.

As mentioned earlier, gradient boosting trees use a series of weak learners (single tree) to

construct a powerful model. For both trip duration and trip cost, 10000 trees are trained

to minimize the regression loss. After learning the trees, we describe the crucial features
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in data that gradient boosting trees used to split. Next, we provide the learning curve and

evaluation results (RMSE and R2) on the test set for duration and cost prediction models.

4.3.1 Results of trip duration prediction

Before starting the learning procedure, optimal hyperparameters are selected by using

Bayesian optimization. The optimal hyperparameters set for training the gradient boost-

ing trees is the one with minimum loss in Bayesian optimization in table 4.1. The learning

rate is 0.1, and the feature fraction is 0.8202, λL1 , and λL2 are equal to 3.754 and 1.866

respectively, bagging frequency, and subsample fractions are 2 and 0.99, the last parameter

is the maximum depth of the tree which is 16.

The model is trained with the optimal hyperparameters and plots the loss during the

training process on both the validation set and training set. In figure 4.20, RMSE is calcu-

lated for the training set and validation set over learning iteration (trees). The error con-

verges to a relatively low number (below 5) at the end of learning, and before mentioning

the results on the test set, features importance is discussed on trees formation.

FIGURE 4.20: Train set and validation set loss for duration prediction

As mentioned earlier, regression trees use features to split the data into subgroups. In

the duration prediction task, feature importance is calculated, and the top fifteen features

are as follows:
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iter. loss feature frac. λL1 λL2 LR depth subsample bagging freq

1 5.269 0.5205 2.049 2.944 0.4525 13.48 0.5851 9.462

2 4.195 0.7977 1.678 2.208 0.2605 13.35 0.6371 6.94

3 4.117 0.5402 0.1933 3.376 0.114 16.76 0.9356 4.225

4 4.09 0.7839 4.396 2.262 0.3599 16.18 0.9719 3.734

5 4.074 0.9548 2.5 0.194 0.1519 13.47 0.642 5.414

6 4.398 0.8786 3.534 2.64 0.4383 13.09 0.6541 2.515

7 3.946 0.713 3.884 2.672 0.1635 14.89 0.8366 3.298

8 3.843 0.8202 3.754 1.866 0.1003 16.71 0.9993 1.947

9 4.528 0.9569 1.553 2.381 0.4673 16.49 0.5275 9.698

10 4.141 0.9777 0.3474 2.403 0.2673 14.47 0.7172 3.499

11 4.114 0.6576 3.07 1.994 0.1664 15.7 0.7688 9.55

12 4.264 0.7344 1.269 0.9706 0.454 14.4 0.8383 5.414

13 3.949 0.853 1.536 0.4828 0.1487 14.28 0.8536 3.389

14 4.293 0.6826 1.33 2.889 0.2358 16.0 0.5411 2.542

15 4.526 0.5689 2.251 2.164 0.3726 16.22 0.9529 9.468

16 4.2 0.5407 2.788 4.56 0.03645 15.85 0.7179 4.002

17 4.055 1.0 5.0 0.0 0.025 17.0 0.5 10.0

18 4.075 1.0 5.0 5.0 0.025 17.0 0.5 10.0

19 3.862 1.0 0.0 0.0 0.025 17.0 1.0 1.0

20 4.447 0.5 5.0 0.0 0.025 14.99 0.5 1.0

21 3.866 1.0 5.0 5.0 0.025 17.0 1.0 1.0

22 4.037 1.0 5.0 0.0 0.025 13.0 0.5 10.0

23 3.866 1.0 5.0 5.0 0.025 13.0 1.0 6.21

24 4.306 0.5 0.0 0.0 0.025 13.0 1.0 1.0

25 4.025 1.0 5.0 2.074 0.025 14.69 0.5 7.444

26 3.861 1.0 0.0 5.0 0.025 17.0 1.0 1.0

27 3.86 1.0 0.0 5.0 0.025 13.0 1.0 5.008

28 3.86 1.0 0.0 5.0 0.025 13.0 1.0 1.0

29 4.335 0.5 5.0 5.0 0.025 13.0 1.0 1.0

30 3.972 1.0 0.0 0.0 0.025 17.0 0.5 4.546

31 4.019 1.0 0.0 0.0 0.025 17.0 0.5 10.0

32 3.982 1.0 0.0 0.0 0.025 13.0 0.5 7.59

TABLE 4.1: Bayesian optimization on trip duration prediction
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1. Route features:

• Distance is the most important feature for splitting.

• Tertiary is the 4th important feature for splitting.

• Secondary is the 5th important feature for splitting.

• Trunk is the 6th important feature for splitting.

• nTrafficSignals is the 11th important feature for splitting.

• Residential is the 15th important feature for splitting.

2. Spatial features:

• Pickup latitude is the 7th important feature for splitting.

• Dropoff latitude is the 8th important feature for splitting.

• Pickup longitude is the 9th important feature for splitting.

• Dropoff longitude is the 10th important feature for splitting.

• Direction is the 14th important feature for splitting.

• Jfk dist is the 13th important feature for splitting.

3. Temporal features:

• Pickup day is the 2nd important feature for splitting.

• Week of the year is the 3rd important feature for splitting.

• Pickup hour is the 12th important feature for splitting.

Based on the features’ importance, route features contribute the most in trees splitting

and dividing data into smaller subgroups for the regression task. The route characteris-

tics, including distance, road type, and traffic signals, help the model to reduce the loss.

From temporal features, pickup day and week of the year are among the top three features.

Among the spatial features, pickup and dropoff information (longitude and latitude) are

among the top ten features for splitting.

After training the model on the training set, the model’s performance is evaluated on

unseen data (test set) to report the capability of the model for prediction on the unseen data

points. The prediction results for the test set are available in the table 4.2.
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R2 RMSE

0.9995 5.8036

TABLE 4.2: Evaluation results on test set

The R2-score is very close to one and shows the model’s ability to explain the variance

in the test set. The RMSE loss for the test set is low, and the model can accurately predict

the trip duration. The huge number of trees in gradient boosting trees helps the model

to be able to explain the high variance in target value. The trained model is regarded as

a function that takes a trip, including the pickup and dropoff information (longitude and

latitude) and the request time. As output, it returns the trip duration for a specified trip. It

is used in our ridesharing model to calculate the trip duration for passengers, denoted by

φ̂p.q in simulation.

4.3.2 Results of trip cost prediction

Here we aim to train a model for cost prediction. As mentioned earlier, we calculated the

trip duration by the function φ̂p.q, added to features and used in trip cost prediction. The

size of the training set, validation set, and test set is the same as trip duration prediction.

First, we define a boundary for each of the hyperparameters and Bayesian optimization

search to find the optimal hyperparameters from the bounded search space. The learning

rate boundaries are 0.025 and 0.5, the feature fraction and the bagging fraction are bounded

between r0,1s. The regularization coefficients, λL1 and λL2 , can take values between 1 and

5. The depth of the tree takes a value between 13 to 17, and the bagging frequency could

vary between 1 to 10. In the following table, results for Bayesian optimization are provided,

and the one with minimum loss is selected as the optimal hyperparameters for training the

model.

In table 4.3, Bayesian optimization is used to find the optimal hyperparameters for the

model. Iteration number 17 has the minimum loss and is selected as the optimal hyper-

parameters. The gradient boosting is trained on the training set, and here we can see the

validation set and train set loss during the training procedure.
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iter loss feature fraction λL1 λL2 LR depth bagging frequency

1 4.139 0.5205 2.049 2.944 0.4525 13.48 2.535

2 4.066 0.9701 2.997 1.678 0.2348 14.98 1.791

3 3.986 0.6371 3.3 0.4016 0.04336 15.7 2.686

4 4.096 0.9697 4.356 1.791 0.2947 16.52 5.072

5 4.039 0.8525 3.981 4.719 0.1693 16.64 5.5

6 4.028 0.5194 1.336 0.582 0.1599 14.96 7.815

7 3.995 0.8534 2.64 4.351 0.03592 14.23 2.515

8 4.036 0.713 3.884 2.672 0.1635 14.89 7.059

9 4.04 0.6277 3.202 3.754 0.2022 13.63 9.341

10 4.047 0.993 0.5259 4.569 0.1726 14.9 9.381

11 4.158 0.9364 0.2751 4.832 0.4788 13.28 5.325

12 4.026 0.755 1.843 2.172 0.1569 14.26 6.525

13 4.087 0.6994 1.488 3.371 0.2804 16.8 5.218

14 4.026 0.6269 0.9706 4.516 0.1912 15.71 5.414

15 4.034 0.853 1.536 0.4828 0.1487 14.28 7.365

16 4.087 0.6327 0.6327 1.33 0.2994 14.77 7.747

17 3.966 0.5 5.0 5.0 0.025 13.0 1.0

18 3.973 0.5 5.0 5.0 0.025 17.0 1.0

19 3.975 0.5 0.0 0.0 0.025 17.0 1.0

20 3.985 0.5 5.0 5.0 0.025 13.0 5.69

21 3.978 0.5 0.0 0.441 0.025 13.0 10.0

22 3.98 0.5 5.0 5.0 0.025 17.0 10.0

23 3.976 0.5 5.0 0.0 0.025 13.0 1.0

24 3.976 0.5 5.0 0.0 0.025 13.0 10.0

25 3.968 0.5 0.0 5.0 0.025 17.0 1.0

26 3.977 0.5 0.0 0.0 0.025 17.0 10.0

27 3.972 0.5 0.0 0.0 0.025 13.0 1.0

28 3.973 0.5 5.0 0.0 0.025 17.0 10.0

29 3.975 0.5 5.0 0.0 0.025 17.0 1.0

30 3.975 0.5 5.0 5.0 0.025 13.17 10.0

31 3.977 0.5 2.175 0.0 0.025 14.11 5.125

32 3.971 0.5 0.0 5.0 0.025 13.0 1.0

TABLE 4.3: Bayesian optimization on trip cost prediction
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FIGURE 4.21: Train set and validation set loss for cost prediction

One of the main advantages of a tree-based learning algorithm for both continuous

(regression) and discrete (classification) prediction is that they are hard to over-fit. In our

training process, train loss and validation loss decrease, and the model is not over-fitted

to the training set. After training the gradient boosting trees for the cost prediction task,

features importance is discussed to indicate the top fifteen features that contribute most in

trees forming.

1. Route features:

• Distance is the most important feature for splitting.

• Duration is the 2nd important feature for splitting.

2. Spatial features:

• Pickup latitude is the 3rd important feature for splitting.

• Dropoff latitude is the 5th important feature for splitting.

• Pickup longitude is the 6th important feature for splitting.

• Dropoff longitude is the 7th important feature for splitting.

• Jfk dist is the 4th important feature for splitting.
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• Direction is the 14th important feature for splitting.

• Delta longitude is the 9th important feature for splitting.

• Delta latitude is the 10th important features for splitting.

• Lga dist is the 11th important features for splitting.

• Sol dist is the 13th important features for splitting.

3. Temporal features:

• Pickup hour is the 8th important feature for splitting.

• Pickup day is the 12th important feature for splitting.

• Pickup year is the 15th important feature for splitting.

The two most important features are the trip distance and trip duration. It is important

to note that the route characteristics, including tertiary, secondary, trunk, nTrafficSignals,

and residential, are encoded in trip duration, and the model eliminates them in splitting.

The model is evaluated on the test set, and the results are available is table 4.4.

R2 RMSE

0.8548 3.6954

TABLE 4.4: Prediction result for trip cost

The RMSE is relatively low, which shows that the trained trees can predict the trip cost

accurately. The other evaluation metric R2 shows the trees’ ability to explain the variance

of the target feature (trip cost) in the test set. The trained model used to predict the trip cost

is denoted as Ĉp.q, which takes a trip and returns the trip cost.

Two important functions in ridesharing simulation are approximated in this chapter. In

the next chapter, we define the simulation environment, and both cost function and duration

function are used to indicate the trip cost and trip duration on the edges of the city network.

Dijkstra’s shortest path algorithm is used to calculate the shortest travel time for a trip.

These two functions help us to capture the dynamics in the city network with respect to cost

and duration. Both functions play an important role in providing an accurate simulation for

ridesharing.
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Chapter 5

Ridesharing Simulation

During this chapter, our ridesharing approach is simulated using NYC yellow-cab data.

To run the simulation, we first provide the algorithm for our ridesharing procedure based

on chapter 3 and afterward prepare the data for simulation. As [90] mentioned, the static

case results for ridesharing is an upper bound for results in the dynamic case. Based on

this observation, instead of forecasting future demand, we assume that a perfect model

is available and forecast the exact demand for the near future (within 10 minutes from

processing time). In the remaining of this chapter, we provide the exact algorithm for our

ridesharing approach in section 5.1, and afterward, we provide the simulation environment

details from both spatial and temporal perspective in section 5.2 and finally in section 5.3,

we present the simulation results for our ridesharing approach. In section 5.3, the different

aspects of adaptive waiting time and its influence on the matching rate in the simulation are

investigated.

5.1 Ridesharing Algorithm

In this section, we provide our ridesharing algorithm for a defined time horizon T on a one-

minute interval. In our ridesharing algorithm, the inputs are ε , Gm,n, Ĉp.q, and φ̂p.q which

are detour flexibility, city network, cost function and duration function. The algorithm

output is a set of matched passengers who share their ride during the time horizon. In

this work, to mimic dynamic ridesharing’s online nature, data is streamed in a discretized

manner (one-minute interval), and future demands are just used to calculate waiting time
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for passengers.
Algorithm 3: Ridesharing algorithm

input : - The city network Gm,n with size mˆn

- A detour flexibility factor (ε)

- Ĉp.q as the cost function

- φ̂p.q as the duration function

output: A matching set M that is iteratively updated

Data: Request set D, which is streamed over the time horizon

1 for t P t0, . . . ,Tu do
2 Calculate the trip duration between adjacent vertices in Gm,n based on their

centers’ longitude and latitude at time t.

3 Add the unmatched passengers from Πt´1 to Πt , Πt ÐΠt´1.

4 calculate trip duration for P“ tri P D|ti “ tu by Dijkstra’s algorithm.

5 Calculate the optimal waiting time for P“ tri P D|ti “ tu based on equation 5.

6 Indicate the leaving candidate as follows: Lt “ tri PΠt |ti`wi “ tu.

7 Create the passengers’ graph Gp and add edges for feasible matches.

8 Construct matching Mt using greedy approach in algorithm 1 and remove

matched passengers from Πt .

9 M ÐMYMt

At each iteration, the ridesharing algorithm updates the weights on the city network

based on the trip duration, from the vertex’s center to an adjacent vertex’s center. After-

ward, the shortest path (in terms of duration) is calculated using Dijkstra’s algorithm and

thus added to features for each request. By knowing the shortest trip path, the upper bound

for waiting time is calculated, and subsequently, the optimal waiting time is calculated and

added to features by equation 5. The leaving candidate set is defined afterward as the set of

passengers in the passengers’ pool, whose waiting time has elapsed and are now ready to

match. After creating the passengers graph, the greedy algorithm 1 finds a matching set M

on it. Adjacent vertices in M accomplish a ride together.

5.2 Simulation Environment

We explained the ridesharing algorithm in the last section, and in this section, we describe

the simulation environment precisely. By the simulation environment, we mean all the
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factors that shape the ridesharing, including the detour flexibility factor, the city graph

Gm,n, D, which represents requests, and time horizon T . First, we define the requests set D.

We consider the NYC yellow-cab data for our simulation [93]. We have selected our data

from January 2012 for the simulation. The dataset consists of more than 14 million ride

requests.

FIGURE 5.1: Number of requests per day in January 2012

In figure 5.1, January 26th is observed as the busiest day with 557203 trip requests. We

select the January 26th data for the ridesharing simulation, and we eliminate the other days

and explore it more. To observe the hourly change in the number of requests, the number

of requests over time is plotted and shown in figure 5.2.
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FIGURE 5.2: Number of requests over hours in January 26th

The number of requests is significantly varying over the hours. On January 26th, which

is a Sunday, the rush hours were in the late hours between 18 to 23, with more than 30000

requests per hour, and the lowest number of requests belonged to Sunday early morning

between 5 and 6 with less than 5000 requests. This variation in the number of requests

would reveal the importance of critical mass in ridesharing. In our experiments, ridesharing

works for T “ 1440, which covers a whole day in one-minute intervals. After defining

the temporal aspects of the simulation environment, we present the spatial aspects of the

ridesharing simulation. The spatial aspects of ridesharing define the geographical area

where ridesharing can occur.

To define the spatial aspect, first, we plot the distribution of longitude and latitude for

both pickup and dropoff, and afterward, we define a rectangle on New York City, where

the ridesharing can occur. In figure 5.3, we observe the distribution of longitude (green

distribution) and latitude (purple distribution) for pickup (top) and dropoff (bottom).
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FIGURE 5.3: Longitude and latitude distribution for pickup and dropoff

We define a rectangle with an area of 44 km2. The square is defined on latitude between

40.7 and 40.8 (length equal to 11 km) and longitude between ´74.1 and ´73.96 (length of

4 km). We define the dataset D as the set of the inner rectangle trips which includes 356049

ride requests. The figure 5.4, shows the number of inner rectangle requests over hour. We

observe the same pattern in figure 5.2.
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FIGURE 5.4: Number of requests in ridesharing rectangle

We define the city network Gm,n on the rectangle by partitioning the rectangle into

100mˆ 100m square using 110ˆ 40 square tile. In other words, the city network is a

rectangle partitioned to square and denoted by G110,40. We assume that the trips in each

square are identical in spatial terms and come from the center of the square. The distance

between two neighbor squares (those sharing a side) is 100 meters and at each time step

t P t0, . . . ,Tu, function φ̂p.q is used to predict the trip duration between the neighbor pairs

of squares and the shortest path, in terms of travel duration calculated on G110,40 using Di-

jkstra’s algorithm, where weights represent the trip duration between squares. The distance

and duration of a path are added to features of a request, and the trip cost is then calculated

based on these features and approximated using the function Ĉp.q.
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(A) The cumulative number of requests at 2 (B) The cumulative number of requests at 6

(C) The cumulative number of requests at 8 (D) The cumulative number of requests at 10

(E) The cumulative number of requests at 13 (F) The cumulative number of requests at 19

FIGURE 5.5: Heat map of requests on city network G110,40 for six hours

In figure 5.5, the city network is visualized by plotting the cumulative number of re-

quests for six hours. As described earlier, we suppose the upcoming requests available to

calculate the optimal waiting time. For two vertices v,w PG110,40 at time t, we can calculate
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the probability of a request which comes from v and goes to w at time t (pv,w,t) by dividing

the number of request from v to w at time t by the total number of requests at time t and sub-

sequently calculate the optimal waiting time by minimizing the expected travel cost using

equation 5. It is important to measure and analyze the quality of the solution provided by

our ridesharing system. We used well-known metrics for ridesharing based on the metrics

provided by [3, 90]. Here we define the metrics that are used to analyze the quality of the

ridesharing system. To measure the performance of our ridesharing framework, we have

measured the following metrics:

1. Matched percentage

2. Reduction in total traveled distance

3. Reduction in the cumulative trip cost

4. Mean of travel overhead

5. Mean of pickup time

6. Average waiting time

The percentage of the matched passengers measures the ability of the ridesharing frame-

work. One of the environmental advantages of ridesharing is reducing the total traveled

distance by vehicles that lead to less greenhouse gas emissions. To observe our rideshar-

ing framework’s performance in reducing the total traveled distance, we calculate the total

traveled distance with and without ridesharing as follows. In the case in which passengers

travel alone, vehicles traveled distance is denoted by Lvsolo “
ř

riPD lpφiq and in the case

which sharing is allowable, the vehicles traveled distance was calculated as the sum of the

overall trips belongs to M and is denoted by Lvshared . The reduction in vehicles traveled

distance is also calculated as 1´
Lvshared
Lvsolo

.

From the passengers’ perspective, ridesharing can reduce the traveling cost. Cumula-

tive cost is calculated with and without ridesharing to observe our model’s performance in

cost reduction. The cumulative cost is the cost that all the passengers in D paid to travel

from their origins to destinations. In the case that passengers traveled alone, the cumula-

tive cost denoted by Csolo “
ř

riPDCpφi, tiq and in the case that passengers can share their

rides, Cshared is equal to the sum of the cost for overall path in sharing. The reduction

in cumulative trip cost is calculated as 1´ Cshared
Csolo

. The average travel duration in the case
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which passengers travel solo is denoted by Dursolo “

ř

riPD |φi|

|D| and in the case that shar-

ing is allowable it is equal to the average of travel time from sending request to reach the

destination, and it is denoted by Durshared . The mean of travel overhead is calculated as

Durshared ´Dursolo. The average waiting time is equal to the average of assigned waiting

time and is denoted by w̄ “
ř

riPD wi

|D| . The mean of pickup time is equal to mean of the

time that passengers wait before picked up by a vehicle. These three metrics measure the

deviation of passengers from their shortest path.

In this thesis, the simulation runs for different values of ε from 0.3 to 0.8 to observe the

detour flexibility factor’s effects. Detour flexibility factor plays a crucial role in ridesharing,

large epsilon leads to larger detour from the shortest path which can be divided to waiting

time and actual trip path and in this way increase the chance of finding a ride, but at the

same time, it reduces the passenger convenience by increasing the overall trip duration. On

the other hand, for small detour flexibility factor, deviation from the shortest path is small

and subsequently leads to short scheduling flexibility, and it is hard to find a match due to

limitation in time.

5.3 Simulation Results

In this section, we provide the ridesharing simulation results and waiting time function

behavior on the defined simulation dataset explained. After analyzing the assigned wait-

ing time from temporal and spatial aspects, matching results are provided to observe our

ridesharing system’s ability to share a ride between two passengers. Before mentioning the

results, it is essential to note that our ridesharing procedure is done in an online manner on

January 26th from 00 AM to 11:59 PM; On the defined rectangle with an area of 44 km2

and for ε P t0.3,0.4,0.5,0.6,0.7,0.8u.

5.3.1 Waiting Time Function Behavior

The novelty of this work is defining an adaptive waiting time function that has used the

future demands in the near future to minimize the expected cost for the passengers. It also

encourages the riders to participate in the ridesharing system and achieve critical mass. In

this section, the waiting time calculated using algorithm 3. After calculating the waiting

time for all the requests during the data stream, we discuss the spatial and the temporal

aspects of waiting time.
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The analysis of the waiting time begins by providing the mean and the standard devia-

tion of waiting time for different values of ε in table 5.1. Based on the values of the mean

and the standard deviation for ε between 0.3 to 0.8, the mean and the standard deviation

increase by increase in ε .

ε mean std

0.3 0.59646 0.75011

0.4 0.8843 0.9654

0.5 1.18871 1.18596

0.6 1.55855 1.44817

0.7 1.93007 1.69645

0.8 2.23448 1.88855

TABLE 5.1: The mean and the std of waiting time based on ε

To analysis more of the relation between ε and waiting time, the bar charts of the

waiting time values and their percentage are plotted for different values of ε and shown

in Figs. 5.6 and 5.7. The figures show that by increasing ε , the waiting time boundaries

expanded. For example, for ε “ 0.3, the waiting time is between 0 to 3 minutes, and for

ε “ 0.8, the waiting time is between 0 to 8 minutes.
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(A) Waiting time bar chart for ε “ 0.3 (B) Waiting time bar chart for ε “ 0.4

(C) Waiting time bar chart for ε “ 0.5 (D) Waiting time bar chart for ε “ 0.6

FIGURE 5.6: Waiting time bar chart for ε between 0.3 to 0.6

(A) Waiting time bar chart for ε “ 0.7 (B) Waiting time bar chart for ε “ 0.8

FIGURE 5.7: Waiting time bar chart for ε between 0.7 to 0.8

The bar charts in Figs. 5.6 and 5.7 are briefly discussed here. For ε “ 0.3 in figure 5.6a,

the waiting time range varies between 0 to 3, and waiting time for more than 50 percent

of passengers is equal to zero. As ε increases, the number of passengers with waiting time
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equal to zero decreases, and in figure 5.7b, around thirty percent of the passengers have

a waiting time equal to zero. To better understand the temporal behavior of waiting time

function, the error bar, which includes mean and std of the waiting time, is plotted hourly

for ε between 0.3 to 0.8, and the observed results are discussed here.

FIGURE 5.8: Hourly waiting time mean and std for ε “ 0.3

In figure 5.8, the mean and standard deviation of waiting time are plotted hourly, and

here we mention our observation. First, the mean of waiting time shows a pattern related

to the number of requests. In other words, for hours with a higher number of requests,

the waiting time is relatively higher. It is since waiting in rush hour can lead to finding

a good match as a significant number of requests comes available over time. We observe

this pattern for rush hours between 0 to 2 and 18 to 23. For hours with a small number of

requests, the waiting time is relatively shorter, for the waiting in unbusy hours cannot lead

to finding a match in a short period.

Next, the error bars are plotted for ε between 0.4 to 0.8, and we discussed the waiting

time behavior over the hour.
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FIGURE 5.9: Hourly waiting time mean and std for ε “ 0.4

FIGURE 5.10: Hourly waiting time mean and std for ε “ 0.5
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FIGURE 5.11: Hourly waiting time mean and std for ε “ 0.6

FIGURE 5.12: Hourly waiting time mean and std for ε “ 0.7
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FIGURE 5.13: Hourly waiting time mean and std for ε “ 0.8

In Figs. 5.9 to 5.13, We observe that by increasing ε from 0.4 to 0.8, the waiting time

increased in average and standard deviation. For hours with a relatively smaller number of

requests, we observe that increasing the ε leads to moving from a V-shaped behavior to a

U-shaped behavior in those hours. It is important to note that the short waiting time is a

double-edged sword that can occur for two reasons. First, the current passengers pool is

rich enough to give us a good match and minimize the expected cost. Second, the passen-

gers pool is poor and will remain poor, resulted by the small number of requests that appear

in the system. In matching results, we look into the behavior of waiting time and its conse-

quences on the matching rate, which is to be discussed shortly, but before that, the waiting

time values are plotted on the city network G110,40 to observe the spatial distribution of

waiting time.

105



(A) Waiting time heatmap for ε “ 0.3 (B) Waiting time heatmap for ε “ 0.4

(C) Waiting time heatmap for ε “ 0.5 (D) Waiting time heatmap for ε “ 0.6

(E) Waiting time heatmap for ε “ 0.7 (F) Waiting time heatmap for ε “ 0.8

FIGURE 5.14: Mean of the waiting time on G110,40 for ε between 0.3 to 0.8

In figure 5.5, We observe a tendency towards zero waiting time in the border of the city

and also on the border of Central Park. It is important to note that the mean of waiting time

for grids is smooth in a small neighborhood, which shows the spatial dependency between

neighborhoods. In figure 5.5, we calculate the mean of waiting time, based on waiting

times related to each cell in the city network G110,40 and subsequently, the average over
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the hours which as mentioned earlier reveals different patterns due to the different request

flows. It is also important that a better representation of spatial dependency should consider

both the pickup and dropoff information and in figure 5.5, only the pickup information is

considered.

5.3.2 Matching Results

Here we provide the matching results using greedy algorithm 1 to demonstrate the ability

of our ridesharing approach to help passengers to accomplish a trip together. In this work,

the matching rate is defined as the percentage of passengers who matched to share their

rides. The ability of our ridesharing procedure is measured as follows; first, we calculate

the matching rate for different values of ε between 0.3 to 0.8, and second, the matching

rate is calculated over hours to be able to understand the effect of the number of requests

in matching rate.

FIGURE 5.15: Overall matching rate for ε between 0.3 to 0.8

In figure 5.15, the overall matching rate over the time horizon is shown for different val-

ues of ε . The matching rate for ε “ 0.3 is 0.415 and shows that even for small scheduling

flexibility in rich (in terms of the number of requests) and bounded area, our ridesharing

approach can match more than 40 percent of the passengers. The matching rates for ε

between 0.4 to 0.8 are 0.538, 0.66, 0.752, 0.806 and, 0.86, respectively. As we can ob-

serve, the matching rate slope decreased over time, which shows the system saturated. This

phenomenon shows that in ridesharing, it is hard to match some of the passengers even by

increasing the trip duration by 80%. By matching 86% of the passengers using ε “ 0.8,
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less than 50000 of the passengers remained unmatched and needed to travel alone, and

more than 306202 of the passengers could share their ride, and it has led to enormous

environmental impact which we discuss later.

The hourly matching rate for ε “ 0.3 shown in figure 5.16, and it shows a strong de-

pendence between the number of requests and matching rate. The matching rates for 5 and

6 in the morning are 11% and 9%, respectively. By increasing the number of requests, the

matching rate increased, and the maximum matching rate belongs to 11 in the morning,

January 26th, with around 50% of passengers matched.

FIGURE 5.16: Hourly matching rate for ε “ 0.3

In figure 5.17, the matching rate for different values of waiting time is shown for ε “

0.3. The matching rate for waiting time equal to zero is low and less than 20%. On the

other hand, the matching rate for waiting time equal to one, two, and three are higher and

more than 60%. Figure 5.17 illustrates the ability of the waiting time function to assign

waiting time equal to zero in the case that finding a match is hard based on the upcoming

request, spatial and temporal aspects of the concerned request and also ε .
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FIGURE 5.17: Matching rate on waiting time for ε “ 0.3

The same approach is used to visualize the hourly matching rate and matching rate

based on waiting time for ε between 0.4 and 0.8. In figure 5.18, Hourly matching rate for

ε “ 0.4 is shown. The overall matching rate for ε “ 0.4 is 53.8%, and the matching rate is

increased by 12.3% compared to ε “ 0.3, and the effects are visible in the hourly matching

rate. By increasing the ε from 0.3 to 0.4, the matching rate is doubled at the unbusy hours (5

and 6) and reaches to 22%. It is also important to note that the matching rate for busy hours

(more than 13000 requests) is more than 50%, and the maximum matching rate belongs to

10 in the morning, with 65% of passengers matched and accomplish a ride together.

FIGURE 5.18: Hourly matching rate for ε “ 0.4

The matching rate versus waiting time is plotted and shown in figure 5.19. By in-

creasing ε from 0.3 to 0.4, the matching rate for passengers with waiting time equal to 0

increased from 19% to 22%. Furthermore, 89% of the passengers with waiting time equal
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to 4 got matched. The matching rate for waiting time equal to 1, 2, and 3 is 78, 82, and 86,

respectively.

FIGURE 5.19: Matching rate on waiting time for ε “ 0.4

Next, the hourly matching rate is plotted in figure 5.20, in which the overall matching

rate is 66%. The matching rates for 5 and 6 in the morning, which has the lowest number

of requests are 23% and 22%, respectively. The matching rate for these hours increased

2% and presented that the matching is saturated and that it is hard to find a match even by

increasing the scheduling flexibility (ε). As the matching rate for busy hours (more than

13000 requests) passed 60%, it showed a significant improvement compared to ε “ 0.4.

The increase in overall matching rate and also hourly matching rate indicate the importance

of scheduling flexibility (ε) in matching and scheduling process.

FIGURE 5.20: Hourly matching rate for ε “ 0.5
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In figure 5.21, the matching rate is shown for different values of waiting time. The

matching rate for waiting time between 0 and 5 is 0.33, 0.92, 0.89, 0.85, 0.78 and 0.87,

respectively. It is important to note that compared to ε equal to 0.4, the matching rate

increased by 11%; on the other hand, the number of passengers with waiting time equal to

0 decreased from 163783 to 145980.

FIGURE 5.21: Matching rate on waiting time for ε “ 0.5

This phenomenon suggests that an increase in the value of ε leads to longer scheduling

flexibility, which can be divided between detour from the shortest path and waiting time. As

a result, by increasing ε , the number of passengers with waiting time equal to 0 decreases

from 195826 (ε “ 0.3) to 145980 (ε “ 0.5). At the same time, the number of matched

passengers for waiting time equal to 0 increased from 38165 (ε “ 0.3) to 49330 (ε “ 0.5).

In figure 5.22, the hourly matching rate is shown, and the pattern for the matching rate

is similar to the hourly matching rate for ε “ 0.5. The maximum matching rate is 0.86 at

19 and is followed by two peaks at 22 and 23 by 0.82 and 0.79 matching rate, respectively.

The minimum matching rates occur at 5, and 6 with 0.24 and 0.23 of the passengers getting

matched. The number of matched passengers increased from 234992 to 267748. While,

at 5 and 6, the number of matched passengers only increased by 16, which shows the

importance of critical mass in the formation of sharing economy.
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FIGURE 5.22: Hourly matching rate for ε “ 0.6

FIGURE 5.23: Matching rate on waiting time for ε “ 0.6

The matching rate based on the waiting time for ε “ 0.6 is shown in figure 5.23. For

waiting time equal to 0, the matching rate increases to 53%, while reaching to the lowest

matching rate among different waiting times. It is important to note that even for large

scheduling flexibility (ε “ 0.6), 47% of the passengers with waiting time equal to 0 cannot

find a match and therefore accomplish their trip alone. The maximum matching rate is for

waiting time equal to 6, where 3352 requests out of 3565 find a match and share their ride

with a passenger.

The hourly matching rate for ε “ 0.7 is shown in figure 5.24. The matching rate for

busy hours is around 80%, and we observe peak at 1, 9, 10, 19, 22 and, 23 with a matching

rate equal to 84%, 86%, 90%, 90%, 86%, and 84%, respectively. It is important to note that

the matching procedure is saturated for unbusy hours (5, 6), where the number of matched
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passengers increased by 8 by increasing ε from 0.6 to 0.7. At 4 and 7, we observe the same

pattern as 5 and 6; the matching rate for these hours started at 32% and 31% for ε “ 0.4. It

monotonically increased up to 36% and 37% for ε “ 0.7.

FIGURE 5.24: Hourly matching rate for ε “ 0.7

In figure 5.25, the matching rate is plotted for values of the waiting time, which varies

between 0 to 7. The matching rate for passengers with waiting time equal to zero is 52%.

The matching rate for the passengers with waiting time equal to 5 is 97%, which is followed

by 95% and 94.9% for waiting time equal to 6 and 4, respectively. It is important to note

that the matching rate among passengers with waiting time greater than 0 is more than

93%, which indicates the ability of the waiting time function to increase the number of the

matched passengers by defining the exact moment in which they should be matched.

FIGURE 5.25: Matching rate on waiting time for ε “ 0.7
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Before providing the consequences of matching procedure on passenger trips (mean of

increase in travel duration, mean of increase in pick up time) and also environmental conse-

quences (the reduction in the total traveled distance), we provide the hourly matching rate

and matching rate based on waiting time for ε “ 0.8. In figure 5.26, the hourly matching

rate is shown, and we observe the same pattern as the previous figure for the hourly match-

ing rate. The overall matching rate reached 86% on ε “ 0.8, and 306204 out of 356049

passengers found a match, and only 49845 passengers accomplished their rides alone.

FIGURE 5.26: Hourly matching rate for ε “ 0.8

In figure 5.27, we show the matching rate for different values of waiting time. When

ε “ 0.8, the passengers’ waiting time can vary between 0 to 8. For ε equal to 0.8 which

means that the scheduling flexibility of the passengers in equal to 80% of the shortest path,

the matching rate for waiting time equal to 0 is 52% and 48% of the passengers with waiting

time equal to 0 need to accomplish their ride alone.
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FIGURE 5.27: Matching rate on waiting time for ε “ 0.8

Our observation shows that passengers with short travel time (less than 5 minutes) are

hard to match and obtain a waiting time equal to zero, specifically on the unbusy hours.

On the other hand, passengers with relatively long trip duration (more than 15 minutes) are

easily matched and obtain larger value for their waiting time.

Here we provide the results of our experiments on the overall passenger experience. To

measure the trip experience for passengers, we calculate the mean of waiting time, the mean

of pickup, the mean of travel overhead, and total reduction in trip cost using ridesharing.

Besides that, to observe the environmental contribution of ridesharing, the reduction in

total traveled distance is calculated and reported based on the value of ε . It is important to

note that in the case in which two passengers are allowed to share their ride, even if their

pickup and dropoff locations are identical, the actual travel path is reduced by 50% and is

the upper bound for the reduction in the actual travel path.

ε Matching rate
Mean of waiting

(in minutes)

Mean of pickup

(in minutes)

Mean of travel overhead

(in minutes)

0.3 0.415 0.5964 0.9084 2.4384

0.4 0.538 0.8843 1.1703 3.0603

0.5 0.66 1.1887 1.6187 3.5787

0.6 0.752 1.5585 2.1715 4.334

0.7 0.806 1.93 2.724 5.478

0.8 0.86 2.234 3.162 6.157

TABLE 5.2: Trips characteristics based on ε
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In table 5.2, the trip characteristics are provided. The mean of waiting represents the

mean of waiting time for all the passengers. The mean waiting time is started at 0.5964 for

ε “ 0.3 and then increased to 2.234 for ε “ 0.8. The mean of pickup represents the mean

of overall waiting before vehicle arrival (including waiting time and pickup delay). It is

started by 0.9084 for ε “ 0.3 and increased to 3.162 for ε “ 0.8. Having the mean travel

overhead, we can calculate the mean of difference between traveling on the shortest path

and traveling using ridesharing. Travel overhead includes waiting time, pickup delay, and

detour from the shortest path. It is started at 2.4384 for ε “ 0.3 and increased to 6.157 for

ε “ 0.8. In our simulation, 41% of the passengers can share their ride by increasing the

duration of their trips by the average of 2.4384 minutes, and by increasing ε to 0.8, 86%

of the passengers can share their ride by extending their trip duration by 6.157 minutes on

average.

ε Reduction in total traveled distance Reduction in Total cost

0.3 0.045 0.038

0.4 0.069 0.0573

0.5 0.1122 0.09826

0.6 0.1429 0.1211

0.7 0.18135 0.1533

0.8 0.215 0.18732

TABLE 5.3: Reduction in total traveled distance and total cost

When two people accomplish a trip together, their trip cost is split between them equally

and must be less than or equal to the case that they travel alone. In table 5.3, the reduction

in total traveled distance, and the reduction in total cost are calculated based on ε , which

varies between 0.3 to 0.8. In the case that passengers travel alone, the total traveled distance

is 615771.23 km. For ε “ 0.3, the total traveled distance reduces by 4.5%, meaning that

it is 27709 km less, and the total reduction in cost is 3.8%. By increasing the ε to 0.4, the

total traveled distance reduces by 6.9% and causes saving 42488 km in the total traveled

distance while the total cost is reduced by 5.73%. For ε “ 0.5, with increasing 3.5787

minutes in trip duration, 11.22% of the total traveled distance is saved (69089.5 km). It

leads to a reduction in the total cost by 9.826%. For ε equal to 0.6, the total traveled

distance is reduced by 14.29% (87993.7 km), while it reduces the total cost by 12.11%. By
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increasing ε to 0.7, the total traveled distance is reduced by 18.135% (111670.1 km), and

the total cost is reduced by 15.33%. For ε “ 0.8, the total traveled distance is reduced by

21.5% (132390.8 km), decreasing the total cost by 18.732%.
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Chapter 6

Conclusion and Future Work

Sharing is a basic behavior in humankind, and it dominated the hunter-gatherer societies.

As the size of societies increased, the sharing behavior narrowed to intimate societies like

families, neighbors, and friends. During the information revolution and by the creation of

cyberspace, the modern human found a new opportunity for their social experience. During

the past 30 years, individuals have formed a new form of identity known as online identity,

leading to a safe communication within individuals in cyberspace. By the emergence of

smartphones in the late 2000s and inclusion of internet, GPS, and other technologies in

smartphones, the sharing became popular to conduct sharing on the cyberspace according

to the online identity. During the past 10 years, the sharing economy has gained lots of

attention. It has been implemented in different markets, from lodging in Airbnb to trans-

portations like Uber, Lyft, and Didi.

After the industrial revolution, the human population moved from rural areas to urban

areas, and for the first time in 2007, the urban population exceeded the rural population

[76]. In the urbanized area with a high population density, people created a massive dy-

namic of movements based on their transportation needs. Using vehicles was one of the

dominant transportation modes. This popularity of using vehicles has led to heavy con-

gestion during the rush hours in the road network, which results in individual, social, and

environmental costs. In 2017, 8.8 billion hours were wasted in congestion just in the United

States, and besides that, it caused 3.3 billion gallons of fuel wasted [83]. Human consump-

tion behavior is shifting towards environmental consciousness and sustainability, which

leads to considering sharing as an alternative solution for owning; the same pattern of be-

havior occurs in transportation. The efficient use of empty seats in vehicles can reduce
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the number of vehicles in the road network, which is beneficial on individual, social and

environmental levels.

The concept of sharing a ride started in the United States in an offline manner during

World War II to reduce the consumption of resources. The ridesharing concept remained

marginalized until the 21st century when it initially began to mature by the emergence of

necessary technologies in smartphones for the implementation of online ridesharing. In

online ridesharing, the decision-maker needs to respond in a short time, usually in a few

minutes, to handle requests in an online manner. In this thesis, we extensively review the

state-of-the-art works in ridesharing. We introduced our ridesharing system in the case that

passengers are willing to increase their trip time by a fixed flexibility factor (ε). We also

introduced the concept of adaptive waiting time, which divides the increased trip duration to

waiting time and detour from the shortest path in order to minimize the passenger expected

cost with respect to ε and spatial and temporal characteristics of the request.

Next, we designed a simulation to observe the performance of our ridesharing approach

in practice. The simulation environment is a rectangle with an area of 44 km2, and we con-

sidered all the request comes and goes to this rectangle in NYC on January 26th, which

includes 356049 requests. The data is streamed in one-minute intervals (1440 slots for a

day), and at each slot, a set of new requests were revealed. The optimal waiting time is then

calculated based on future demand, and passengers were added to the passengers pool to be

matched when their waiting time elapsed. The simulation is repeated for different values

of ε varied between 0.3 and 0.8, and we provide the results in a mean of trip characteristic.

Based on our simulation results for epsilon equal to 0.6, 75.2% of the passengers can share

their ride if their trip duration was increased 4.334 minutes on average. It leads to a reduc-

tion in the overall cost by 12%. It also reduces the vehicles’ overall traveled distance by

14.29%. Our observation shows that the adaptive waiting time concept makes the passen-

gers’ graph dense, and even with a naive matching procedure, it is able to match up to 86%

of the passengers. One way to enhance the reduction, both in the total traveled distance and

in total cost, is to use a non-greedy matching algorithm that could use the passenger graph

efficiently.

The future direction for ridesharing is vast, and the authors proposed to investigate the

following area for research:

1. Expanding the k-server problem for the ridesharing setting:

• In the Uber-problem, a request has a pickup and dropoff, and a server needs to
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move from pickup to dropoff.

• In Serversharing-problem setting, each request is a set of pickup and dropoff

locations, and the server needs to move based on their order to serve all the

requests in a set (matched passenger).

2. Find the optimal policy for vehicles routing using reinforcement learning:

• Using reinforcement learning can lead to finding the optimal policy in order to

satisfy the requests and minimize the vehicles’ total traveled distance.

3. Developing machine learning technique to solve minimum weight maximal match-

ing:

• The problem isNP , and finding the exact solution is computationally intractable.

• The graph-based machine learning approach can lead to finding a competitive

solution in a short time.

4. Developing machine learning models for pickup-dropoff prediction:

• Massive data set with millions of ride requests available for training potent

machine learning models.

• Integrating future requests in decision making can lead to a better solution and

has recently achieved much attraction from the ML community.

5. Using the adaptive waiting time as the insertion process in the online algorithm for

ridesharing.
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