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Abstract

Novel Approaches to Preserving Utility in Privacy Enhancing Technologies

Meisam Mohammady, Ph.D.

Concordia University, 2020

Significant amount of individual information are being collected and analyzed today through a

wide variety of applications across different industries. While pursuing better utility by discovering

knowledge from the data, an individual’s privacy may be compromised during an analysis: corpo-

rate networks monitor their online behavior, advertising companies collect and share their private

information, and cybercriminals cause financial damages through security breaches. To this end,

the data typically goes under certain anonymization techniques, e.g., CryptoPAn [Computer Net-

works’04], which replaces real IP addresses with prefix-preserving pseudonyms, or Differentially

Private (DP) [ICALP’06] techniques which modify the answer to a query by adding a zero-mean

noise distributed according to, e.g., a Laplace distribution. Unfortunately, most such techniques

either are vulnerable to adversaries with prior knowledge, e.g., some network flows in the data, or

require heavy data sanitization or perturbation, both of which may result in a significant loss of data

utility. Therefore, the fundamental trade-off between privacy and utility (i.e., analysis accuracy) has

attracted significant attention in various settings [ICALP’06, ACM CCS’14]. In line with this track

of research, in this dissertation we aim to build utility-maximized and privacy-preserving tools for

Internet communications. Such tools can be employed not only by dissidents and whistleblowers,

but also by ordinary Internet users on a daily basis. To this end, we combine the development of

practical systems with rigorous theoretical analysis, and incorporate techniques from various dis-

ciplines such as computer networking, cryptography, and statistical analysis. During the research,

we proposed three different frameworks in some well-known settings outlined in the following.
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First, we propose The Multi-view Approach to preserve both privacy and utility in network trace

anonymization, Second, The R2DP Approach which is a novel technique on differentially private

mechanism design with maximized utility, and Third, The DPOD Approach that is a novel frame-

work on privacy preserving Anomaly detection in the outsourcing setting.
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Chapter 1

Introduction

1.1 Background

1.2 Motivation

In the last few years, various notion of privacy has emerged to provide formal privacy guarantees

against adversaries with a variety of side information. For instance, Differential Privacy aims at

limiting the risk enhancement to one’s privacy when she/he contributes her/his data to a statistical

database. This model ensures that adding or removing a single record does not significantly affect

the outcome of the sanitized algorithm. However, such sanitized data often suffers from lack of

sufficient utility when being used in different application. In this dissertation, we focus on such

trade-off between privacy and utility in sanitizing an applications. These applications could vary

from network traces, intelligent transportation systems, smart grids and smart buildings. In line

with this track of research, in this dissertation we aim to build utility-maximized and privacy-

preserving tools for Internet communications. Such tools can be deployed not only by dissidents

and whistleblowers, but also by ordinary Internet users on a daily basis.
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1.3 Objectives and Contributions

During my research, we have combined the development of practical systems with rigorous theoret-

ical analysis, and incorporated techniques from various disciplines such as computer networking,

cryptography, and statistical analysis. Specifically, we proposed three different frameworks in some

well-known settings outlined in the following. The specific problems we explore in this disserta-

tion include privacy preserving tool in both local setting (optimized application-aware mechanism

design), and outsourced setting (network trace analysis and intrusion detection system).

The Multi-view Approach. In our first work, we proposed a novel technique called Multi-view

to preserve both privacy and utility in network trace anonymization. Specifically, releasing the net-

work data flows is very important to perform network research activities, and study the behavior of

the network which is widely used in mitigating zero-day network attacks. However, organizations

are usually reluctant to share their network traces due to privacy concerns over sensitive informa-

tion, e.g., network and system configuration, which may potentially be exploited for attacks. In

cases where data owners are convinced to share their network traces, the data are typically sub-

jected to certain anonymization techniques, e.g., CryptoPAn, which replaces real IP addresses with

prefix-preserving pseudonyms. However, most such techniques either are vulnerable to adversaries

with prior knowledge about some network flows in the traces, or require heavy data sanitization

or perturbation, both of which may result in a significant loss of data utility. In this work, we aim

to preserve both privacy and utility through shifting the trade-off from between privacy and util-

ity to between privacy and computational cost. The key idea is for the analysts to generate and

analyze multiple anonymized views of the original network traces; those views are designed to be

sufficiently indistinguishable even to adversaries armed with prior knowledge, which preserves the

privacy, whereas one of the views will yield true analysis results privately retrieved by the data

owner, which preserves the utility. We formally analyzed the privacy of our solution and experi-

mentally evaluated it using real network traces provided by a major ISP. The results showed that

our approach can significantly reduce the level of information leakage (e.g., less than 1% of the
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information leaked by the state-of-the-art) with comparable utility.

The R2DP Approach. In our second work, we proposed a novel technique on differentially

private mechanism design with maximized utility. Specifically, since the meaning of data utility

in different applications may vastly differ, a key challenge is to find the optimal randomization

mechanism, i.e., the distribution and its parameters, for a given utility metric. Existing works have

identified the optimal distributions in some special cases, while leaving all other utility metrics

(e.g., machine learning and social networking utility metrics) as open problems. Since existing

works mostly rely on manual analysis to examine the search space of all distributions, it would

be an expensive process to repeat such efforts for each utility metric. To address such deficiency,

this work proposes a novel approach that can automatically optimize different utility metrics found

in diverse applications under a common framework. Our key idea comes from the known fact in

probability theory that, by regarding the variance of the injected noise itself as a random variable,

a two-fold distribution may approximately cover the search space of all distributions. Therefore,

we can automatically find distributions in this search space to optimize different utility metrics in a

similar manner, simply by optimizing the parameters of the two-fold distribution. Specifically, we

define a universal framework, namely, Randomizing the Randomization mechanism of Differential

Privacy (R2DP), and we formally analyze its privacy and utility. Our experiments showed that

R2DP can provide better results than the baseline distribution (Laplace) for several utility metrics

with no known optimal distributions, whereas our results asymptotically approach to the optimality

for utility metrics having known optimal distributions.

The DPOD Approach. In the final contribution, we propose a novel framework on privacy

preserving anomaly detection which has numerous applications in a very wide variety of domains

such as data cleaning, fraud detection, financial markets, intrusion detection, and law enforcement.

As identifying anomalous activities grows more sophisticated in different applications, e.g., net-

work security monitoring, IoT and online banking, there is an increasing need for outsourcing such

tasks to third-party Managed Security Service Providers (MSSP) to benefit from a more effec-

tive solution (compared to in-house solution). While pursuing better utility by outsourcing such
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tasks to MSSPs, individual’s privacy may be compromised during an analysis. While differential

privacy has emerged as a new paradigm to provide rigorous privacy protection by obscuring the

presence or absence of individual records in a dataset, unfortunately, in some applications, such in-

distinguishability property of differential privacy is in direct contradiction with many applications,

e.g., in anomaly detection which requires differentiating between anomalous and benign records.

Specifically, popular approaches to differential privacy, such as the Laplace and exponential mecha-

nisms, calibrate randomised smoothing through global sensitivity of the target non-private function.

Bounding such sensitivity is often a prohibitively complex analytic calculation especially in iden-

tifying anomalous records, with relatively larger values for some features. As an alternative, we

propose a sampler for estimating sensitivity of non-private mechanisms through a no privacy for

anomalous records policy to significantly reduce the required distortion in providing a strong level

of protection to records that are with high probability benign (results in weaker protection to those

that are most likely malicious). Since this solution requires accessing to a reliable estimate of the

distribution of the dataset to sample the sensitivity from (a naïve solution is to consider a uniform

distribution as proposed by Rubinstein et al [152]), a key challenge is to iteratively and efficiently

interact with the MSSP to construct the PDF of the sampler. Our solution for a data owner starts

with naive solution (uniform distribution; or privacy for all records), and for the MSSP to agnosti-

cally learn/update a histogram distribution over the noisy data to enable probabilistically excluding

the set of malicious records from the sensitivity sampler algorithm. We design and implement

the Differentially Private Outsourcing of Anomaly Detection (DPOD) framework, and demonstrate

on example learners how the DPOD approach adopts a naturally-relaxed privacy guarantee, while

achieving significantly more accurate releases to enable identifying anomalous activities.

1.4 Backgrounds

We review some background on differential privacy for the theoretical foundations of the DPOD

framework.
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1.4.1 Differential Privacy

We follow the standard definitions of ε-differential privacy [57, 139]. Let D be a dataset of interest

and d, d′ be two adjacent subsets of D meaning that we can obtain d′ from d simply by adding or

subtracting the data of one individual. A randomization mechanism M : D × Ω → R which is

ε-differentially private, necessarily randomizes its output in such a way that for all S ⊂ R,

P(M(d) ∈ S) ≤ eεP(M(d′) ∈ S) (1)

If the inequality fails, then at least a ε breach takes place, which means the difference between

the prior distribution and posterior one is tangible. We recall below a basic mechanism that can be

used to answer queries in an ε-differentially private way. We will only be concerned with queries

that return numerical answers, i.e., a query is a mapping q : D → R, where R is a set of real

numbers. The following sensitivity concept plays an important role in the design of differentially

private mechanisms [55].

Definition 1.4.1. The sensitivity of a query q : D → R is defined as ∆q = maxd,d′:Adj(d,d′) |q(d) −

q(d′)| [57, 139].

While strong ε-DP is ideal, utility may demand compromise. In particular, (ε, γ)-Random Dif-

ferential Privacy (RDP) offers an alternative relaxation, where the strong ε-DP holds on all but a

small γ-proportion of unlikely database pairs.

Definition 1.4.2. Randomized mechanismMq : D × Ω → R preserves (ε, γ)-random differential

privacy, at privacy level ε > 0 and confidence γ ∈ (0, 1), if P(∀S ⊂ R,P(M(d) ∈ S) ≤ eε ·

P(M(d) ∈ S)) ≥ 1− γ, with the inner probabilities over the mechanism’s randomization, and the

outer probability over neighbouring d, d′ ∈ D drawn from some P n+1.
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1.4.2 Laplace Mechanism

The Laplace mechanism [55] modifies a numerical query result by adding zero-mean noise (de-

noted as Lap(b)) distributed according to a Laplace distribution with mean zero and scale parameter

b. It has density p(x; b) = 1
2b
exp(− |x|

b
) and variance 2b2.

Theorem 1.4.1. Let q : D→ R be a query , ε > 0. Then the mechanismMq : D×Ω→ R defined

byMq(d) = q(d) + w, with w ∼ Lap(b), where b ≥ ∆q
ε

, is ε-differentially private [55].

1.4.3 Pain-Free Algorithm

A persistent requirement in all DP tools is the need to bound global sensitivity, and in many appli-

cations, from collaborative filtering [126], and Bayesian inference [45] to anomaly detection [124],

the principal challenge in ensuring differential privacy is to bound the sensitivity. Rubinstein et

al. (the Pain-Free solution) [152] develop a simple approach to approximating global sensitivity

with high probability. As shown in the following theorem, combined with generic mechanisms like

Laplace, such a sampler enables a systematic realization of privacy protection.

Theorem 1.4.2. Consider any database D of n records, privacy parameters ε > 0, γ ∈ (0, 1), sam-

pling parameters size m ∈ N, order statistic index m ≥ k ∈ N, approximation confidence 0 < ρ <

min{γ, 1/2}, and the known distribution P on D. The Pain-Free algorithm; which samples m sen-

sitivity candidates, sorts them, and picks the kth one to calibrate the Laplace mechanism; preserves

(ε, γ)-random differential privacy, where m =


log(1/ρ)

2(γ − ρ)2

, k =

m
(
1− γ + ρ+

√√√√ log(1/ρ)

2m

,

and ρ = exp(W−1(− γ
2
√
e
) + 0.5).

The derived specific expressions involve branches of the Lambert-W function, which is the

inverse relation of the function f(z) = z · exp(z). Moreover, a number of natural choices for sam-

pling distribution P could be made. In particular, the Pain-Free algorithm and its privacy guarantee

are derived by assuming a uniform distribution defined over the domain of the dataset D. However,
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the accuracy of the solution can be further boosted where a simulation process capable of approxi-

mating the actual P exists, e.g., the anomaly scores computed by an MSSP can be leveraged.

1.4.4 Notions and Notations

Database. We consider a database as a multiset of elements from a set X , which is the set of

possible values of records. In a database, we assume each record is associated with a distinct

individual. We represent a database x as a histogram in D = {y ∈ NX : ||y||1 < ∞}, where D

is the set of all possible database, N = {0, 1, 2, · · · }, and xi is the number of records in x that are

identical to i.

Anomaly Identification Algorithm. The privacy definitions and constructions we develop are not

tied to any specific anomaly definition. Specifically, DPOD relies on anomaly scores to define

the distribution of the dataset as the underlying PDF of its sensitivity sampler. Therefore, any

anomaly detection algorithm which assigns scores to the records to represent how outlying a record

is [5, 4] can be successfully leveraged into its methodology. We note that comparison between the

performance of such score-based anomaly detection algorithms is out of the scope of this work.

1.5 Utility Metrics

We review some background on utility metrics for the theoretical foundations of the R2DP frame-

work.

`p Metrics. In penalized regression, “`p penalty” refers to penalizing the `p norm of a solution’s

vector of parameter values (i.e., the sum of its absolute values, or its Euclidean length) [150]. In

our privacy-utility setting, the `p utility metric is defined as follows.

Definition 1.5.1. (`p). For a database mechanism Mq(D) the `p utility metric is defined as

E(|Mq(D)− q(D)|p)1/p.
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Usefulness. Following Blum et al. [18], the following utility metric is commonly used for machine

learning.

Definition 1.5.2. (Usefulness). A mechanismMq is (γ, ζ)-useful if, with probability 1− ζ , for any

dataset d ⊆ D, |Mq(d)− q(d)| ≤ γ.

Theorem 1.5.1. The Laplace Mechanism is (∆q
ε

ln 1
ζ
, ζ)-useful, or equivalently, the Laplace Mech-

anism is (γ, e
−γ
b(ε) )-useful [33].

Mallows Metric. The Mallows metric has been applied for evaluating the private estimation of

the degree distribution of a social network [89]. It is defined to test if two samples are drawn

from the same distribution. Given two random variables X and Y , we have Mallows(X, Y ) =

1
n

∑n
i=1(|Xi − Yi|p)1/p (similar to p-norm).

Relative Entropy (Rényi Entropy). The relative entropy, also known as the Kullback-Leibler (KL)

divergence, measures the distance between two probability distributions [39]. Formally, given two

probability distributions p(x) and q(x) over a discrete random variable x, the relative entropy given

by D(p||q) is defined as follows: D(p||q) =
∑

x∈X p(x) log p(x)
q(x)

. Further generalization came from

Rényi [146, 77], who introduced an indexed family of generalized information and divergence

measures akin to the Shannon entropy and KL divergence. Rényi introduced the entropy of order

α as Iα(p||q) = 1
α−1

log(
∑

x∈X p(x)αq(x)1−α) , α > 0 and α 6= 1.
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Chapter 2

Literature Review

2.1 Network Trace Anonymization

In the context of anonymization of network traces, as surveyed in [131], many solutions have been

proposed [153, 67, 135, 115, 127, 179, 83, 128, 44, 151]. In Figure 1, we have summarized the

scope (e.g., accepted input data, anonymization fields, etc.) of some popular tools in anonymizing

network traces. Generally, these may be classified into different categories, such as enumera-

tion [64], partitioning [154], and prefix-preserving [172, 69]. These methods include removing

rows or attributes (suppression) and generalization of rows or attributes [42]. Some of the solu-

tions [147, 142] are designed to address specific attacks and are generally based on the permutation

of some fields in the network trace to blur the adversary’s knowledge. Later studies either prove

theoretically [24] or validate empirically [29] that those works can be defeated by semantic at-

tacks. There are only two tools that can resist semantic attacks, i.e., SCRUB [179] and TCPanon.

Unfortunately, as shown in Figure 1, these two tools require heavy sanitization which render the re-

leased data less useful. We now review some important categories of network trace anonymization

methods [44].

1. Format-preserving encryption [60]. This (pseudo-)random permutation of data can map orig-

inal data to an encrypted version in the space of the original data. An example is the format
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Tool name Input Data Type Anonymized Fields Anonymization method Weaknesses  

Tcpdump  Netflow Live 

interf 

Nfdump NCSA Coralreef PCAP DAG TSH syslogs Netflo

w 

fields 

IP 

address 

port header payload Prefix-

preserving 

Permut

ation 

Truncation Precision 

Degradation 

Enumer

ation 

Highly 

sanitized      

Semantic 

attacks 

Anontool 

 [1]  
✓ ✓ ✓        ✓ ✓    ✓ ✓  ✓  ✓ ✓ 

CANINE 

         [3]  
 ✓  ✓ ✓      ✓ ✓ ✓   ✓ ✓   ✓ ✓ ✓ 

CoralReef 

[2] 
✓ ✓    ✓ ✓ ✓ ✓  ✓ ✓ ✓  

 

 ✓ ✓ ✓    ✓ 

Flaim  

[24] 
✓ ✓  ✓      ✓ ✓ ✓ ✓  

 
 ✓ ✓  ✓ ✓ ✓ ✓ 

IPsumdump 

[21] 
✓ ✓     ✓ ✓ ✓   ✓  ✓ 

 

 ✓      ✓ 

NFDUMP 

[20] 

 ✓ ✓ ✓       ✓ ✓   ✓ ✓     ✓ ✓ 

SCRUB 

[19] 
✓ ✓ ✓         ✓  ✓ ✓  ✓    ✓  

TCPanon 

[18] 
✓      ✓        ✓  ✓      

Tcpdpriv 

[17] 
✓ ✓     ✓     ✓  ✓ 

 

✓ ✓ ✓ ✓   ✓ ✓ 

Tcpmkpub 

[23] 

 

✓      ✓     ✓  ✓ ✓ ✓ ✓ ✓    ✓ 

Tcpurify 

[22] 
✓ ✓     ✓     ✓   ✓  ✓ ✓    ✓ 

Figure 1: Network trace anonymization tools and semantic attacks

preserving encryption of credit-card numbers, which facilitates compatible input for existing

devices yet provides some additional security against eavesdropping. Format-preserving en-

cryption of IP or MAC addresses is extremely desirable in network trace anonymization as

the anonymized version can be parsed by IDS or other network tools.

2. Prefix preservation [173]. Since prefixes in network traffic have special meanings, e.g., the

first 6 bytes of a MAC address field (manufacturer) or the leading bytes of an IPv4 address

(registered subnet), performing prefix preserving anonymization is highly desirable in that

context. One big problem with this method is that the frequency is preserved due to the

use of deterministic encryption, which can easily leak information about the true records

since the attacker may know some prior background information of the frequency distribu-

tion. Specifically, Naveed et al. [136] present a series of attacks that recover the plaintext

from deterministic encryption (DTE) and order-preserving encryption (OPE); using only the

encrypted column and publicly-available auxiliary information. They have considered well-

known attacks, including frequency analysis and sorting, as well as new attacks based on

combinatorial optimization.
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However, as we will show later in thus thesis, these attacks under multi-view can be success-

fully mitigated. We note that only the real view would preserve the true frequency of the

records inside the dataset. Therefore, an adversary cannot apply existing frequency-based at-

tacks as usual. Adversaries armed with some prior knowledge about frequencies can at most

(as shown in Section 4.3.2) discard some of the fake views, and the remaining views will still

be indistinguishable and render the frequency attacks difficult. To evaluate the impact of such

an attack, our experiments have been based on the frequency analysis attack of Brekene et

al. [13], which is a sophisticated attack for optimally leveraging the background knowledge

to infer results using frequency analysis.

3. Replacement [68]. This method applies a one-to-one mapping of a field to a new value of the

same type. Moreover, to provide enough flexibility replacement is often applied with regular

expressions and is suitable for both headers and full packet [103].

4. Filtering and data removal [155]. Also called as truncation and black marking, results in data

removal by overwriting it with fixed values, often zeros.

5. Generalization [153]. This function is the act of replacing a data with more general data through

partitioning (also called grouping or binning) information. For instance, TCP/UDP port num-

bers can be presented as ephemeral (≥ 1024) or non-ephemeral (< 1024).

6. Precision degradation [64]. This method is comparable with black marking, whereas by degra-

dation only the least significant information of a data field is removed. Examples include

precision degradation of timestamps to less specific values. Another example is rounding of

numeric values.

7. Enumeration [153]. is an example of collision resistant mapping which provides order preser-

vation and uniqueness. For example, applying enumeration to timestamps keeps the order

but loses precision or distance.
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8. Cryptographic permutation [24]. This function using a block cipher or hash function can be

applied to uniquely permutate network data. The security of the cryptographic permutation

depends largely on the input entropy. For instance, for very short values (e.g., 32 bit IPv4

addresses), a simple hashing is easily reversible due to lack of input entropy [23]. However,

HMACs have better resistance to chosen plain text attacks than regular hashes [23].

Remarks. When choosing anonymization primitives, it is important to ensure compatibility, and,

to some degree, meaningful transformations. Moreover, applying an anonyization method re-

quires certain actions to be taken so that a valid network packet will be recieved (by IDS), e.g.,

TCP sequence/acknowledgement numbers (if used), all relevant checksums, and IP packet

length fields should be corrected to reflect the proper data lengths [143].

As our proposed anonymization solution falls into the category of prefix-preserving solutions,

which aims to improve the utility, we review in more details some of the proposed solutions in this

category. First effort to find a prefix preserving anonymization was done by Greg Minshall [40]

who developed TCPdpriv which is a table-based approach that generates a function randomly.

Fan et al. [173] then developed CryptoPAn with a completely cryptographic approach. Several

publications [23], [147, 142] have then raised the vulnerability of this scheme against semantic

attacks which motivated query based [125] and bucketization based [148] solutions.

Among the works that address such semantic attacks, Riboni et al. [148] propose a (k,j)-

obfuscation methodology applied to network traces. In this method, a flow is considered ob-

fuscated if it cannot be linked, with greater assurance, to its (source and destination) IPs. First,

network flows are divided into either confidential IP attributes or other fields that can be used to

attack. Then, groups of k flows having similar fingerprints are first created, then bucketed, based on

their fingerprints into groups of size j < k. However, utility remains a challenge in this solution,

as the network flows are heavily sanitized, i.e., each flows is blurred inside a bucket of k flows

having similar fingerprints. An alternative to the aforementioned solutions, called mediated trace

analysis [132, 130], consists in performing the data analysis on the data-owner side and outsourcing
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analysis reports to researchers requesting the analysis. In this case, data can only be analyzed where

it is originally stored, which may not always be practical, and the outsourced report still needs to

be sanitized prior to its outsourcing [125]. In contrast to those existing solutions, our approach

improves both the privacy and utility at the cost of a slightly higher computational overhead.

2.2 The Optimal Mechanism in Differential Privacy

Differential privacy [55] is a model for preserving privacy while releasing the results of various

useful functions, such as contingency tables, histograms and means [50]. Many existing works

focus on improving the utility based on different mechanisms.

Noise Perturbation. Based on the general utility maximization framework from Ghosh et al. [76],

Gupte and Sundararajan [82] further study the optimal noise probability distributions for single

count queries. Later, Geng el al. [73, 72] demonstrate the optimal noise distribution has a Staircase-

shaped PDF for Laplace mechanism. Furthermore, Balle and Wang [9] develop an optimal Gaus-

sian mechanism in high privacy regime to minimize the noise and increase the utility for queries.

Geng et al. [71] further show the optimal noise distribution is a uniform distribution over Gaussian

mechanism. Moreover, Hardt et al. [87] study the privacy-utility trade-off for answering a set of

linear queries over a histogram, where the error is defined as the worst expectation of the `2-norm

(identical to variance) of the noise among all possible outputs. Subsequently, Brenner et al. [26]

show that, for general query functions, no universally optimal DP mechanisms exist.

Sampling and Aggregation. Sampling and aggregation frameworks mostly split the database into

chunks, and aggregate the result using a DP algorithm after querying each chunk [139]. To expand

the applicability of output perturbation, Nissim et al. [139] propose a framework to formally ana-

lyze the effect of instance-based noise. Observing the highly compressible nature of many real-life

data, researchers propose lossy compression techniques to add noise calibrated to the compressed

data. Acs et al. [3] propose an optimization of Fourier perturbation algorithm that clusters and

exploits the redundancy between bins. Instead of directly adding noise to histogram counts, it first
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lossily compresses the data, then adds noise calibrated to the data. Li et al. [108] propose an algo-

rithm to partition a data domain into uniform regions and adapt the strategy to fit the specific set of

range queries to achieve a lower error rate. Zhang et al. [181] improve the clustering mechanism

by sorting histogram bins based on the noisy counts.

Data Composition. Barak et al. [10] propose transforming the data into the Fouier domain, which

could avoid the violation of consistency for low-order marginals in database tables. As efficiency is

the main bottleneck for this approach when the number of attributes is large, Hay et al. [90] ensure

that the error rate does not grow with the size of a database. The proposed hierarchical histogram

method also achieves a lower error for a fixed domain. Different from one-dimensional datasets

solution proposed by Hay et al. [90], Xiao et al. [170] propose Privelet that improves accuracy on

datasets with arbitrary dimensions, which could reduce error to 25% compared to 70% as baseline

error rate. Cormode et al. [41] apply quadtrees and kd-trees as new techniques for parameter

setting to improve the accuracy on spatial data. Ding et al. [46] introduce a general noise-control

framework on data cubes. Li et al. [109] unify the two range queries over histograms into one

framework. Other techniques, such as principal component analysis (PCA), linear discriminant

analysis (LDA) [95], and random projection [36, 171] are also used to lower the data dimension for

reducing the errors. Cormode et al. [41] apply quadtrees (data-independent) and kd-trees (data-

dependent) to add noise to a histogram output.

Adaptive Queries. In this technique, the improvement of utilities takes advantage of a known set

of queries, for example, Dwork et al. [59] propose Boosting for Queries algorithm to obtain a better

accuracy of learning algorithms. Hardt et al. [86, 85] present multiplicative weights mechanism to

improve the efficiency of interactive queries. Instead of polynomial running time [57], this work

achieves a nearly linear running time with a relaxed utility requirement. Yuan et al. [177, 178]

propose low-rank mechanism (LRM) to further improve the adaptive queries. Other techniques

such as correlated noise [138] and sparse vector technique (SVT) [120] are also used in adaptive

queries.
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Applications. Many researchers also work on improving the utility for different types of data, such

as, the Fourier Perturbation Algorithm (FPAk) [145] in time-series data (e.g., location traces, web

history, and personal health), kd-trees on spatial data [41], and matrix-valued query [35].

Summary. Our R2DP framework provides a complementary approach to those existing works

by providing the opportunity of searching for the maximal utility along an extra dimension. This

framework also enables data recipients to specify their utility requirements and the computed pa-

rameter could be incorporated into existing solutions to further improve utility.

2.3 Privacy Preserving Anomaly Detection

In this section, we review the most relevant works on privacy-preserving anomaly detection. We

can distinguish two categories of works depending on whether they adopt differential privacy or

not. In the following, we briefly review each category and compare them with our work.

Differentially Private Anomaly Detection. All works under this umbrella has recognized the

paradox between anomaly detection and differential privacy pertaining to the indistinguishability

property. Okada et al. [141] are the first to highlight such a conflict. To solve this paradox, a

relaxation of the differential privacy is inevitable, particularly for existence-dependent queries, to

ensure a certain level of detection accuracy. Thus, all reviewed DP-based works have defined their

own new notion of the relaxed DP, which generally makes their respective approaches applica-

ble to limited specialized cases (e.g., Anomaly-restricted privacy [141], and sensitive privacy [6]).

In contrast, we borrow a well-known notion of relaxed DP, namely, the Random Differential Pri-

vacy (RDP) model [84]. Furthermore, most of the existing works do not consider outsourcing the

anomaly detection task as they mainly rely on the fact that the anomaly detection is performed on

the data in a private local settings and only the answers to the anomaly-related queries are provided

in a deferentially private way. In the following, we review most relevant DP research for anomaly

detection,
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Okada et al. [141] introduce a mechanism based on the smooth upper bound of the local sensi-

tivity (a relaxed DP) and use it in a limited setting. The approach does not report on the detected

outliers but cover two types of deferentially private queries: outlier counting and top-h subspaces

with large number of outliers.

Similarly, several other approaches (e.g., [17, 7, 8, 19]) propose to relax/generalize the notion

of differential privacy and design methods to solve the anomaly detection task under this new defi-

nition. Most of the time, their approaches are data-dependent and can only be performed in a rather

restricted setting. For instance, Bittner et al. [17] define the notion of anomaly-restricted differen-

tial privacy and propose a group-based search algorithm satisfying this relaxed notion. However,

their approach relies on input dataset that have a single outlier, which is not a typical case in avail-

able datasets. Asif et al. [7, 8] consider differential privacy in the context of collaborative outlier

detection where data is either vertically or horizontally distributed among multiple parties. How-

ever, the proposed approach works only for datasets with particular characteristics (i.e., categorical

data) and its extension to numeric data using discretization can limit the types of detectable out-

liers, which harms the usability of the data. In contrast to those approaches, we consider a more

general and practical model including any number of anomalies. Asif et al. [6] generalize the

notion of differential privacy and define sensitive privacy, which determines sensitive records af-

ter quantifying the database, instead of assuming that being an outlier/inlier is independent of the

database. The outlier model is considered data-dependent when a record is outlier only relative to

the other records in the data. Böhler et al. [19] assume that the data owner already knows about

the outliers and exclude them from the dataset before adapting the sensitivity to the rest of the data.

Furthermore, their work rely on the distribution of trust between the analyst entity and a new entity

called the correction server whose role is to increase the accuracy of the outlier detection results.

Similarly, our approach rely also on anomaly exclusion, however, we do not assume that the data

owner has any pre-knowledge about the anomalies and we consider complete outsourcing of the

anomaly detection task to the analyst. We also note that exiting exclusion-based approaches cannot

solve the challenges we are addressing without fundamentally being modified.
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Privacy-Preserving without DP. While there are several approaches having the same objective of

preserving privacy in anomaly detection, the privacy model they consider does not follow the state-

of-the-art differential privacy one, which offers the best privacy protection as it is independent from

any adversary background knowledge. In the following, for the sake of completeness, we provide

a brief overview of these works.

Secure Multi-Party Computation. Several works ([160, 118, 174, 112, 30]) consider use of Se-

cure Multiparty Computation (MPC) to preserve privacy while analysing the data. MPC relies on

cryptographic algorithms to enable several participants to jointly compute specific functions over

their private data without mutually sharing it with others. For instance, [160, 118] use MPC for

privacy-preserving distance-based outlier detection, Xue et al. [174] propose privacy-preserving

spatial outlier detection based on MPC and [112] for density-based outlier detection. However,

MPC-based protocols are computationally expensive and implementing them practically still im-

poses several scalability and edfficiency challenges. To ease this issue, SEPIA [30] proposes an

optimization of MPC comparison operations for processing high volume of network data in near

real-time. It also designs privacy-preserving protocols for event correlation and aggregation of net-

work traffic statistics (e.g., volume metrics addition, feature entropy computation, and distinct item

count). However, SEPIA relies on several trusted servers, called privacy peers, which are respon-

sible for all computations to be able to reconstruct the results. This imposes stringent trust and

availability assumptions for the anomaly detection task. Furthermore, this computation model is

not meant for outsourcing the anomaly detection task, which is one of our major objectives in this

work.

Data Perturbation. Several solutions propose data perturbation techniques (e.g.,[38, 13, 61]) to

preserve privacy while performing anomaly detection. While some works propose linear data per-

turbation approaches (e.g. [38]), it has been shown that those are generally prone to reverse engi-

neering attacks under certain situations [117]. To address this issue, other works such as Bhaduri

et al. [13] consider nonlinear random data perturbation. Other works (e.g., RMP [61]) propose to
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combine both linear and non-linear perturbation. For instance, Erfani et al. [61] propose a privacy-

preserving collaborative anomaly detection scheme called Random Multiparty Perturbation (RMP),

which uses a combination of nonlinear and participant-specific linear perturbation. However, the

privacy-preserving property of such schema was shown to be vulnerable to recovery attacks [119].

A limitation of such solutions is that their privacy need to be proven on a case by case basis.

Federated Learning. Several works leverage emerging learning models, namely federated learn-

ing, to enable several clients to collaborate on training a central ML model, while not sharing the

training data. For instance, DÏoT [137] is the first to employ a federated learning approach to claim

anomaly-detection while preserving privacy. A fundamental contrast to our work is that feder-

ated learning does not consider outsourcing the data for anomaly detection, but relies on training

a local model based on the private data then sharing the updates to have a centralized model for

anomaly detection. Furthermore, it has been demonstrated that simply maintaining data locality

during training does not guarantee privacy preservation [159]. Truex et al. [159] propose a hybrid

federated learning approach with differential privacy and MPC to balance accuracy and privacy.

The approach is meant to mainly address the privacy issues of SMC-based techniques, however,

the approach does not allow outsourcing anomaly detection.

Synthetic Data Generation from Original Data. Other works (e.g., [122]) rely on synthetic

data generation to preserve the privacy of the original data. In this respect, new synthetic data is

generated such that generated records are similar to the original ones while preserving the high-

level relationships within the data, without actually disclosing real, single data points. Mayer et al.

[122] study three state-of-the-art data synthesizers. While some of approaches generated synthetic

data with as good utility as the original one, concerns about the exposure of such synthesized data

to inference attacks require further investigations.
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Chapter 3

A Multi-view Approach to Preserve Both

Privacy and Utility in Network Trace

Anonymization

3.1 Introduction

The owners of large-scale network data, ISPs and enterprises usually face a dilemma. As security

monitoring and analytics grow more sophisticated, there is an increasing need for those organi-

zations to outsource such tasks together with necessary network data to third-party analysts, e.g.,

Managed Security Service Providers (MSSPs) [47]. On the other hand, those organizations are typ-

ically reluctant to share their network trace data with third parties, mainly due to privacy concerns

over sensitive information contained in such data. For example, important network configuration

information, such as potential bottlenecks of the network, may be inferred from network traces and

subsequently exploited by adversaries to increase the impact of the denial of service attacks [148].

In cases where data owners are convinced to share their network traces, the traces are typi-

cally subjected to some anonymization techniques. The anonymization of network traces has at-

tracted significant attention (a more detailed review of related works will be given in Section 2.1).
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For instance, CryptoPAn replaces real IP addresses inside network flows with prefix preserving

pseudonyms, such that the hierarchical relationships among those addresses will be preserved to

facilitate analyses [173]. Specifically, any two IP addresses sharing a prefix in the original trace

will also do so in the anonymized trace. However, CryptoPAn is known to be vulnerable to the

fingerprinting and injection attacks [23, 24, 176]. In those attacks, adversaries either already know

some network flows in the original traces (by observing the network or from other relevant sources,

e.g., DNS and WHOIS databases), or have deliberately injected some forged flows into such traces.

By recognizing those known flows in the anonymized traces based on unchanged fields of the flows,

namely, fingerprints (e.g., timestamps and protocols), the adversaries can extrapolate their knowl-

edge to recognize other flows based on the shared prefixes [23]. We now demonstrate such an

attack.

Example 3.1.1. In Figure 2, the upper table shows the original trace, and the lower shows the

trace anonymized using CryptoPAn. In this example, without loss of generality, we only focus on

source IPs. Inside each table, similar prefixes are highlighted through similar shading.

Step2: 

Recognizing injected

flows via Start Time 

and Src Port
Step1: 

Injecting 

flows Step3:

Identifying more flows 

via shared prefixes

Step4: 

De-anonymizing

IPs or prefixes

Original Trace

Start Time Src

Port

Dst

Port

P Pkts ScrIPaddr

10:23:42:50 902 600 UDP 6

10:23:42:53 901 2000 UDP 8

10:23:43:54 900 63 UDP 10 128.10.10.1

10:53:42:55 750 2330 TCP 1 1.0

10:53:42:56 220 591 TCP 1 20.0

10:53:42:57 22 2600 TCP 1 .17

CryptoPAn Output

Start Time Src

Port

Dst

Port

P Pkts ScrIPaddr

10:23:42:50 902 600 UDP 6

10:23:42:53 901 2000 UDP 8

10:23:43:54 900 63 UDP 10 135.243.4.124

10:53:42:55 750 2330 TCP 1 13.126

10:53:42:56 220 591 TCP 1 20.124

10:53:42:57 22 2600 TCP 1 43

8

Figure 2: An example of injection attack

1. Step 1: An adversary has injected 3 network flows, as the first 3 records in the original trace.

2. Step 2: The adversary recognizes the 3 injected flows in the anonymized trace (lower table)

through unique combinations of the unchanged attributes (Start Time and Src Port).

3. Step 3: He/she can then extrapolate his/her knowledge from the injected flows to real flows

as follows, e.g., since prefix 159.61 is shared by the second (injected), fifth (real) and sixth
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(real) flows, he/she knows all 3 must also share the same prefix in the original trace. Such

identified relationships between flows in the two traces will be called matches from now on.

4. Step 4: Finally, he/she can infer the prefixes or entire IPs of those anonymized flows in the

original traces, as he/she knows the original IPs of his/her injected flows, e.g., the fifth and

sixth flows must have prefix 150.10, and the IPs of the fourth and last flows must be 10.1.1.0.

A powerful adversary who probes all the subnets of a network via injection/fingerprinting can

potentially de-anonymize the entire CryptoPAn output via a more sophisticated frequency analysis

attack [23].

Most subsequent solutions either require heavy data sanitization or can only support limited

types of analysis. In particular, the (k, j)-obfuscation method first groups together k or more flows

with similar fingerprints and then bucketizes (i.e., replacing original IPs with identical IPs) j < k

flows inside each group; all records whose fingerprints are not sufficiently similar to k − 1 others

will be suppressed [148]. Clearly, both the bucketization and suppression may lead to significant

loss of data utility. The differentially private analysis method first adds noises to analysis results and

then publishes such aggregated results [125]. Although this method may provide privacy guarantee

regardless of adversarial knowledge, the perturbation and aggregation prevent its application to

analyses that demand accurate or detailed records in the network traces.

In this work, we aim to preserve both privacy and utility by shifting the trade-off from between

privacy and utility, as seen in most existing works, to between privacy and computational cost

(which has seen a significant decrease lately, especially with the increasing popularity of cloud

technology). The key idea is for the data owner to send enough information to the third party

analysts such that they can generate and analyze many different anonymized views of the original

network trace. Those anonymized views are designed to be sufficiently indistinguishable (which

will be formally defined in Subsection 3.2.4) even to adversaries armed with prior knowledge and

performing the aforementioned attacks, which preserves the privacy. On the other hand, one of

the anonymized views will yield true analysis results, which will be privately retrieved by the
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data owner or other authorized parties, which preserves the utility. More specifically, the major

contributions are summarized as follows.

1. We propose a multi-view approach to the prefix-preserving anonymization of network traces.

To the best of our knowledge, this is the first known solution that can achieve similar data

utility as CryptoPAn does, while being robust against the so-called semantic attacks (e.g.,

fingerprinting and injection). In addition, we believe that the idea of shifting the trade-off

from between privacy and utility to between privacy and computational cost can potentially

be adapted to improve other privacy solutions.

2. In addition to the general multi-view approach, we detail a concrete solution based on it-

eratively applying CryptoPAn to each partition inside a network trace such that different

partitions are anonymized differently in all the views except one (which yields valid analysis

results that can be privately retrieved by the data owner). In addition to privacy and utility,

we design the solution in such a way that only one seed view needs to be sent to the analysts,

which avoids additional communication overhead.

3. We formally analyze the level of privacy guarantee achieved by our method, discuss potential

attacks and solutions, and finally experimentally evaluate our solution using real network

traces from a major ISP. The experimental results confirm that our solution is robust against

semantic attacks with a reasonable computational cost.

3.2 Models

In this section, we describe models for the system and adversaries, we briefly review CryptoPAn,

we provide a high level overview of our multi-view approach, and finally, we define our privacy

property. Essential definitions and notations are summarized in Table 1.
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3.2.1 The System and Adversary Model

Denote by L a network trace comprised of a set of flows (or records) ri. Each flow includes a

confidential multi-value attribute AIP = {IPsrc, IPdst}, and the set of other attributes A = {Ai}

is called the Fingerprint Quasi Identifier (fp-QI) [148]. Suppose the data owner would like the

analyst to perform an analysis on L to produce a report Γ. To ensure privacy, instead of sending

L, an anonymization function T is applied to obtain an anonymized version L∗. Thus, our main

objective is to find the anonymization function T to preserve both the privacy, which means the

analyst cannot obtain T or L from L∗, and utility, which means T must be prefix-preserving.

In this context, we make following assumptions (similar to those found in most existing works [173,

23, 24, 176]). i) The adversary is a honest-but-curious analyst (in the sense that he/she will exactly

follow the approach) who can observe L∗; ii) The anonymization function T is publicly known, but

the corresponding anonymization key is not known by the adversary; iii) The goal of the adversary

is to find all possible matches (as demonstrated in Example 3.1.1, an IP address may be matched

to its anonymized version either through the fp-QI or shared prefixes) between L and L∗; iv) Sup-

pose L consists of d groups each of which contains IP addresses with similar prefixes (e.g., those

in the same subset), and among these the adversary can successfully inject or fingerprint α (≤ d)

groups (e.g., the demilitarized zone (DMZ) or other subnets to which the adversary has access). Ac-

cordingly, we say that the adversary has Sα knowledge; v) Finally, we assume the communication

between the data owner and the analyst is over a secure channel, and we do not consider integrity or

availability issues (e.g., a malicious adversary may potentially alter or delete the analysis report).

Table 1: The Notation Table.

Symbol Definition Symbol Definition
L Original network trace L∗ Anonymized trace
AIP IP attributes: source and destination IP fp-QI Fingerprint quasi identifier
ri Record number i n Number of records in L
α Number of IP prefixes known by the attacker Sα The set of addresses known by attacker
S∗0 The set of IP addresses in the seed view S∗i The set of IP addresses in view i
PP CryptoPAn function RPP Reverse of CryptoPAn
Pi Partition i m Number of partitions in L
r Index of real view K0, K1 Private key and outsourced key
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Figure 3: An overview of the multi-view approach

3.2.2 The CryptoPAn Model

To facilitate further discussions, we briefly review the CryptoPAn [173] model, which gives a

baseline for prefix-preserving anonymization.

Definition 3.2.1. Prefix-preserving Anonymization [173]: Given two IP addresses a = a1a2....a32

and b = b1b2....b32, and a one-to-one function F (.) : {0, 1}32 → {0, 1}32, we say that

- a and b share a k-bit prefix (0 ≤ k ≤ 32), if and only if a1a2....ak = b1b2....bk, and ak+1 6=

bk+1.

- F is prefix-preserving, if, for any a and b that share a k-bit prefix, F (a) and F (b) also do so.

Given a = a1a2 · · · a32 and F (a) = a′1a
′
2 . . . a

′
32, the prefix-preserving anonymization function

F must necessarily satisfy the canonical form [173], as follows.

a′i = ai ⊕ fi−1(a1a2 · · · ai−1), i = 1, 2, . . . , 32 (2)

where fi is a cryptographic function which, based on a 256/128-bit key K, takes as input a bit-

string of length i− 1 and returns a single bit. Intuitively, the ith bit is anonymized based on K and
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the preceding i− 1 bits to satisfy the prefix-preserving property. The cryptographic function fi can

be constructed as L
(
R
(
P (a1a2 . . . ai−1), K

))
where L returns the least significant bit, R can be a

block cipher such as Rijndael [180], and P is a padding function that expands a1, a2, . . . , ai−1 to

match the block size of R [173]. In the following, PP will stand for this CryptoPAn function and

its output will be denoted by a′ = PP (a,K). The advantage of CryptoPAn is that it is deterministic

and allows consistent prefix-preserving anonymization under the same K. However, as mentioned

earlier, CryptoPAn is vulnerable to semantic attacks, which will be addressed in next section.

3.2.3 The Multi-View Approach

We propose a novel multi-view approach to the prefix-preserving anonymization of network traces.

It preserves both the privacy and utility, while being robust against semantic attacks. The key idea

is to hide a prefix-preserving anonymized view, namely, the real view, among N − 1 other fake

views, such that an adversary cannot distinguish between those N views, either using his/her prior

knowledge or through semantic attacks. Our approach is depicted in Figure 3 and detailed below.

3.2.3.1 Privacy Preservation at the Data Owner Side

Step 1: The data owner generates two CryptoPAn keys K0 and K1, and then obtains an anonymized

trace using the anonymization function PP (which will be represented by the gear icon in-

side this figure) and K0. This initial anonymization step is designed to prevent the analyst

from simulating the process as K0 will never be given out. Note that this anonymized trace

is still vulnerable to semantic attacks and must undergo the remaining steps. Besides, gener-

ating this anonymized trace will actually be slightly more complicated due to migration (see

Section 3.3.3).

Step 2: The anonymized trace is then partitioned (as detailed in Sections 3.3.2 and 3.4).

Step 3: Each partition is anonymized using PP and key K1, but the anonymization will be re-

peated, for a different number of times, on different partitions. For example, as the figure
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shows, the first partition is anonymized only once, whereas the second for three times, etc.

The result of this step is called the seed trace. The idea is that, as illustrated by the different

graphic patterns inside the seed trace, different partitions have been anonymized differently,

and hence the seed trace in its entirety is no longer prefix-preserving, even though each par-

tition is still prefix-preserving (note that this is only a simplified demonstration of the seed

trace generator scheme which will be detailed in Section 3.4).

Step 4: The seed trace and some additional parameters, including K1, are outsourced to the analyst.

3.2.3.2 Utility Realization at the Data Analyst Side

Step 5: The analyst generates totally N views based on the received seed view and supplementary

parameters. Our design will ensure one of those generated views, namely, the real view, will

have all its partitions anonymized in the same way, and thus be prefix-preserving (detailed in

Section 3.4), though the analyst (adversary) cannot tell which exactly is the real view.

Step 6: The analyst performs the analysis on all the N views and generates corresponding reports.

Step 7: The data owner retrieves the analysis report corresponding to the real view following an

oblivious random access memory (ORAM) protocol [164], such that the analyst cannot learn

which view has been retrieved.

Next, we define the privacy property for the multi-view solution.

3.2.4 Privacy Property against Adversaries

Under our multi-view approach, an analyst (adversary) will receive N different traces with iden-

tical fp-QI attribute values and different AIP attribute values. Therefore, his/her goal now is to

identify the real view among all the views, e.g., he/she may attempt to observe his/her injected

or fingerprinted flows, or he/she can launch the aforementioned semantic attacks on those views,

hoping that the real view might respond differently to those attacks. Therefore, the main objective
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in designing an effective multi-view solution is to satisfy the indistinguishability property which

means the real view must be sufficiently indistinguishable from the fake views under semantic at-

tacks. Motivated by the concept of Differential Privacy [51], we propose the ε-indisinguishablity

property as follows.

Definition 3.2.2. ε-Indistinguishable Views: A multi-view solution is said to satisfy ε-Indistingui-

-shability against an Sα adversary if and only if (from the adversary’s point of view)

∃ ε ≥ 0, s.t. ∀i ∈ {1, 2, · · · , N} ⇒

e−ε ≤ Pr(view i may be the real view )

Pr(view r may be the real view)
≤ eε (3)

In Defintion 3.2.2, a smaller ε value is more desirable as it means the views are more indistin-

guishable from the real view to the adversary. For example, an extreme case of ε = 0 would mean

all the views are equally likely to be the real view to the adversary (from now on, we call these

views the real view candidates). In practice, the value of ε would depend on the specific design

of a multi-view solution and also on the adversary’s prior knowledge, as will be detailed in the

following sections.

Finally, since the multi-view approach requires outsourcing some supplementary parameters,

we will also need to analyze the security/privacy of the communication protocol (privacy leakage

in the protocol, which complements the privacy analysis in output of the protocol) in semi-honest

model under the theory of secure multiparty computation (SMC) [175], [78] (see Section 3.4.3.2).

3.3 The Building Blocks

In this section, we introduce the building blocks for our approach, namely, the iterative and reverse

CryptoPAn, partition-based prefix preserving, and CryptoPAn with IP-collision (migration).
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3.3.1 Iterative and Reverse CryptoPAn

As mentioned in Section 5.3.2, the multi-view approach relies on iteratively applying a prefix pre-

serving function PP for generating the seed view. Also, the analyst will invert such an application

of PP in order to obtain the real view (among fake views). Therefore, we first need to show how

PP can be iteratively and reversely applied.

First, it is straightforward that PP can be iteratively applied, and the result also yields a valid

prefix-preserving function. Specifically, denote by PP j(a,K) (j > 1) the iterative application of

PP on IP address a using keyK, where j is the number of iterations, called the index. For example,

for an index of two, we have PP 2(a,K) = PP (PP (a,K), K). It can be easily verified that given

any two IP addresses a and b sharing a k-bit prefix, PP i(a,K) and PP i(b,K) will always result

in two IP addresses that also share a k-bit prefix (i.e., PP i is prefix-preserving). More generally,

the same also holds for applying PP under a sequence of indices and keys (for both IPs), e.g.,

PP i(PP j(a,K0), K1) and PP i(PP j(b,K0), K1) will also share k-bit prefix. Finally, for a set of IP

addresses S, iterative PP using a single key K satisfies the following associative property ∀S, K,

and i, j ∈ Z (integers): PP i
(
PP j(S, K), K

)
= PP j

(
PP i(S, K), K

)
= PP (i+j)

(
S, K

)
. On

the other hand, when a negative number is used as the index, we have a reverse iterative CryptPAn

function (RPP for short), as formally characterized in Theorem 3.3.1 (see proof in [133]).

Theorem 3.3.1. Given IP addresses a = a1a2 · · · a32 and b = PP (a,K) = b1b2 · · · b32, the

function RPP (·) : {0, 1}32 → {0, 1}32 defined as RPP (b,K) = c = c1c2 · · · c32 where ci =

bi ⊕ fi−1(c1 · · · ci−1) is the inverse of the PP function given in Equation 2, i.e., c = a.

3.3.2 Partition-based Prefix Preserving

As mentioned in Section 5.3.2, the core idea of the multi-view approach is to divide the trace into

partitions (Step 2), and then anonymize those partitions iteratively, but for different number of

iterations (Step 3). In this subsection, we discuss this concept.

Given S as a set of n IP addresses, we may divide S into partitions in various ways, e.g., forming
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equal-sized partitions after sorting S based on either the IP addresses or corresponding timestamps.

The partitioning scheme will have a major impact on the privacy, and we will discuss three such

schemes in next section. Once the trace is divided into partitions, we can then apply PP on each

partition separately, denoted by PP (Pi, K) for the ith partition. Specifically, given S divided as a

set of m partitions {P1, P2, · · · , Pm}, we define a key vector V =

[
v1 v2 · · · vm

]
where each

vi is a positive integer indicating the number of times PP should be applied to Pi, namely, the key

index of Pi. Given a cryptographic key K, we can then define the partition-based prefix preserving

anonymization of S as PP (S, V,K) =
[
PP v1(P1, K), PP v2(P2, K), . . . , PP vm(Pm, K)

]
.

We can easily extend the associative property to this case as the following (which will play an

important role in designing our multi-view mechanisms in next section).

PP [PP (S, V1, K), V2, K] = PP (S, (V1 + V2), K) (4)

3.3.3 IP Migration: Introducing IP-Collision into CryptoPAn

As mentioned in Section 5.3.2, once the analyst (adversary) receives the seed view, he/she would

generate many indistinguishable views among which only one, the real view, will be prefix pre-

serving across all the partitions, while the other (fake) views do not preserve prefixes across the

partitions (Step 5). However, the design would have a potential flaw under a direct application of

CryptoPAn. Specifically, since the original CryptoPAn design is collision resistant [173], the fact

that similar prefixes are only preserved in the real view across partitions would allow an adversary

to easily distinguish the real view from others.

Example 3.3.1. This vulnerability is shown in Figure 4. The initial trace includes three distinct

addresses were split into two partitions P1 and P2 partitions. In the figure, the real view is easily

distinguishable from the two fake views as the shared prefixes (159.61) between addresses in P1

and P2 only show up in the actual vision. This is because, since the partitions in fake views have

different rounds of PP applied, and since the original CryptoPAn design is collision resistant [173],
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𝑃𝑃4(𝑃1)

CryptoPAn (Collision Resistant)

144.5.116.249 50.19.13.26 159.61.5.252

39.250.139.225 83.180.10.3 135.243.4.124

17.8.78.28 159.61.20.124 159.61.20.124

150.10.10.1

128.10.10.1

150.10.20.0

𝑃𝑃2(𝑃1) 𝑃𝑃 (𝑃1)𝑃1

𝑃2 𝑃𝑃5(𝑃2)𝑃𝑃3(𝑃2) 𝑃𝑃(𝑃2)

3-View Defense 

Original 

Trace

Fake View 1 Fake View 2 Real View 

Figure 4: An example showing only the real view contains shared prefixes (can be identified by
adversaries)

the shared prefixes will no longer appear. Hence, the adversary can easily distinguish the real view

from others.

To address this issue, our idea is to create collisions between different prefixes in fake views,

such that adversaries cannot tell whether the shared prefixes are due to prefix preserving in the real

view, or due to collisions in the fake views. However, due to the collision resistance property of

CryptoPAn [173], there is only a negligible probability that different prefixes may become identical

even after applying different iterations of PP, as shown in the above example. Therefore, our key

idea of IP migration is to first replace the prefixes of all the IPs with common values (e.g., zeros),

and then fabricate new prefixes for them by applying different iterations of PP. This IP migration

process is designed to be prefix-preserving (i.e,. any IPs sharing prefixes in the original trace will

still share the new prefixes), and to create collisions in fake views since the addition of key indices

during view generation can easily collide. Next, we demonstrate this IP migration in an example.

Example 3.3.2. In Figure 5, the primary stage shows the identical original trace as in Exam-

ple 3.3.1. In the second stage, we “remove” the prefixes of all IPs and replace them with all zeros

(by xoring them with their own prefixes). Next, in the third stage, we fabricate new prefixes by ap-

plying different iterations of PP in a prefix preserving manner, e.g., the first two IPs still sharing a
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Figure 5: An example showing, by removing shared prefixes and fabricating them with the same
rounds of PP, both fake view and real view may contain fake or real shared prefixes (which makes

them indistinguishable)

common prefix (11.215) different from that of the last IP. However, note that whether two IPs share

the new prefixes only depends on their key indices now, e.g., 1 for first two IPs and 2 for the last

IP. This is how we can create collisions in the next stage (the fake view) where the first and last IPs

coincidentally share the same prefix 95.24 due to their common key indices 2 (however, note these

are the addition results of different key indices from the migration stage and the view generation

stage, respectively). Now, the adversary will not be able to tell which of those views is real based

on the existence of shared prefixes. We now formally define the migration function in the following.

Definition 3.3.1. Migration Function: Let S be a set of IP addresses consists of d groups of IPs

S1, S2, · · · , Sd with distinct prefixes s1, s2, · · · , sd respectively, and K be a random CryptoPAn

key. Migration function M : S × C(set of positive integers) → S∗ is defined as S∗ = M(S) =

{S∗i |∀i ∈ {1, 2, · · · , d}} where S∗i = {PP ci(si ⊕ aj, K),∀aj ∈ Si}, where C = PRNG(d, d) =

{c1, c2, · · · , cd} is the set of d non-repeating random key indices generated between [1, d] using a

cryptographically secure pseudo random number generator.
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3.4 ε-Indistinguishable Multi-view Mechanisms

We first present a multi-view mechanism based on IP partitioning in Section 3.4.1. We then propose

more refined schemes based on distinct IP partitioning with key vector generator in Section 3.4.2.

Finally, we present a third scheme using random IP addresses permutation which can significantly

reduce the cost in the data analyst side.

3.4.1 Scheme I: IP-based Partitioning Approach

To realize the main ideas of multi-view anonymization, as introduced in Section 5.3.2, we need to

design concrete schemes for each step in Figure 3. The key idea of our first scheme is the following.

We divide the original trace in such a way that all the IPs sharing prefixes will always be placed in

the same partition. This will prevent the attack described in Section 3.3.3, i.e., identifying the real

view by observing shared prefixes across different partitions. As we will detail in Section 3.4.1.4,

this scheme can achieve perfect indistinguishability without the need for IP migration (introduced

in Section 3.3.3), although it has its limitations which will be addressed in our second scheme.

Both schemes are depicted in Figure 6 and detailed below. Specifically, our first scheme includes

three main steps: privacy preservation (Section 3.4.1.1), utility realization (Section 3.4.1.2), and

analysis report extraction (Section 3.4.1.3).

3.4.1.1 Privacy Preservation (Data Owner)

The data owner performs a set of actions to generate the seed trace L∗0 together with some parame-

ters to be sent to the analyst for generating different views. These actions are detailed as follows.

• Applying CryptoPAn usingK0: First, the data owner generates two independent keys, namely

K0 (key used for initial anonymization, which never leaves the data owner) and K (key used

for multi views generation step). The data owner then generates the initially anonymized

trace L0=PP (L, K0). This step is designed to prevent the adversary from simulating the
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Figure 6: An example of a trace which undergoes multi-view schemes I, II

scheme, e.g., using a brute-force attack to revert the seed trace back to the original trace

in which he/she can recognize some original IPs. The leftmost block in Figure 6 shows an

example of the initially anonymized trace.

• Trace partitioning based on IP-value: The initially anonymized trace is partitioned based on

IP values. Specifically, let S be the set of IP addresses in L0 consisting of d groups of IPs

S1, S2, · · · , Sd with distinct prefixes s1, s2, · · · , sd, respectively; we divide L0 to d partitions,

each of which is the collection of all records containing one of these groups. For example,

the upper part of Figure 6 depicts our scheme I. The set of three IPs are divided into two

partitions where P1 includes both IPs sharing the same prefix, 45.20.15.89 and 45.20.141.20,

whereas the last IP 121.25.01.08 goes to P2 since it does not share a prefix with others.

• Seed trace creation: The data owner in this step generates the seed trace using a d-size (recall

that d is the number of partitions) random key vector.
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– Generating a random key vector: The data owner generates a random vector V of size

d using a cryptographically secure pseudo random number generator PRNG(d , d)

(which generates a set of d non-repeating random numbers between [1, d]). This vector

V and the key K will later be used by the analyst to generate different views from the

seed trace. For example, in Figure 6, for the two partitions, V =

[
1 2

]
is generated.

Finally, the data owner chooses the total number of views N to be generated later by

the analyst, based on his/her requirements about privacy and computational overhead,

since a larger N will mean more computation by both the data owner and analyst but

also more privacy (more real view candidates will be generated, and we will further

study this via experiments).

– Generating a seed trace key vector and a seed trace: The data owner picks a random

number r ∈ [1, N ] and then computes V0 = −r · V as the key vector of seed trace.

Next, the data owner generates the seed trace as L∗0 = PP (L0, V0, K). This ensures,

after the analysts applies exactly r iterations of V on the seed trace, he/she would get L0

back (while not being aware of this fact since he/she does not know r). For example, in

Figure 6, r = 3 and V0 =

[
−3 −6

]
. We can easily verify that, if the analyst applies the

indices in V on the seed trace three times, the outcome will be exactlyL0 (the real view).

This can be more formally stated as follows (the rth view L∗r is actually the real view).

L∗r = PP (L∗0, r ·V,K), using (4) which is to say PP (L0, V0 +r ·V,K), using (4),

or identically PP (L0,−r · V + r · V,K) = L0.

• Outsourcing: Finally, the data owner outsources L∗0, V , N and K to the analyst.

3.4.1.2 Network Trace Analysis (Analyst)

The analyst generates the N views requested by the data owner, which is formalized as the fol-

lowing L∗0, is the seed view, thus L∗i = PP (L∗i−1, V,K), i ∈ {1, . . . , N}. Since boundaries of

partitions must be recognizable by the analyst to allow him/her to generate the views, we modify
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the timestamp of the records that are on the boundaries of each partition by changing the most

significant digit of the time stamps which is easy to verify and does not affect the analysis as it

can be reverted back to its original format by the analyst. Next, the analyst performs the requested

analysis on all N views and generates N analysis reports Γ1,Γ2, · · · ,ΓN .

3.4.1.3 Analysis Report Extraction (Data Owner)

The data owner is only interested in the analysis report that is related to the real view, which we

denote by Γr. To minimize the communication overhead, instead of requesting all the analysis

reports Γi of the generated views, the data owner can fetch only the one that is related to the

real view Γr. He/she can employ the oblivious random accesses memory (ORAM) [164] to do so

without revealing the information to the analyst (we will discuss alternatives in Section 2.1).

3.4.1.4 Security Analysis

We now analyze the level of indistinguishability provided by the scheme. The statement inside the

probability in Definition 3.2.2 is the adversary’s decision on a view, declaring it as fake or a real

view candidate, using his/her Sα knowledge. Moreover, we note that generated views differ only in

their IP values (fp-QI attributes are similar for all the views). Hence, the adversary’s decision can

only be based on the published set of IPs in each view through comparing shared prefixes among

those IP addresses which he/she already know (Sα). Accordingly, in the following, we define a

function to represent all the prefix relations for a set of IPs.

Lemma 3.4.1. For two IP addresses a and b, function Q : {0, 1}32 × {0, 1}32 → N returns the

number of bits in the prefix shared between a and b: Q(a, b) = 31 − bloga⊕b2 c, where b·c denotes

the floor.

Definition 3.4.1. For a multiset of n IP addresses S, the Prefixes Indicator Set (PIS) R(S) is

defined as follows: R(S) = {Q(ai, aj)| ∀ai, aj ∈ S, i, j ∈ {1, 2, · · · , n}}.
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Note that PIS remains unchanged when CryptoPAn is applied on S , i.e., R(PP (S, K)) =

R(S). In addition, since the multi-view solution keeps all the other attributes intact, the adversary

can identify his/her pre-knowledge in each view and construct prefixes indicator sets out of them.

Accordingly, we denote byRα,i the PIS constructed by the adversary in view i.

Definition 3.4.2. LetRα be the PIS for the adversary’s knowledge, andRα,i, i ∈ {1, · · · , N} be the

PIS constructed by the adversary in view i. A multi-view solution then generates ε-indistinguishable

views against an Sα adversary if and only if ∃ ε ≥ 0, s.t. ∀i ∈ {1, 2, · · · , N} ⇒ e−ε ≤
Pr(Rα,i=Rα)

Pr(Rα,r=Rα)
≤ eε.

Lemma 3.4.2. The indistinguishability property, defined in Definition 3.4.2 can be simplified to

∃ ε ≥ 0, s.t. ∀i ∈ {1, 2, · · · , N} ⇒ Pr(Rα,i = Rα) ≥ e−ε.

Proof. Pr(Rα,r = Rα) = 1 as view r is the prefix preserving output. Moreover, ∀ε ≥ 0, we

have eε ≥ 1. Thus, we only need to show Rα,i = Rα (each generated view i is a real view

candidate).

Theorem 3.4.3 (Proof in [133]). Scheme I satisfies Definition 3.4.2 with ε = 0.

It shows that scheme I produces perfectly indistinguishable views (ε = 0). In fact, it is robust

against the attack explained in Section 3.3.3 and thus does not required IP migration, because the

partitioning algorithm already prevents addresses with similar prefixes from going into different

partitions (the case in Figure 4). However, although adversaries cannot identify the real view, they

may choose to live with this fact, and attack each partition inside any (fake or real) view instead,

using the same semantic attack as shown in Figure 2. Note that our multi-view approach is only

designed to prevent attacks across different partitions, and each partition itself is essentially still

the output of CryptoPAn and thus still inherits its weakness.

Fortunately, the multi-view approach gives us more flexibility in designing schemes to further

mitigate such a weakness of CryptoPAn. We next present scheme II which sacrifices some indis-

tinguishability (with slightly less real view candidates) to achieve better protected partitions.

36



 L00= PP(L,K0)

 Migration Applying  

CryptoPAn

 Using K0 

 L0= PP(L00 ,C*,K)

L00 L L0C=
2

1

Step1:Initial Anonymization

Anonymized 

Trace

97.17.32.50

97.17.67.23      

75.91.139.225

Migrated
Trace

=
45.20.15.89

=
45.20.141.20

=
121.25.01.08

PP

PP

PP2

1

1IP

150.10.10.1

150.10.20.0

128.10.10.1

Start Time

10:23:42:50

10:53:42:54

10:53:42:57

Original Trace

Figure 7: The updated initial anonymization (Step 1 in Figure 3) for enforcing migration

3.4.2 Scheme II: Multi-view Using N Key Vectors

To address the limitation of our first scheme, we propose the next scheme, which is different in

terms of the initial anonymization step, IP partitioning, and key vectors for view generation.

3.4.2.1 Initial Anonymization with Migration

First, to mitigate the attack on each partition, we must relax the requirement that all shared prefixes

go into the same partition. However, as soon as we do so, the attack of identifying the real view

through prefixes shared across partitions, as demonstrated in Section 3.3.3, might become possible.

Therefore, we modify the first step of the multi-view approach (initial anonymization) to enforce

the IP migration technique. Figure 7 demonstrates this. The original trace is first anonymized with

K0, and then the anonymized trace goes through the migration process, which replaces the two

different prefixes (97.17 and 75.91) with different iterations of PP , as discussed in Section 3.3.3.

3.4.2.2 Distinct IP Partitioning and N Key Vectors Generation

For the scheme, we employ a special case of IP partitioning where each partition includes exactly

one distinct IP (i.e., the collection of all records containing the same IP). For example, the trace

shown in Figure 6 includes three distinct IP addresses 150.10.10.1,128.10.10.1, and 150.10.20.0.

Therefore, the trace is divided into three partitions. Next, the data owner will generate the seed

view as in the first scheme, although the key V0 will be generated completely differently, as detailed

37



below.

Let S∗ = {S∗1 , S∗2 , · · · , S∗d}, be the set of IP addresses after the migration step. Suppose S∗

consists of D distinct IP addresses. We denote by C∗ the multiset of totally D migration keys

for those distinct IPs (in contrast, the number of migration keys in C is equal to the number

of distinct prefixes, as discussed in Section 3.3.3). Also, let PRNG(d,D, i) be the set of D

random number generated between [1, d] using a cryptographically secure pseudo random num-

ber generator at iteration ith. The data owner will generate N + 1 key vector Vi as follows

Vi = PRNG(d,D, i)− PRNG(d,D, i− 1),∀i 6= r ∈ [1, 2 · · · , N ] and V0 = PRNG(d,D, 0)−

C∗, Vr = C∗ − PRNG(d,D, r − 1).

Example 3.4.1. In Figure 8, the migration and random vectors are C∗ = [1 1 2], PRNG(2, 3, 0) =

[1 2 2], PRNG(2, 3, 1) = [1 2 1], and PRNG(2, 3, 2) = [2 2 1], respectively. The corresponding

key vectors will be V0 = [0 1 0], V1 = [0 0 − 1] and V2 = [1 0 0] where only V1 and V2 are

outsourced.

In this scheme, the analyst at each iteration i generates a new set of IP addresses S∗i =

{Si1, Si2, · · · , Sid} by randomly grouping all the distinct IP addresses into a set of d prefix groups.

In doing so, each new vector Vi essentially cancels out the effect of the previous vector Vi−1, and

thus introduces a new set of IP addresses S∗i consisting of d prefix groups. Thus, we can verify that

the rth generated view will prefix preserving (the addresses are migrated back to their groups using

C∗).

Example 3.4.2. Figure 8 shows that, in each iteration, a different set (but with an equal num-

ber of elements) of prefix groups will be generated. For example, in the seed view, IP addresses

150.10.20.0 and 128.10.10.1 are mapped to prefix group 11.215.

3.4.2.3 Indistinguishability Analysis

By placing each distinct IP in a partition, our second scheme is not vulnerable to semantic at-

tacks on each partition, since such a partition contains no information about the prefix relationship
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Figure 8: An example of two views generation under scheme II

among different addresses. However, compared with scheme I, as we show in the following, this

scheme achieves a weaker level of indistinguishability (higher ε). Specifically, to verify the indis-

tinguishability of the scheme, we calculate Pr(Rα = Rα,i) for scheme II in the following. First,

the number of all possible outcomes of grouping D IP addresses into d groups with predefined car-

dinalities is Ntotal = D!
|S1|!|S2|!···|Sd|!

where |Si| denotes the cardinality of group i. Also the number

of all possible outcomes of grouping D IP addresses into d groups while still having Rα,i = Rα

is Nreal view candidates =
α! (D−α)!

∑(dα)
i=1

(
Παi=1|Sai |

)
|S1|!|S2|!···|Sd|!

for some ai ∈ {1, 2, · · · , d}. This equation gives

the number of outcomes when a specific set of α IP addresses (Sα) are distributed into α different

groups and hence keepingRα,i = Rα (i.e., the adversary cannot identify collision). Note that term∑(dα)
i=1

(
Πα
i=1|Sai |

)
is all the combinations of choosing this α groups for the numerator to model all

the (|Sai | − 1)! combinations.

Finally, we have ∀i ≤ N : Pr(Rα,i = Rα) = Nreal view candidates
Ntotal

which is equal to

A =
α!
∑(dα)

i=1

(
Πα
i=1|Sai |

)
Πα−1
i=0 (D − i)

≥ e−ε (5)

Thus, to ensure the ε-indistinguishability, the data owner needs to satisfy the expression in equa-

tion 5 which is a relationship between the number of distinct IP addresses, the number of groups,

the cardinality of the groups in the trace and the adversary’s knowledge.

Theorem 3.4.4. ε in the indistinguishability of the generated views in scheme II is lower-bounded
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by

ln
[Dα

dα
· Πα−1

i=0

(d− i)
(D − i)

]
(6)

Proof. Let b1, b2, · · · , bn be positive real numbers, and for k = 1, 2, · · · , n define the averages Mk

as Mk =

∑
1≤i1≤i2≤···≤ik≤n

bi1bi1 ···bik

(nk)
. By Maclaurin’s inequality [15], which is the following chain of

inequalities M1 ≥ 2
√
M2 ≥ 3

√
M3 ≥ · · · ≥ n

√
Mn where M1 =

n∑
i=1

bi

n
, we have A =

α!(dα)Mα

Πα−1
i=0 (D−i) ≤

Πα−1
i=0 (d−i)(M1)α

Πα−1
i=0 (D−i) and since M1 =

n∑
i=1
|Si|

n
= D

d
, we have A ≤ Dα

dα
· Πα−1

i=0
(d−i)
(D−i) .

Figure 9(a) shows how the lower-bound in Equation 6 changes with respect to different values of

fraction d/D and also the adversary’s knowledge. As it is expected, stronger adversaries have more

power to weaken the scheme which results in increasing ε or increasing the chance of identifying the

real view. Moreover, as it is illustrated in the figure, when fraction d/D grows, ε tends to converge

to very small values. Hence, to decrease ε, the data owner may increase d/D ∈ [0, 1] by grouping

addresses based on a bigger number of bits in their prefixes, e.g., a certain combination of 3 octets

would be considered as a prefix instead of one or two. Another solution could be aggregating the

original trace with some other traces for which the cardinalities of each prefix group are small. We

study this effect in our experiments in Section 3.6, especially in Figures 16 and 17.

Finally, Figure 9(b) shows how variance of the cardinalities affects the indistinguishability for a

set of fixed parameters d, D, α. In fact, when the cardinalities of the prefix groups are close (small

σ), A grows to meet the lower-bound in Theorem 3.4.4. Hence, from the data owner perspective,

a trace with a lower variance of cardinalities and a bigger fraction d/D has a better chance of

misleading adversaries who wants to identify the real view.

3.4.2.4 Security of the communication protocol

We now analyze the security/privacy of our protocol in semi-honest model under the secure multi-

party computation (SMC) [175], [78] theory.

Lemma 3.4.5 (Proof in [133]). Scheme II only reveals the CryptoPAn Key K and the seed trace
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Figure 9: (a) The trend of bound 6 for ε when adversary’s knowledge varies. (b) The trend of exact
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L∗0.

Note that outsourcing the L∗0 and the outsourced key are trivial leakage. The outsourced key can

be considered as a public key and the leakage of L∗0 which was studied earlier. Finally, we study

the setup leakage and show that the adversary cannot exploit outsourced parameters to increase ε

(i.e., decrease the number of real view candidates) by building his/her own key vector.

Lemma 3.4.6 (Proof in [133]). For an Sα adversary, who wants to obtain the least number of

real view candidates, if condition (2d − 2)D > N holds, the best approach is to follow scheme II,

(scheme II returns the least number of real view candidates).

3.4.3 Scheme III: IP Attribute Permutation

2-View Defense

Original Trace Initial Anonymization Fake View 

(Collision)

Real View 

(Prefix Preserving)

IP

150.10.10.1

150.10.20.0

128.10.10.1

𝑃𝑃 (−,𝐾0)

Group 1

Group 2

Group 1

fp-QI

A1

A2

A3

IP

11.215.31.108

95.24.141.20

11.215.10.28

𝐼𝑃
permutation

IP

11.215.31.108

11.215.10.28

95.24.141.20

fp-QI

A1

A2

A3

fp-QI

A1

A2

A3

𝐼𝑃
permutation

IP

11.215.10.28

11.215.31.108

95.24.141.20

Group 1

Group 2

Group 1

Group 1

Group 2

Group 1

Group 1

Group 2

Group 1

Figure 10: An example of two views generation under scheme III

As we have seen, scheme II requires applying CryptoPAn over the (sheer size) network trace

for a large number of times. Therefore, we propose a third scheme which achieves the same indis-

tinguishability bound as scheme II does among the generated views, yet requires much less compu-

tation cost in its deployment. The key idea is to fulfill the IP distribution task required in each view
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generation by randomly permuting/assigning IP addresses to other attributes. Specifically, instead

of using associative property of CryptoPAn to randomly diffuse IP addresses in the fake views and

reconstruct the real view, in scheme III, we simply permute IP addresses and randomly assign to

them the fp-QI attributes to achieve the diffusion and the reconstruction. The following example

demonstrates different operations to be performed on a sample network trace under scheme III.

Example 3.4.3. Figure 10 is an example of generating two views under scheme III. The original

trace is illustrated in Figure 10 with three records and each record is a pair (fp-QI Activity, IP).

As illustrated in Figure 10, the CryptoPAn is applied only once in the initialization step on the

data owner’s side. The view generation is then performed through shuffling (or permuting) the

IP addresses and assigning them to one of the fp-QI activities. For example, in Figure 10, the

fake view is generated by switching the IP addresses of group 1 with those from group 2, and the

real view is reconstructed by permuting IP addresses back to their original positions. Clearly,

the IP permutation algorithm is the main building block of this scheme. To satisfy the same level

of indistinguishability as scheme II, the permutation algorithm follows the key vector generation

method of scheme III. The following steps are the main operations that the data owner needs to

perform under scheme III.

42



Initial Anonymization

fp-QI Group IP

𝐴1 1 11.215.10.28

𝐴2 1 11.215.10.28

𝐴3 2 11.215.31.108

𝐴4 2 11.215.31.108

𝐴5 3 143.12.1.1

.

.

.

.

.

.

.

.

.

𝐴𝑛 D 35.18.75.90

IP 𝐆𝐫𝐨𝐮𝐩 permutation

Seed View Generation

fp-QI Group IP

𝐴1 7 35.18.75.90

𝐴2 7 35.18.05.10

𝐴3 5 102.65.20.20

𝐴4 5 102.65.20.20

𝐴5 D 143.12.1.1

.

.

.

.

.

.

.

.

.

𝐴𝑛 2 11.215.31.108

Figure 11: Seed view generation in scheme III for a trace of n records and D distinct IPs
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Input:

L, S, K0, r, D, fp-QI: same as in scheme II

V0, V1, · · · , VN : Vectors of size D defined by data owner same as in scheme II

Permute (S, V ): Permuting Distinct IP Addresses

Assign (fp−QI,S): Assigning IPs to Corresponding fp-QI

Output:

L∗: Anonymized trace to be outsourced

Function: anonymize (L, D,K0, r, V0)

begin

1 L := PP (L, K0)

2 S∗ := Permute (S, V0)

3 L∗ := Assign (fp−QI,S∗)

4 end

5 return L∗, V1, V2, · · · , VN

end

Algorithm 1: Data owner: network trace anomymization (scheme III)

• Initial anonymization: The data owner generates the initially anonymized IP addresses using

the set of original IPs S and a confidential key K0, i.e., S∗ = PP (S, K0).

• N+1 permutation vectors generation: The data owner then generates N + 1 permutation

vectors to be used by the data analyst to perform permutation of IP addresses. Specifically,

Vi = PRNG(D,D, i), i ∈ {0, 1, · · · , N}, is the set ofD distinct random numbers generated

between [1, D] using a cryptographically secure pseudo random number generator at iteration

i.

• Seed trace creation: After generating vector V0, the data owner performs permutation on

the initially anonymized trace for each distinct IP according to the group indices in random
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vector V0. Figure 11 illustrates the seed view generation under this scheme.

Algorithm 1 summarizes these actions. Finally, the operations of the data analyst in generating

different views and analyze them are identical to the one under scheme II.

3.4.3.1 Indistinguishability Analysis

By placing each distinct IP in a partition through permutation, as we show in the following, our

third scheme is not vulnerable to semantic attacks on each partition similar to scheme II. Specifi-

cally, to verify the indistinguishability of the scheme, we calculate Pr(Rα = Rα,i) for scheme II in

the following. First, the number of all possible outcomes of permuting D is Ntotal = D!
|S1|!|S2|!···|Sd|!

,

where |Si| denotes the cardinality of group i. Also the number of all possible outcomes of permut-

ing D IP addresses while still havingRα,i = Rα is Nreal view candidates =
α! (D−α)!

∑(dα)
i=1

(
Παi=1|Sai |

)
|S1|!|S2|!···|Sd|!

for

some ai ∈ {1, 2, · · · , d} (refer to scheme II for details). Finally, we have ∀i ≤ N : Pr(Rα,i =

Rα) = Nreal view candidates
Ntotal

=
α!

∑(dα)
i=1

(
Παi=1|Sai |

)
Πα−1
i=0 (D−i) ≥ e−ε. Thus, the ε-indistinguishability of scheme III is

identical to the one in scheme II.

Corollary 3.4.1. The indistinguishability parameter ε of the generated views in scheme II is lower-

bounded by ln
[
Dα

dα
· Πα−1

i=0
(d−i)
(D−i)

]
.

Similar to scheme II, the more the fraction d/D is the better the indistinguishability of the

scheme will be. Hence, to decrease ε, the data owner may increase d/D ∈ [0, 1] by grouping

addresses based on a bigger number of bits in their prefixes, e.g., a certain combination of 3 octets

would be considered as a prefix instead of one or two.

3.4.3.2 Security of the communication protocol

We now analyze the security/privacy of our communication protocol in semi-honest model under

the theory of secure multiparty computation (SMC) [175], [78].

Lemma 3.4.7. Scheme III only reveals the seed trace L∗0 in semi-honest model.
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Proof. Since our communication protocol only involves one-round communication between two

parties, we only need to examine the data analyst’s view (messages received from the protocol),

which includes (1)L∗0: the seed trace, and (2) V1, V2, · · · , VN : the key vectors. Similar to scheme II,

each of V1, V2, . . . , VN can be simulated by generating a single random number from a uniform

random distribution (which proves that they are not leakage in the protocol). Specifically, all the

entries in V1, V2, · · · , VN are in [1, D]. Thus, all the random entrees in V1, V2, · · · , VN can be

simulated in polynomial time using a simulator (based on the knowledge data analyst already knew,

i.e., his/her input and/or output of the protocol).

Finally, similar to scheme II, we study the setup leakage.

Lemma 3.4.8. For an Sα adversary, who wants to obtain the least number of real view candidates,

if condition (2d − 2)D > N holds, the best approach is to follow scheme III, (scheme III returns

the least number of real view candidates).

3.5 Application of the Multi-view Approach in Other Domains

In this section, we discuss some important applications of the multi-view approach in other privacy-

preserving contexts. In particular, we extend (1) our framework to leverage many other datasets,

e.g., location data and genome data, and (2) the multi-view model to be used in designing non-

interactive schemes guaranteeing differential privacy with boosted utility.

3.5.1 Multi-view for Outsourcing Other Types of Datasets

Multi-view represents a very general concept which could potentially be applied in a broader range

of contexts. In fact, Property preserving encryption (PPE) techniques have significantly advanced

the utility of encrypted data in various data outsourcing settings (e.g., the cloud) [116]. However,

while preserving certain properties (e.g., order and prefixes) in the encrypted data, PPEs are typi-

cally limited to specific data types (e.g., IP addresses) [173], applications (e.g., range query) [116]
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Figure 12: Multi-view can be applied to many other data types using data encoder and decoder
patches

and are highly vulnerable to the aforementioned inference attacks which greatly limit their appli-

cations in practice. Therefore, we consider the potential of generalizing our multi-view approach

to various data types (e.g., geo-locations, DNA sequences, market basket data, numeric data and

timestamps) while providing an additional layer of protection against the inference attacks. For

instance, location data includes the two-dimensional latitude and longitude coordinates of different

places, which are highly precise float numbers (up to 8 decimal digits). In the Bing Map Tiles Sys-

tem,1 the map is recursively divided into four tiles with equal size to reach the required resolution

for quick map zoom in/out. Motivated by such a hierarchical data or structures, we can encode

the coordinates into bit strings by concatenating the index of each level for one specific location

, e.g., the coordinates of “New York” are (40.730610,−73.935242). At the 23rd level, the pixel

coordinates are (632700926, 807272436) and tile coordinates are (2471487, 3153407). Then, the

encoding bit string can be derived as “e1147b6afff” in hexadecimal format.

In the encoded bit strings for coordinates, if prefixes can be preserved in the encrypted locations

(while preserving the privacy), utility can be significantly preserved for analysis. For instance,

“central park” and “the empire state building” in New York share a prefix, and the encrypted data

2https://docs.microsoft.com/en-us/bingmaps/articles/bing-maps-tile-system
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for these two locations should also share the same length of prefix (e.g., two other places in London

with the same level of proximity). Thus, the structure of the locations and the distance between

such locations (besides other features such as frequency for property preserving encryption and

deterministic encryption) can be preserved in the outsourced data. Next by feeding this numeric

encoded version of the original data to our multi-view approach and subsequently decoding the

numeric analysis results as shown in Figure 12, data owners can benefit from accurate analysis

results while being protected from a variety of inference attacks on PPEs [48, 16, 81].

We note that the utility of the location data under the multi-view solution will only be partially

preserved, depending on the common prefixes which can be determined by different partitioning

schemes and the privacy protection level requested by the data owner. Like the network data,

the prefixes are only preserved inside the same partition under the multi-view solution. Thus, the

distances between locations can be preserved inside the same partition (with the common prefixes).

Given larger partitions, more utility will be preserved with longer common prefixes in the output.

Nonetheless, applying the multi-view solution with property preserving encryption can still be

found useful in many applications as the semantic of the data is mostly preserved for different

types of analyses.

3.5.2 Multi-view and Differential Privacy

Differential privacy (DP) has emerged as a de facto standard privacy notion for a wide range of

applications [63, 14]. By requiring the presence of any individual’s data in the input to only

marginally affect the distribution over the output, differential privacy provides strong protection

against adversaries with arbitrary background knowledge about the individuals. Differentially

private mechanisms are typically special-purpose algorithms developed for specific applications,

e.g., [63, 96, 14]. Many of those existing works address the interactive scenario, i.e., they provide

perturbed answers to (limited sets of) queries. In contrast, micro-data publishing methods aim to re-

lease a sanitized dataset that supports a variety of use cases [183]. On the other hand, development
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Figure 13: Multi-view can be remodeled (using sampling) to achieve differential privacy

of non-interactive methods which satisfy differential privacy while retaining sufficient data quality

has remained challenging. Previous work has shown that algorithms which draw a random sample

of data followed by generic k-anonymization can fulfill differential privacy [70, 113, 114]. These

results are notable, as they combine statistical disclosure control, data anonymization and differen-

tial privacy. Specifically, Ninghui li et al. [46] show that any strongly-safe k-anonymization algo-

rithm satisfies (like the multi-view approach) (β, ε, δ)-DPS (Differential Privacy under Sampling)

for any 0 < β < 1, ε ≥ − log(1 − β), and δ = d(β, ε, δ), where d is a function of other param-

eters. Based upon these approaches, we consider the application of the multi-view approach for

implementing a non-interactive scheme with differential privacy guarantee. Li et al. [46] showed

that sampling records and reducing the uniqueness of their features through generic k-anonymity

ensure Differential Privacy.

The multi-view approach can provide such a generic (independent from the dataset) k-anonymity

solution through generating multiple views from one view. Specifically, since all attributes other

than IPs are kept intact, and since the inter-partition prefix relation between IPs is not preserved, by

properly grouping IP values (so that IP partitions become identical), multi-view can provide such

generic k-anonymity, where k is the number of views. We note that here the number of views must

always be in order of m! where m is the number of partitions after sampling. This is because the
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multi-view solution to be a perfect k-anonymous algorithm must generate all possible instances of a

k-anonymous data. Figure 13 illustrates different steps of generating a (0.35, 8×10−6)-DP network

trace out of an original trace with four records by means of 0.4-sampling and two view generation.
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Figure 14: An example of differentially private network trace generation using multi-view

3.6 Experiments

This section evaluates our multi-view scheme through experiments with real data. I would like to

thank Momen Oqaily for his help in conducting the following results.

3.6.1 Setup

To validate our multi-view anonymization approach, we use a set of real world network traces

collected by an anonymous ISP. We focus on attributes Timestamp, IPaddress, and PacketSize

in our experiments, and the meta-data are summarized in the table in Figure 15(a).

In order to measure the security of the proposed approach, we implement the frequency analysis
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Attribute Value

Type Header

Start date

End date

Size 
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Header
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Figure 15: (a) Metadata of the collected traces (b) ε for different number of prefix groups and
different adversary knowledge, and (c) the required number of views to reduce the leakage of

CryptoPAn down to 5%

attack [136], [23]. This attack can compromise individual addresses protected by existing prefix-

preserving anonymization in multi-linear time [23]. We note that in the setting of EDBs (encrypted

database systems), an attack is successful if it recovers even partial information about a single cell of

the DB [136]. Accordingly, we define the information leakage metric to evaluate the effectiveness

of our solution against the adversary’s semantic attacks. Several measures have been proposed in

literature [173, 147] to evaluate the impact of semantic attacks. Motivated by [173], we model

the information leakage (number of matches) as the number of records/packets, their original IP

addresses are known by the adversary either fully or partially. More formally,

Information leakage metric [173]: We measure Fi defined as the total number of addresses that

has at least i most significant bits known, where i ∈ {1, 2, · · · , 32}.

To model adversarial knowledge, we define a set of prefixes to be known by the adversary

ranging from 10% up to 100% of all the prefixes in the trace. This knowledge is stored in a two

dimensional vector that includes α different addresses and their key indexes. Next, using our multi-

view schemes, we generate all the N views. Before we apply the frequency analysis attack, we

simulate how an adversary may eliminate some fake views from further consideration as follows.

For each view, we check if two addresses from the adversary’s knowledge set with different prefixes

now share prefixes in that view. If we find such a match in the key indices, the corresponding

view will be discarded from the set of the real view candidates and will not be considered in our
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Figure 16: Percentage of the compromised packets in schemes II, III (out of 1M) and number of
real view candidates when number of views and the adversary knowledge vary and for the three

different cases (1) Figures (a),(d) (2) Figures (b),(e) (3) Figures (c),(f)

experiments since the adversary would know it is a fake view.

In the following, we present an extensive set of experiments evaluating the utility and the per-

formance of the multi-view approach. Moreover, we justify the choice of ORAM in our setup using

a comprehensive study on the scalability of ORAM in the literature. We validate the effectiveness

of our schemes by showing the number of real view candidates and the percentage of the packets

in the trace that are compromised (i.e., the percentage of IP packets whose addresses have at least

eight most significant bits known). Each experiment is repeated more than 1, 000 times and the end

results are the average results of the frequency analysis algorithm applied to each of the real view

candidates. Finally, we evaluate the performance of our solution by measuring memory and CPU

consumption as well as the time required to run our solution for one million packets while increas-

ing the number of generated views. We conduct all experiments on a machine running Windows

with an Intel(R) Core(TM) i7-6700 3.40 GHz CPU, 4 GB Memory, and 500 GB storage.
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Figure 17: Percentage of the compromised packets in schemes II, III (out of 1M) and number of
real view candidates as number of views and the adversarial knowledge vary and for case (1)

Figures (b),(e), and (2) Figures (c),(f) where CP denotes the CryptoPAn result and MV denotes the
multi-view results

3.6.2 Information Leakage Analysis

First, the numerical results of the indistinguishability parameter ε, and the required number of views

to reduce the leakage of CryptoPAn down to 5%, under different levels of adversary knowledge are

depicted in Figure 15 (b,c). Those results correspond to three different cases, i.e., when addresses

are grouped based on (1) only the first octet (136 groups), (2) the first and the second octets (417

groups), and (3) the first three octets (506 groups). As we can see from the results, ε decreases

(meaning more privacy) as the number of prefix groups increases, and it increases as the amount of

adversarial knowledge increases.

We next validate those numerical results through experiments by measuring the required num-

ber of views to reduce the leakage of CryptoPAn down to a certain level. Specifically, we first

analyze the behavior of our second and third multi-view schemes (introduced in Sections 3.4.2

and 3.4.3) before comparing the information leakage of the three schemes in Section 3.7. Figure 16

presents different facets of information leakage when our approach is applied in various grouping

cases. The results in Figure 16 are for adversaries who has knowledge of no more than 50% of

the prefix groups (Figure 17 presents the more extreme cases for the same experiments, i.e., up to

100% knowledge). The analysis of these figures is detailed in the following.
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Effect of the number of prefix groups: As discussed earlier, three different IP grouping cases are

studied. Figures 16 (a) and (d) show respectively the results of packet leakage and number of real

view candidates when d = 136. As the numerical results in Figure 9 anticipate, because the fraction

d/D = 0.154 is relatively low, the indistinguishability of generated views diminishes especially for

stronger adversary knowledges. Consequently, the adversary discards more views and the rate of

leakage increases, compared with Figures 16 (b), (e) and Figures 16 (c), (f) for which the fraction

d/D is 0.47 and 0.57, respectively. In particular, for the worst case of 50% adversary knowledge

and when the number of views is less than 50, we can verify that the number of real view candidates

for case (1) remains one resulting in packet leakage comparable to that of CryptoPAn.

Effect of the number of views: As it is illustrated in Figure 16, increasing the number of views

always improves both the number of real view candidates and the packet leakages. Figure 16 (d-

f), show a near linear improvement for real view candidates evaluation, where the slope of this

improvement inversely depends on the adversary’s knowledge. For the packet leakages, we can

observe that the improvement converges to a low packet leakage rate under a large number of

views. This is reasonable, as each packet leakage result is an average of leakages in all the real

view candidates. However, since each of the fake views leaks a certain amount of information,

increasing the number of views beyond a certain value will no longer affect the end result. In other

words, the packet leakage converges to the average of leakages in the (fake) real view candidates.

Finally, the results show that our proposed scheme can more efficiently improve privacy by (1)

increasing the fraction d/D (number of views/number of distinct addresses) or (2) increasing the

number of views. The first option may affect utility (since inter-group prefix relations will be

removed), while the second option is more aligned with our objective of trading off privacy with

computation. Specifically, Figure 15 shows that to reduce the leakage down to 10%, generating

only 40 views in all the configurations is effective.

Privacy against very strong adversaries: Figure 17 shows the leakage and the real view can-

didates results for stronger adversaries (α ∈ [60, 100]). Note that Figure 17 only shows results
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for case (2) and (3) because our evaluation for case (1) does not show a significant improvement

compared with CryptoPAn results due to the fact that the multi-view approach with fraction of

d/D = 0.154 is not effective against very strong adversaries (ε > 16).

3.6.3 Utility Analysis

We now evaluate the utility of the approach using a real network dataset (1M records). For this pur-

pose, we implemented a tool that can parse a network trace, anonymize it w.r.t. an anonymization

method from the set of well-known methods including black marker, truncation, random shift [44]

(refer to Section 2.1 for details on existing anonymization methods), and our multi-view approach,

and finally evaluate the utility of the output using the set of well-known analyses, e.g., IP distri-

bution, packet length distribution, heavy hitter analysis, throughput [125]. To make our discussion

more concrete, we consider two disjoint categories of analysis, namely, all types of statistics (1)

merely based on the packet characteristics, e.g., timestamp, packet size, etc. or (2) involving IP

addresses or subnets that are more important in defining network behavior. Correspondingly, our

utility evaluation results are divided into the following two categories.

3.6.3.1 Statistics on fp-QI attributes

Multi-view does not change any of the fp-QI attributes in a network trace, and its methodology

focuses on IP addresses, as discussed in Section 5.2. Thus, all kinds of statistics merely depending

on fp-QI attributes over each of the generated views are identical to those over the original trace.

For instance, Figure 18 shows the results of empirical cumulative distribution function (CDF) for

the three traces, i.e., (a) the original trace and the real view and (b) one of the fake views. Our

results clearly show that all results are identical since multi-view will not have any impact on

fingerprinting quasi-identifier attributes.
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Figure 18: Distribution of distinct IP addresses in different subnets (a-c) (the weighted topology 1)
and overall distribution of the packet lengths in (d) the real view and the original trace (e) one of

the fake views

3.6.3.2 Statistics related to IP addresses

In the second set of experiments, we study the impact of our multi-view over several types of

analyses which are related to IP addresses from the networking literature. We note that while we

consider a wide range of analyses, our experiences may not be representative. Moreover, each of

our reproductions is only one of many possible ways of reproducing an analysis; different ways

of measuring the same quantity may lead to different results. Our evaluation considers four types

of weighted IP topology, namely, (1) distribution of distinct IP addresses in different subnets (the

weighted topology 1), (2) frequency of the records per subnet (the weighted topology 2), (3) traf-

fic throughput per subnet (the weighted topology 3), and (4) packet throughput per subnet (the

weighted topology 4).

Distribution of distinct IP addresses in different subnets: Figure 18 presents a sample IP dis-

tribution [88] in the trace, which represents the number of distinct addresses within each subnet

(IP group). We compare the distribution of distinct IP addresses inside the original trace, real view

and one of the fake views for both temporal distribution (if subnets are indexed based on their

timestamps), and cardinality-based distribution result (if subnets are indexed based on their car-

dinalities). As shown in Figure 18(a), while the fake view hides this type of IP topology of the
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network trace, the real view can preserve the topology since the real view is a prefix preserving

mapping of IPs. Moreover, the cardinality-based distribution results, generated from the fake view

is identical to those in the original trace and the real view (see Figure 18(b)) which is a result of the

imposed indistinguishability in scheme II or III.
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Figure 19: Evaluating frequency of the records per subnet (the weighted topology 2) for different
views (a-c), and comparing the CDFs in different views (d), and different privacy metrics (e-g)

Distribution of frequency of the records in different subnets: Figure 19 presents records dis-

tribution in a sample collected from the trace, which represents the number of records within each

subnet (IP group). This analysis is important in studying various applications, e.g., heavy hitter

identification [125], anomaly detection and certain types of attacks like distributed denial of ser-

vice attack (DDoS) [88]. We compare the results of the distribution for a set of three generated

views (a-c) using our multi-view approach where the third view is the real view. We observe that

hat, while the real view can completely preserve the statistics, other views incur significant errors.

Thus, we conclude that multi-view can also preserve privacy of some types of analysis results.

Furthermore, a cumulative distribution function (CDF) of the frequencies is reported in this figure

from which we can draw a similar observation. Moreover, Figure 19 (e-g). compare the accuracy
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Figure 20: Evaluating the traffic throughput per subnet (the weighted topology 3) for (a),(b) fake
views, (c) real view and (d) original trace
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Figure 21: Evaluating the packet throughput per subnet (the weighted topology 4) for (a),(b) fake
views, (c) real view and (d) original trace

of IP distribution in (1) the multi-view approach, (2) DP with three categories of privacy guaran-

tees (weak, medium and strong regimes) and (3) (k,j)-obfuscation of Riboni et al. [7]. The results

clearly show that for most of analyses our approach outperforms other solutions with relatively

weak privacy protections.

Distribution of throughput in different subnets: Figure 20 presents the throughput distribu-

tion [88] in a sample of the trace, which represents the rate of the traffic over each subnet (IP

group). This analysis is not only important in studying various applications, e.g., heavy hitter iden-

tification and computing flow properties such as round trip time (RTT) [88] but also able to reveal

confidential information about network activities of the data owners. We compare the distribution

results for the three generated views and we observe that, while the real view completely preserves

this statistics, other views incur significant errors. Thus, we conclude that multi-view preserves

both privacy and utility for this analysis.
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Figure 22: Computation time of schemes II, III for (a,b) different prefix grouping cases, and (c,d)
different sizes of dataset, and memory consumption of the two schemes when generating 20 views

Distribution of number of packets per seconds in different subnets: Figure 21 presents the

distribution of the number of packets per second in different subnets, which represents the rate of

forwarding and receiving packets within each subnet (IP group). All histograms correspond to 2

minutes minute traces collected at the same time of the day. This analysis is important in study-

ing various applications, e.g., certain types of attacks especially, worm fingerprinting [125]. We

compare the distribution results for the three generated views. We observe that while the real view

completely preserves this statistics, other views incur significant errors. However, the distribu-

tion of the packets per seconds in different subnets are designed in a way that the views become

indistinguishable.

3.6.4 Performance analysis

In this section, we evaluate the computational cost of our proposed solution in terms of time and

memory to investigate its scalability.

Computation time required for generating views: Figure 22 shows the results obtained from

running our solution on one million packets while varying the number of generated views. We

evaluate the computational overhead incurred by our approach. Figure 22 (a) and (b) show the

time required for three different grouping cases under scheme II and scheme III, respectively. We

observe that, when the number of views increases, the computational overhead increases nearly
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linear. However, each case shows a different slope depending on the number of groups. This

is reasonable as our schemes generate key/permutation vectors with a larger number of elements

for more groups, which leads to applying CryptoPAn/permutation for a larger number of times.

Furthermore, we observe that the time required for scheme III to generate a certain number of

views is around 10% of the time for scheme II since applying permutation is much faster than

cryptographic operations in CryptoPAn. Finally, linking the results in this figure to the information

leakage results shown in Figure 16 demonstrates the trade-off between privacy and computational

overhead.

Time and memory overhead for different sizes of data: We evaluate the computation time when

varying the size of the dataset. Figure 22 (c), (d) depicts the computation costs of schemes II, III,

respectively, when varying the number of views and for different sizes of the dataset. We observe

that by increasing the number of views, the computation time increases with a slope depending

on the size of the dataset. However, this slope does not increase monotonically. For instance, we

observe a bigger jump in the slope of the results of 100k to 200k than the results of 200k to 400k.

This is reasonable as the most important parameter of a dataset in determining the computation time

is the number of distinct IP addresses, which does not necessarily increases linearly by size of the

dataset. Furthermore, we compare the memory consumption in schemes II and III when generating

20 views. Our results shown in Figure 22 (e) demonstrate that both schemes require a reasonable

amount of memory where this the requirement of scheme III is 75% less.

Computation time required for different types of analysis: Finally, we present results on the

computation time required for conducting a set of three analyses, when varying the number of

views. We find that there is a significant difference between the observations drawn from different

types of the analysis. In particular, our results in Table 2 show that the computation time required

for conducting an analysis which is merely based on fp-QI, e.g., the overall throughput, is constant

for any number of views because the multi-view approach keeps those attributes intact. In contrast,
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those analyses that depend on IP addresses require a linearly increasing computation time. How-

ever, for those analyses that do not directly depend on IP addresses, e.g., most of the subnet level

statistics discussed earlier, the computation time can be saved significantly through techniques like

caching. Therefore, the practicality of N times computation will mainly depend on the type of

analysis.

Table 2: Computation time per second for different types of analysis

# of Views Subnet Level Overall Throughput IP Level
20 7.62 8.49 71.8
40 11.15 8.49 120.3
60 14.01 8.49 160.34
80 17.42 8.49 205.13

3.6.5 Implementing ORAM in Multi-view

The last step of our solution requires a data owner to privately retrieve an audit report of the real

view, which can be based on existing private information retrieval (PIR) techniques. A PIR ap-

proach usually aims to conceal the objective of all queries independent of all previous queries [121,

104]. Since the sequence of accesses is not hidden by PIR while each individual access is hid-

den, the amortized cost is equal to the worst-case cost [121]. Since the server computes over the

entire database for each individual query, the results can become impractical. On the other hand,

ORAM [79] has verifiably low amortized communication complexity and does not require much

computation on the server but rather periodically requires the client to download and reshuffle the

data [121]. For our multi-view scheme, we choose ORAM as it is relatively more efficient and

secure, and also the client (data owner in our case) has sufficient computational power and storage

needed to locally store a small number of blocks (audit reports in our case) in a local stash. In

practice, we expect that the analysis reports would have significantly smaller sizes in comparison

to the views, and considering the one round communication with ORAM (O(logN)-complexity),

we believe the solution would have acceptable scalability. Experiments using our dataset and ex-

isting ORAM implementation (an implementation [34] of non-recursive Path-ORAM [157] has
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been made public) have further confirmed this. We generated various sets of analyses reports using

snort [32]. Our large-scale experimental dataset only results in Kilobytes-level audit reports, which

can be practically used with fast ORAM protocols, e.g., Path-ORAM [34]. Specifically, for Path-

ORAM, Figure 5 (b) in [34] shows a less than 1MB communication overhead for the worst-case

cost of up to 224 number of blocks of size 4KB.

3.7 Discussions

In this section, we discuss various aspects and limitations of our approach.

1. Exploring background knowledge: We agree that not all possible attacks on network traces

can be addressed by our scheme. As mentioned above, if adversaries possess arbitrary back-

ground knowledge, then we would require a DP-based solution, e.g., Mcsherry et al. [36]

(which prevents access to raw records and can only support a limited range of analysis).

Since this work specifically focuses on network trace anonymization (instead of data privacy

in general), we have followed the literature on network trace anonymization to consider the

most widely studied threat model (adversarial knowledge of subsets of records or frequency

distribution of IP prefixes) as well as utility requirement (releasing a prefix-preserving ver-

sion of the raw trace) [7, 8, 9, 13, 14, 16, 17, 31]. Such threat model and utility requirement

are common since they reflect the most plausible threats in networks (adversaries in a net-

work can either passively observe the traffic in their own subnets, hence the knowledge of

subsets of records or frequency distribution, or they can also actively fabricate malicious

traffic, hence the injection attack), as well as the common needs for analysis (e.g., analyz-

ing individual records for network anomaly detection or IP traceback). We emphasize that

the multi-view solution does not require estimating the exact knowledge (which subsets or

prefixes are known) of adversaries, which is certainly impractical, but only the percentage

of known data (denoted as alpha-knowledge in this work). Estimating the value of alpha is
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similar to estimating the epsilon value of DP, which depends on the desired level of protec-

tion (larger alpha means more protection). However, different from most existing solutions

(which would provide less utility for more protection), a unique advantage of the multi-view

solution is that, as the level of protection increases (with larger alpha), we can still maintain

the same level of utility (at the cost of more computation for generating more views).

On the other hand, some attacks are not mentioned in our work but still can be handled by

the multi-view solution, e.g., port-based [14], known mapping [16] and machine attribute

[17] (those attacks share some characteristics with the injection and fingerprinting attacks

by identifying individual machines/IPs in the logs). Moreover, there also exist other attacks

which cannot be handled by the existing multi-view solution, but it is feasible to extend

the solution to mitigate them. For instance, behavioral profiling on network logs based on

distributional adversary knowledge (the overall distribution of certain attribute, e.g., port, and

packet size) can be handled by an extended multi-view approach with a redefined partitioning

algorithm. Finally, the general idea of multi-view can certainly find applications beyond

the domain of network trace protection, and extending the solution with DP is indeed an

interesting future direction.

2. Application to EDB: We believe the multi-view solution may be applicable to other related

areas. For instance, processing on encrypted databases (EDB) has a rich literature including

searchable symmetric encryption (SSE) [43], [156], fully-homomorphic encryption (FHE)

[75], oblivious RAMs (ORAM) [78], functional encryption [21], and property preserving

encryption (PPE) [11], [20]. All these approaches achieve different trade-offs between pro-

tection (security), utility (query expressiveness), and computational efficiency [136]. Ex-

tending and applying the multi-view approach in those areas could lead to interesting future

directions.

3. Comparing the three schemes: As we discussed earlier, scheme I achieves a better indis-

tinguishability but less protected partitions in each view. Figure 23 compares the relative
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Figure 23: Comparison between the privacy of scheme I vs. schemes II and III with 137 partitions
(prefix groups based on the first octet sharing)

effectiveness of the three schemes on a real trace under 40% adversary knowledge. In par-

ticular, Figure 23 (a), (b) demonstrate the fact that despite the lower number of real view

candidates in schemes II and III compared with scheme I (30 vs 160 out of 160), the end

results of the leakage in schemes II and III is much more appealing (3% vs 35%). Therefore,

our experimental section has mainly focused on schemes II and III.

4. Anonymizing more attributes: In the context of network trace anonymization, IP addresses

are generally regarded as the main quasi identifier and have been the central focus of the

literature. On the other hand, the multi-view concept (as 2nd layer of protection) can be

applied on top of different anonymization techniques (as 1st layer), and not limited to only

IP prefix preserving scheme (CryptoPAn) as studied in this work. For instances, since Cryp-

toPAn is a bit-wise operation, it can be potentially extended to other numeric-value attributes,

e.g., timestamps, port number and packet sizes, with appropriate indices in order to allow the

multi-view solution to work on those attributes.

As to anonymizing multiple attributes simultaneously, there exists a trade-off between the

number of attributes to be anonymized and the overall privacy protection. Specifically, the
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more attributes are anonymized, the lower probability for the adversary to successfully iden-

tify the records due to more limited information that can be used for reconstruction via injec-

tion and fingerprinting. However, he/she with a higher probability can discard fake generated

views because the chance of detecting more inconsistencies among correlated attributes can

increase.

5. Choosing the number of views N : The number of views N is an important parameter of

our approach that determines both the privacy and computational overhead. Specifically, as it

is implied by Lemma 3.4.2 and demonstrated in our experimental results in Section 3.6, the

number of real view candidates is approximately e−ε · N . Moreover, the overhead is almost

proportional to the number of views because most of the operations are sublinear. However,

we stress that in general, generating 100 views can effectively protect the information leakage

of CryptoPAn. This reduction squeezes the adversary’s post knowledge down to 1-3% of the

leakage appears in our baseline, when assuming an unrealistically very strong adversary who

has prior knowledge about great number of subnets. Moreover, Figure 22 and Table. 2 present

the computation time of view generation and conducting different categories of analysis (both

on the analyst’s side). These results clearly show the practicality of the Multi-view approach

especially when instead of redundantly applying CryptoPAn an efficient rotation of partitions

is employed (scheme III). The data owner could choose this value based on the level of

trust on the analysts and the amount of computational overhead that can be afforded. An

alternative solution is to sacrifice some utility (by giving up some prefix relations among IPs)

through increasing the number of prefix groups (D), e.g., grouping them based on the first 3

octets.

6. Utility: The main advantage of the multi-view approach is it can preserve the data utility

while protecting privacy. In particular, we have shown that the data owner can receive an

analysis report based on the real view (Γr) which is prefix-preserving over the entire trace.
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This is more accurate than the obfuscated (through bucketization and suppression) or per-

turbed (through adding noise and aggregation) approaches. Specifically, in case of a security

breach, the data owner can easily compute Lr (migration output) to find the mapped IP ad-

dresses corresponding to each original address. Then the data owner applies necessary secu-

rity policies to the IP addresses that are reported violating some policies in Γr. A limitation

of our work is it only preserve the prefix of IPs, and a potential future direction is to apply our

approach to other property-preserving encryption methods such that other properties may be

preserved similarly.

7. Communicational and computational cost: One of our contributions in this work is to

minimize the communication overhead by only outsourcing one (seed) view and some sup-

plementary parameters. This is especially critical for large scale network data like network

traces from the major ISPs. On the other hand, one of the key challenges to the multi-view

approach is that it requires N times computation for both generating the views and analysis.

Our experiments in Figure 22 shows that generating 160 views for a trace of 1milion packets

takes approximately 4 minutes and we describe analytic complexity results in Tables 3 and

4. These tables present overhead analysis, from both the data owner’s and the data analyst’s

side. In particular, table 3 summarizes the overhead for all the action items in the data owner

side. Here, C(n) is the computation overhead of CryptoPAn and D is the number of the

distinct IP addresses. Finally, table 4 summarizes the overhead for all the action items in

the data analyst side where N · CV (n) is the cost of N times verifying the compliances

(auditing).

Table 3: Overhead on the data owner side

Blocks in Multi-view Computation Overhead Communication Overhead
Initial anonymization C(n) —

Migration function O(nlogn) +
∑d
i=1 C(i)
d C(n) —

Prefix grouping — —
Index generator N ·O(D) N ·O(D)

Seed trace
∑D
i=1 V0(i)
D C(n) O(n)

Report retrieval (ORAM) — O(logN)ω(1)
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Table 4: Overhead on the data analyst side

Blocks in Multi-view Computation Overhead Communication Overhead
Seed view — O(n)

N views generation
∑N
i=1
∑D
j=1 Vi(j)

D C(n) —
Compliance verification (Analysis) N · CV (n) —

We note that the practicality of N times computation will mainly depends on the type of

analysis, and certainly may become impractical for some analyses under large N . How to

enable analysts to more efficiently conduct analysis tasks based on multiple views through

techniques like caching is an interesting future direction. Another direction is to devise more

accurate measures for the data owner to more precisely determine the number of views re-

quired to reach a certain level of privacy requirement.

3.8 Summary

In this work, we have proposed a multi-view anonymization approach mitigating the semantic at-

tacks on CryptoPAn while preserving the utility of the trace. This novel approach shifted the trade-

off from between privacy and utility to between privacy and computational cost; the later has seen

significant decrease with the advance of cloud computing, making our approach a more preferable

solution for applications that demand both privacy and utility. We propose three different schemes

for our multi-view approach to mitigate different types of attacks. Our experimental results showed

that our proposed approach significantly reduced the information leakage compared to CryptoPAn.

For example, for the extreme case of adversary pre-knowledge of 100%, the information leakage of

CryptoPAn was 100% while under approach it was still less than 10%. Besides addressing various

limitations, our future works will adapt the idea to improve existing privacy-preserving solutions in

other areas, e.g., we will extend our work to the multi-party problem where several data owners are

willing to share their traces to mitigate coordinated network reconnaissance by means of distributed

(or inter-domain) audit [31].
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Chapter 4

R2DP: A Universal and Automated

Approach to Optimizing the Randomization

Mechanisms of Differential Privacy for

Utility Metrics with No Known Optimal

Distributions

4.1 Introduction

Significant amounts of individual information are being collected and analyzed today through a

wide variety of applications across different industries [2]. Differential privacy has been widely

recognized as the de facto standard notion [50, 55] in protecting individuals’ privacy during such

data collection and analysis. On the other hand, since the privacy constraints (e.g., the degree

of randomization) imposed by differential privacy may render the released data less useful for

analysis, the fundamental trade-off between privacy and utility (i.e., analysis accuracy) has attracted

significant attention in various settings [55, 62, 106, 139, 145, 57].
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In this context, a key issue is to identify the optimal randomization mechanisms (i.e., distri-

butions and their parameters) [76, 82, 73, 72, 9, 71, 87, 26]). While optimizing the parameters

of a given distribution can be easily automated, identifying the optimal distribution for different

utility metrics is more challenging, and typically requires manual analysis to examine the search

space of all distributions. In fact, recent studies [76, 82, 73, 72, 9, 71, 87, 26] have only identified

the optimal randomization mechanisms for a limited number of cases with specific utility metrics

and queries. For instance, Ghosh et al. [76, 82] showed that an optimal randomization mechanism

(adding a specific class of geometric noise) can be used to preserve differential privacy under the

class of negative expected loss utility metrics for a single counting query. Subsequently, Geng et

al. [73] showed that, under the `1 and `2 norms, the widely used standard Laplace mechanism is

asymptotically optimal as ε→ 0, whereas the Staircase mechanism (which can be viewed as a geo-

metric mixture of uniform probability distributions) performs exponentially better than the Laplace

mechanism in case of weaker privacy guarantees (a comprehensive literature review will be given

in Section 2.2).

However, this has left the optimal distributions of many other utility metrics as open problems,

e.g., usefulness (for machine learning applications [18]), entropy-based measures (for signal pro-

cessing applications [39, 165], and semi-supervised learning [80]), and graph distance metrics (for

social network applications [97]). As shown in the works of Ghosh et al. [76, 82] and Geng et

al. [73], different utility metrics will likely lead to different optimal distributions. Moreover, since

those existing works mostly rely on manual analysis to examine the search space of all distributions,

it would be an expensive process to repeat such efforts for each utility metric. Consequently, many

existing works simply employ a well-known distribution (e.g., Laplace noise with constant scale

parameter or Gaussian noise with constant variance) without worrying about its optimality. Unfor-

tunately, as our experimental results will show (Section 4.4), choosing a non-optimal distribution

(even with its parameters optimized) may lead to rather poor utility.
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Figure 24: R2DP can automatically optimize different utility metrics which have no known
optimal distributions.

4.1.1 R2DP: A Universal Framework

Our key observation is the following. To build a universal framework that can automatically find

the optimal distribution in the search space of all distributions, we would need a formulation to

link the differential privacy guarantee to the parameters of different distributions (e.g., in Laplace

mechanism, ε is proportionally related to the inverse of variance). However, it is a known fact that

such a formulation varies for each distribution, which explains why existing works have to rely on

manual efforts to cover the search space of all distributions, and it also becomes the main obstacle

to finding a universal solution that works for all utility metrics employed in different applications.

As depicted in Figure 24, our key idea is that, although it is not possible to directly cover

the search space of all distributions in an automated fashion, we can indirectly do so based on the

following known fact in probability theory, i.e., a two-fold randomization over the exponential class
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of distributions may yield many other distributions to approximately cover the search space [37].

Since this class of distributions are all originated from one of the exponential family distributions,

their differential privacy guarantee will become a unique function of the parameters of the second

fold distribution. Therefore, these parameters can be used to automatically optimize utility w.r.t.

different utility metrics through a universal framework, namely, randomizing the randomization

mechanism in differential privacy (R2DP). Furthermore, the two-fold distribution introduces an

added degree of freedom, which allows R2DP to incorporate the requirements of both data owners

and data recipients.

4.1.2 Contributions

Specifically, we make the following contributions:

1. We define the R2DP framework with several unique benefits. First, it provides the first uni-

versal solution that is applicable to different utility metrics, which makes it an appealing

solution for applications whose utility metrics have no known optimal distributions (e.g.,

[18, 39, 165, 97]). Second, unlike most existing works which rely on manual analysis [76,

82], R2DP can automatically identify a distribution that yields near-optimal utility, and hence

is more practical for emerging applications. Third, R2DP can incorporate the requirements of

both data owners and data recipients, which addresses a practical limitation of most existing

approaches, i.e., only the privacy budget ε is considered in designing the differentially private

mechanisms.

2. We formally benchmark R2DP under the well-studied Laplace mechanism. We tackle several

key challenges related to the two-fold distribution in R2DP. We then show that this mecha-

nism yields a class of log-convex distributions for which the differential privacy guarantee

can globally be given in terms of the PDFs’ parameters. We also show that it can gener-

ate near-optimal results w.r.t. a variety of utility metrics whose optimality is known, e.g.,

Staircase-shape distribution for large ε and Laplace itself for small ε [73].
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3. We evaluate R2DP using six different utility metrics, both numerically and experimentally on

real data, using both statistical queries (e.g., count and average), and data analytics applica-

tions (e.g., machine learning and social network). The experimental results demonstrate that

R2DP can significantly increase the utility for those utility metrics with no known optimal

distributions (compared to the baseline Laplace distribution). We also evaluate the optimality

of R2DP using utility metrics whose optimal distributions are known (e.g., Staircase-shape

for `1 and `2 norms [73]) and our results confirm that R2DP can generate near-optimal results.

4. We discuss the potential of adapting R2DP to improve a variety of other applications related

to differential privacy.

The rest of the work is organized as follows. Section 5.2 provides some related background.

Section 5.3 defines the R2DP framework. Section 4.3 formally studies the differential privacy

guarantee and the utility of R2DP. Section 4.4 presents the experiments. Section 2.3 reviews the

related work, and Section 4.6 concludes the work.

4.2 The R2DP framework

Data Recipient

 ε-DP  

 q(D)+ω(σ4) 

Data Owner

 Query (q) 

Database D

Baseline DP 

mechanism

R
2
DP Computation

q(D)

ω(σ4)

DP 

mechanism

σ1

σ2

 σ3

σ5

σ4

1: Initialize

DP(ε), Query (q)

2: Compute the 

utility-maximized PDF 
 3: Sample the variance 

from the chosen PDF

5: Generate utility-maximized 

DP query result

4: Import the variance 

into the DP mechanism

σ4

Figure 25: The high level overview of the R2DP framework.

In this section, we define the R2DP framework and its main building block which is the Utility-

maximized PDF finder.
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4.2.1 Notions and Notations

In probability and statistics, a random variable (RV) that is distributed according to some param-

eterized PDFs, with (some of) the parameters of that PDFs themselves being random variables, is

known as a mixture distribution [37] when the underlying RV is discrete (or a compound distribu-

tion when the RV is continuous). Compound (or mixture) distributions have been applied in many

contexts in the literature [144] and arise naturally where a statistical population contains two or

more sub-populations.

Definition 4.2.1. Let (Ω,F ,P) be a probability space and let X be a RV that is distributed ac-

cording to some parameterized distribution f(θ) ∈ F with an unknown parameter θ that is again

distributed according to some other distribution g. The resulting distribution h is said to be the

distribution that results from compounding f with g,

h(X) =

∫
R
f(X|θ)g(θ) d θ (7)

Then for any Borel subset B of R,

P(X ∈ B) =

∫
B

∫
R
f(X|θ)g(θ) d θdX (8)

In general, we call any differentially private query answering mechanisms that leverage two-

fold probability distribution functions in their randomization, an R2DP mechanism.

Definition 4.2.2. (R2DP Mechanism). LetMq(d, u) = q(d)
⊕

ω(u) be a mechanism randomizing

the answer of a query q using a random oracle ω(u), where u is the set of parameters (mean,

variance, etc.) of the PDF of ω and
⊕

stands for the corresponding operator. Denote by F the

space of PDFs, we call Mq(d, u) an R2DP mechanism if at least one of the parameters ui ∈ u,

(i ≤ |u|) is/are chosen randomly w.r.t. a specified probability distribution fui ∈ F .

In particular, the R2DP Laplace mechanism will modify the answer to a numerical query by
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adding zero-mean noise distributed according to a compound Laplace distribution with the scale

parameter b itself distributed according to some distribution fb.

Example 4.2.1. Suppose that the scale parameter b in a Laplace mechanism is randomized as

follows:

b =


b1 w.p. p,

b2 w.p. 1− p.

Then, the perturbed result q(D) + Lap(b) is an example R2DP Laplace mechanism using a

Bernoulli distribution.

Definition 4.2.3. Let q : D → R be a query and suppose fb ∈ F is a probability density function

of the scale parameter b. Then, the mechanism Mq : D × Ω → R, defined by Mq(d, b) =

q(d) + Lap(b) is an R2DP Laplace mechanism that utilizes PDF fb.

4.2.2 The Framework

As shown in Figure 25, R2DP framework include the following steps.

R2DP Computation:

• Step 1: The data owner specifies the differential privacy budget ε and the data recipient

specifies his/her query of interest together with its required utility metric.

• Step 2: Given the input triplets (ε, query,metric), the utility-maximized PDF computing mod-

ule computes the provably optimal probability density function and its parameters for the

variance of the additive noise. For example, in Figure 25, the PDF computing module returns

a lower tail truncated Gaussian distribution for the specified inputs.

• Step 3: The variance sampler module randomly samples (w.r.t. the PDF found in Step 2)

one standard deviation σi of the noise to be eventually added.

Baseline DP Randomization:
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• Step 4: Next, the computed standard deviation σi is used to generate a noise ω(σ4) for the

baseline DP mechanism, which is a DP mechanism of exponential order, e.g ., Laplace,

Gaussian and exponential mechanisms.

• Step 5: The computed noise ω(σi) is added to the query result q(D) to provide a utility-

maximized DP result to the data recipient.

The most important module of the R2DP framework is the utility-maximized PDF computing mod-

ule (Step 2) which will be described in more details in the following. Furthermore, to make our

discussions more concrete, we instantiate the R2DP framework based on the well studied Laplace

mechanism, namely, the R2DP Laplace mechanism, where other baseline DP mechanisms will be

discussed in Appendix 4.5.6 due to space limitation (from now on, we will simply refer to the R2DP

Laplace mechanism as R2DP). Particularly, we show that, with a two-fold Laplace distribution, an

infinite-size class of log-convex distributions can be identified. This class of distributions pertains

a differential privacy guarantee which can globally be given in terms of the PDFs’ parameters, and

hence is automatically optimizable under the differential privacy constraint.

4.2.3 Computing Utility-Maximized PDF

In Figure 25, to compute the utility-maximized PDF (Step 2), a key challenge is to establish the

search space of automatically optimizable PDFs, from which the utility-maximized PDF is com-

puted. Ideally, the search space of an R2DP mechanism can be defined as the collection of all

two-fold distributions, e.g., with Laplace and exponential as the first and second fold distributions,

respectively. However, the key challenge here is that a mixture of distributions is itself a distri-

bution which does not necessarily provide a global differential privacy guarantee in terms of the

resulting PDFs’ parameters (automatically optimizable under the differential privacy constraint).

To address this issue, the Moment Generating Function (MGF) [66] of the second fold distribution

could be utilized, e.g., given the first fold as Laplace distribution. Specifically, MGF of a random

variable is an alternative specification of its probability distribution, and hence provides the basis
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of an alternative route to analytical results compared with directly using probability density func-

tions or cumulative distribution functions [66]. In particular, the MGF of a random variable is a

log-convex function of its probability distribution which can provide a global differential privacy

guarantee [66] (see Theorem 4.3.1).

Definition 4.2.4. (Moment Generating Function [66]). The moment-generating function of a ran-

dom variable x is MX(t) := E
[
etX
]
, t ∈ R wherever this expectation exists. The moment-

generating function is the expectation of the random variable etX .

Theorem 4.2.1. We can write the CDF of the output of an R2DP mechanism in terms of the Moment

Generating Function (MGF) [66] of the probability distribution f 1
b
, where b is the randomized scale

parameter (see Appendix 4.5.1 and 4.5.3 for the details and the proof).

Thus, for a PDF with non-negative support (since scale parameter is always non-negative), the

R2DP mechanism outputs another PDF using the MGF (where CDF is the moment and PDF is

its derivative, as shown in Equation 15 in Appendix 4.5.3) . Moreover, since MGF is a bijective

function [65], the R2DP mechanism can in fact generate a search space as large as the space of

all PDFs with non-negative support and an existing MGF. However, the next challenge is that not

all random variables have moment generating functions (MGFs), e.g., Cauchy distribution [28].

Fortunately, MGFs possess an appealing composability property between independent probability

distributions [37], which can be used to provide a search space of all linear combinations of a set

of popular distributions with known MGFs (infinite number of RVs).

Theorem 4.2.2 (MGF of Linear Combination of RVs). If x1, · · · , xn are n independent RVs with

MGFs Mxi(t) = E(etxi) for i = 1, · · · , n, then the MGF of the linear combination Y =
n∑
i=1

aixi is
n∏
i=1

Mxi(ait).

Consequently, we define the search space of the R2DP mechanism as all possible linear combi-

nations of a set of independent RVs with existing MGF (Section 4.3.2.2 will provide more details

on how to choose the set of independent RVs). Although this search space is only a subset of all
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two-fold distributions, we will show through both numerical results (in Section 4.5.5) and experi-

ments with real data (Section 4.4) that this search space is indeed sufficient to generate near-optimal

utility w.r.t. all utility metrics (universality).

4.3 Privacy and Utility

In this section, we analyze the privacy and utility of the R2DP, and then discuss extensions for

improving and implementing R2DP.

4.3.1 Privacy Analysis

We now show the R2DP mechanism provides differential privacy guarantee. By Theorem 4.2.1, the

DP bound of the R2DP is

eε = max
∀S∈R

{
−M 1

b
(−|x−q(d)|)|S≥q(d)+M 1

b
(−|x−q(d)|)|S<q(d)

−M 1
b

(−|x−q(d′)|)|S≥q(d′)+M 1
b

(−|x−q(d′)|)|S<q(d′)

}

Hence, the value of eε only depends on the distribution of reciprocal of the scale parameter b,

i.e., f 1
b
. Moreover, an MGF is positive and log-convex [66] where the latter property is desirable

in defining various natural logarithm upper bounds, e.g., DP bound. In the following theorem, our

MGF-based formula for the probability P({q(d) +Lap(b)} ∈ S) can be easily applied to calculate

the differential privacy guarantee (see Appendix 4.5.3 for the proof).

Theorem 4.3.1. The R2DP mechanismMq(d, b) is

ln

 E(1
b
)

dM 1
b
(t)

dt
|t=−∆q

 -differentially private. (9)

Moreover, Theorem 4.2.2 can be directly applied to calculate the differential privacy guarantee

of any RV from the search space defined in Section 4.2.3 (i.e., all linear combinations of a set of
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independent RVs with known MGFs).

Corollary 4.3.1 (Differential Privacy of Combined PDFs). If x1, · · · , xn are n independent random

variables with respective MGFs Mxi(t) = E(etxi) for i = 1, · · · , n, then the R2DP mechanism

Mq(d, b) where 1
b

is defined as the linear combination 1
b

=
n∑
i=1

aixi is ε-differentially private,

where

ε = ln


n∑
j=1

aj · Exj(1
b
)

n∑
j=1

aj ·M ′
xj

(−aj ·∆q) ·
n∏
i=1
i6=j

Mxi(−ai ·∆q)

 (10)

Therefore, we have established a search space of probability distributions with a universal for-

mulation for their differential privacy guarantees, which is the key enabler for the universality of

R2DP. Next, we characterize the utility of R2DP mechanisms.

4.3.2 Utility Analysis

We now characterize the utility of the R2DP mechanism. To make concrete discussions, we focus

on the usefulness metric (see Section 1.5), and a similar logic can also be applied to other metrics.

4.3.2.1 Characterizing the Utility

Denote by U(ε,∆q, γ) the usefulness of an R2DP mechanism for all ε > 0, sensitivity ∆q and error

bound γ. The optimal usefulness is then given as the answer of the following optimization problem

over the search space of PDFs.
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max
f 1
b
∈F

{
U(ε,∆q, γ)

}
= max

f 1
b
∈F

{
1
2
·
[
−M 1

b
(−|x− q(d)|)|q(d)+γ

q(d)

+M 1
b
(−|x− q(d)|)|q(d)

q(d)−γ

]}
,

subject to ε = ln

 E(1
b
)

dM 1
b
(t)

dt
|t=−∆q


where the utility function is the probability of generating ε-DP query results within a distance of

γ-error (using Theorem 4.2.1). Note that ε and ∆q do not directly impact the usefulness but they do

so indirectly through the differential privacy constraint. Furthermore, as shown in Theorem 4.3.1,

the differential privacy guarantee ε over the established search space is a unique function of the

parameters of the second-fold distribution.

Corollary 4.3.2. Denote by u, the set of parameters for a probability distribution f 1
b
, and by Mf(u)

its MGF. Then, the optimal usefulness of an R2DP mechanism utilizing f 1
b
, at each triplet (ε,∆q, γ)

is

Uf (ε,∆q, γ) = max
u∈R|u|

{
1
2
·
[
−Mf(u)(−|x− q(d)|)|q(d)+γ

q(d)

+Mf(u)(−|x− q(d)|)|q(d)
q(d)−γ

]}
,

subject to ε = ln

 E(1
b
)

dM 1
b
(t)

dt
|t=−∆q


Since MGFs are positive and log-convex, with M(0) = 1, we have Uf (ε,∆q, γ) = 1 −

min
u∈R|u|

Mf(u)(−γ). Thus, for usefulness metric, the optimal distribution for ε is the one with the

minimum MGF evaluated at γ. In particular, for a set of privacy/utility parameters, we can find the

optimal PDF using the Lagrange multiplier [12]. i.e.,
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L(u, λ) = Mf(u)(−γ) + λ · (ln

 E(1
b
)

dM 1
b
(t)

dt
|t=−∆q

− ε) (11)

Moreover, Theorem 4.2.2 can be directly applied to design a utility-maximizing R2DP mechanism

with a sufficiently large search space (with an infinite number of different random variables).

Corollary 4.3.3 (Optimal Utility for Combined RVs). If x1, x2, · · · , xn are n independent ran-

dom variables with respective MGFs Mxi(t) = E(etxi) for i = 1, 2, · · · , n, then for the linear

combination Y =
n∑
i=1

aixi, the optimal usefulness (similar relation holds for other metrics) under

ε-differential privacy constraint is given as

UY (ε,∆q, γ) = 1−min
A,U

{
n∏
i=1

Mxi(−aiγ)

}
(12)

subject to

ε = ln


n∑
j=1

aj · Exj(1
b
)

n∑
j=1

aj ·M ′
xj

(aj · −∆q) ·
n∏
i=1
i 6=j

Mxi(−ai ·∆q)


where A = {a1, a2, · · · , an} is the set of the coefficients and U = {u1, u2, · · · , un} is the set of

parameters of the probability distributions of RVs xi, ∀i ≤ n.

Similar to the case of a single RV, we can compute the optimal solution for this optimization

problem using the Lagrange multiplier function in Equation 11.

4.3.2.2 Finding Utility-Maximizing Distributions

Since not all second-fold probability distributions can boost the utility of the baseline Laplace

mechanism, leveraging all RVs into our search space would only result in redundant computation

by the utility-maximized PDF computing module. Accordingly, in this section, we first derive a
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necessary condition on the differential privacy guarantee of R2DP to boost the utility of the baseline

Laplace mechanism (refer to Appendix 4.5.3 for the proof). Using this necessary condition, we can

easily filter out those probability distributions that cannot deliver any utility improvement.

Theorem 4.3.2. The utility of R2DP with ε ≥ ln
[
E 1
b

(
eε(b)

)]
is always upper bounded by the utility

of the ε-differentially private baseline Laplace mechanism. Equivalently, for an R2DP mechanism

to boost the utility, the following relation is necessarily true.

eε =
E(1

b
)

M ′
1
b

(−∆q)
< M 1

b
(∆q) (13)

We note that ε = ln
[
E 1
b

(
eε(b)

)]
provides a tight upper bound since it gives the overall eε of

an R2DP mechanism as the average of differential privacy leakage. Next, we examine a set of

well-known PDFs as second-fold distribution to identify the distribution that offers a significantly

improved utility compared with the bound given in Theorem 4.3.2. Promisingly, our analytic eval-

uations for three of these distributions, i.e., Gamma, uniform and truncated Gaussian distributions

demonstrate such a payoff (Appendix 4.5.2 theoretically analyzes several case study PDFs). We

note that those chosen distributions are general enough to cover many of other probability dis-

tributions (e.g., Exponential, Erlang, and Chi-squared distributions are special cases of Gamma

distribution).

4.3.2.3 Deriving Error Bounds

The error bounds of the R2DP mechanism under some well-known utility metrics are shown in

Table 9. The key idea in deriving these results is to calculate the mean of each utility metric over

the PDF of RV 1/b (which is the linear combination of RVs in multiple PDFs). Specifically, given

the error bound eL(b) for deterministic variance (i.e., Laplace mechanism), the total error bound of

an R2DP mechanism will be the mean
∫∞

0
eL(b)fb(b)db. The results shown in Table 9 can be easily
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applied to optimize those metrics in corresponding applications (e.g., `1 for private record match-

ing [91], `2 for location privacy [22], usefulness for machine learning [18], Mallows for social

network analysis [89], and relative entropy (with a degree α) for semi-supervised learning [80]).

Table 5: Error bound of R2DP under different metrics

Metric Dependency to Prior R2DP Error Bound

`1 independent
∞∫
0

M 1
b
(−x)dx

`2 independent

√
2
∞∫∫
0

M 1
b
(−u)dudx

Usefulness independent 1−M 1
b
(−γ)

Mallows (p) dependent
(

[
∑n

i=1 |Ni ∼ [−M ′
1
b

(−x)/2]|p]/n
)1/p

Relative Entropy (α) dependent log
∑n
x∈X p(x)αq(x)1−α

α−1
s.t(q(x)− p(x)) ∼ −M ′

1
b

(−x)/2

In this context, the `1, `2 and usefulness metrics (as defined in Section 1.5) are independent to

the prior (i.e., not depending on the distribution of the true results). The metrics will be evaluated

based on the deviation between the true and noisy results (which does not change regardless of the

prior). On the contrary, some other metrics (e.g., Mallows and relative entropy) depend on the prior

distribution of the true results [89, 80]. In such cases, the metrics will be evaluated based on the

deviation between the true and noisy results w.r.t. the prior in specific experimental settings (we

will discuss those specific priors used in the experiments in Section 4.4).

Table 6: R2DP compared to Laplace w.r.t. error bounds for learning algorithms

Linear SVM [94] Bayesian Inference (statistician) [182] Robust Linear Regression [54] Naive Bayes [161]
Laplace O( log(1/β)

α2 + 1
εα

+ log(1/β)
αε

) O(mn log(n))[1− exp(− nε
2|I| ] O(n−εlogn) O( 1

nε
)

R2DP O( log(1/β)
α2 + E 1

b
( b
α

+ b log(1/β)
α

)) O(mn log(n))[1−M 1
b
(− n

2|I|)] O(E 1
b
(n−

logn
b )) O(E 1

b
( b
n
))

In addition to the error bounds given in Table 9, an analyst can derive error bounds for more

advanced queries, e.g., those pertaining to learning algorithms [94, 182, 54, 161]. Given the error

bound of Laplace mechanism in an application (e.g., Linear SVM [94]), the error bound of the

R2DP framework for this application can be derived by taking average of the Laplace’s result over

the PDF of 1
br

. In particular, Table 6 demonstrates the error bounds of R2DP for some learning

algorithms (as shown in Section 4.4, those learning algorithms can benefit from integrating R2DP

instead of Laplace).

To derive the error bounds shown in Table 9 and Table 6, the noise parameter(s) and the PDFs

used in R2DP can be released to a downstream analyst. This will not cause any privacy leakage
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because, similar to other differential privacy mechanisms, the privacy protection of R2DP comes

from the (first-fold) randomization (whose generated random noises are never disclosed), which

will not be affected even if all the noise parameter(s) and the PDFs are disclosed (see Section 4.3.1

and Appendix 4.5.3 for the formal privacy analysis and proof). We note that, although R2DP

replaces the fixed variance of a standard differential privacy mechanism with a random variance,

this second-fold randomization is not meant to keep the generated parameters (e.g., the variance)

secret, but designed to cover a larger search space (as detailed in Section 4.2.3).

4.3.3 R2DP Algorithm

Algorithm 2 details an instance of the R2DP framework using linear combination of three different

PDFs. In particular, the algorithm with ε-DP finds the best second-fold distribution using the La-

grange multiplier function (see Appendix 4.5.4) that optimizes the utility metric. Then, it randomly

generates the noise using the two-fold distribution (e.g., first-fold Laplace) and injects it into the

query.

Input : Dataset D, Privacy budget ε, Query q(·), Metric and its parameters (from data
recipient)

Output: Query result q(D) + Lap(br), DP guarantee ε, Second-fold PDF’s parameters
∆q ← Sensitivity (q(·))
Find optimal parameters from Lagrange Multiplier L(ε,∆q,metric) =
aopt1 , aopt2 , aopt3 , kopt, θopt, aoptu , boptu , µopt, σopt, aoptNT , b

opt
NT

X1 ∼ Γ(kopt, θopt)
X2 ∼ U(aoptu , boptu )
X3 ∼ N T (µopt, σopt, aoptNT , b

opt
NT )

1
br

= aopt1 ·X1 + aopt2 ·X2 + aopt3 ·X3

return q(D) + Lap(br), ε, L(ε,∆q,metric)

Algorithm 2: The Ensemble R2DP Algorithm

Some advanced applications (e.g., workload queries) that integrate R2DP to improve their utility

are discussed in Appendix 4.5.9.
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Figure 26: Usefulness metric: R2DP (with five PDFs, i.e., Gamma, Uniform, Truncated Gaussian,
Noncentral Chi-squared and Rayleigh distributions) strictly outperforms Laplace and Staircase

mechanisms for statistical queries, where the ratio of improvement depends on the values of ∆q, γ
and ε.

4.4 Experimental Evaluations

In this section, we experimentally evaluate the performance of R2DP using six different utility met-

rics, i.e., `1, `2, entropy, usefulness, Mallows and Rényi divergence. Furthermore, we investigate

the tightness of R2DP under Rényi differential privacy (RDP in short) [129] which provides a uni-

versal formulation of the privacy losses of various DP mechanisms, as shown in Appendix 4.5.8.2

(facilitating the comparison between different mechanisms). Our objective is to verify the follow-

ing two properties about the performance of the R2DP framework w.r.t. all seven utility and privacy

metrics: (1) R2DP produces near-optimal results and (2) R2DP performs strictly better than well-

known baseline mechanisms, e.g, Laplace and Staircase mechanisms, in settings where an optimal

PDF is not known, e.g., usefulness utility metric or Rényi differential privacy .

84



4.4.1 Experimental Setting

We perform all the experiments and comparisons on the Privacy Integrated Queries (PINQ) plat-

form [123]. Besides basic statistical queries, two applications in the current suite (machine learn-

ing and social network analysis) are employed to evaluate the accuracy of R2DP and compare it to

Laplace and Staircase mechanisms. I would like to thank Shangyu Xie for his help in conducting

the following results.

4.4.1.1 Statistical Queries

In the first set of our experiments, we examine the benefits of R2DP using basic statistical func-

tions, i.e., count and average. The dataset comes from a sensor network experiment carried out

in the Mitsubishi Electric Research Laboratories (MERL) and described in [168]. MERL has col-

lected motion sensor data from a network of over 200 sensors for a year and the dataset contains

over 30 million raw motion records. To illustrate the query performance with different sensitivities,

we create the queries based on a subset of the data including aggregated events that are recorded

by closely located sensors over 5-minute intervals. We formed in this way 10 input signals corre-

sponding to 10 spatial zones (each zone is covered by a group of sensors). Since each individual

can activate several sensors and travel through different zones, we define moving average functions

with arbitrary sensitivity values, e.g., ∆q ∈ [0.1, 5]. For instance, we could be interested in the

summation of the moving averages over the past 30 min for zones 1 to 4. We apply R2DP w.r.t.

usefulness, `1, `2, entropy, and Rényi metrics, respectively.

4.4.1.2 Social Network

Social network degree distribution is performed on a Facebook dataset [107]. They consist of

“circles” and “friends lists” from Facebook by representing different individuals as nodes (47,538

nodes) and friend connections as edges (222,887 edges). Recall that the Mallows metric is fre-

quently used for social network (graph-based) applications [97]. We thus apply R2DP w.r.t. the
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Mallows metric in this group of experiments.

4.4.1.3 Machine Learning

Naive Bayes classification is performed on two datasets: Adult dataset (in the UCI ML Repository)

[101] and KDDCup99 dataset [158]. First, the Adult dataset includes the demographic informa-

tion of 48,842 different adults in the US (14 features). It can be utilized to train a Naive Bayes

classifier to predict if any adult’s annual salary is greater than 50k or not. Second, the KDD compe-

tition dataset was utilized to build a network intrusion detector (given 24 training attack types) by

classifying “bad” connections and “good” connections. Recall that the usefulness metric is com-

monly used for machine learning [18]. We thus apply R2DP w.r.t. the usefulness in this group of

experiments.

4.4.2 Basic Statistical Queries

We validate the effectiveness of R2DP using two basic statistical queries: count (sensitivity=1) and

moving average with different window sizes, e.g., sensitivity ∈ [0.1, 2] to comprehensively study

the performance of R2DP by benchmarking with Laplace and Staircase mechanisms. We have the

following observations.

4.4.2.1 Usefulness Metric

We compare R2DP with the baseline Laplace and two classes of Staircase mechanisms proposed

in [82] w.r.t. `1 and `2 metrics, by varying the privacy budget ε, four error bounds γ ∈ {0.1, 0.4, 0.6, 0.9}

and two different sensitivities (Section 4.5.5 additionally shows numerical results to provide a more

comprehensive evaluation for the usefulness metric). As shown in Figure 26, R2DP generates

strictly better results w.r.t. the usefulness metric, and the ratio of improvement depends on values

of ε, ∆q and γ. In particular, we observe that the improvement is relatively larger for a larger error

bound and smaller sensitivity (Figure 26 (a,b,e,f) vs. (c,d,g,h)). One important factor determining
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Figure 27: `1 and `2 metrics: R2DP compared to Laplace and Staircase mechanisms for statistical
queries (with five PDFs, i.e., Gamma, Uniform, Truncated Gaussian, Noncentral Chi-squared and

Rayleigh distributions).
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Figure 28: KL Divergence (Relative entropy metric): R2DP (with five PDFs, i.e., Gamma,
Uniform, Truncated Gaussian, Noncentral Chi-squared and Rayleigh distributions) compared to

Laplace and Staircase mechanisms.

the improvement is the ratio between γ and ∆q, since it exponentially affects the search space of

the R2DP mechanism. Furthermore, we observe that the Laplace and the staircase mechanisms are

not optimal (w.r.t. usefulness) for very small and large values of ε, respectively, even though they

are known to be optimal under other utility metrics (e.g., [74]).
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Figure 29: Rényi Divergence (Relative entropy metric): R2DP (with five PDFs, i.e., Gamma,
Uniform, Truncated Gaussian, Noncentral Chi-squared and Rayleigh distributions) compared to

Laplace and Staircase mechanisms.
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Figure 30: Rényi Differential Privacy: (a-d) R2DP compared to Laplace and Random Response
mechanisms, and (e-h) R2DP compared to Gaussian mechanism.

4.4.2.2 `1 and `2 Metrics

We compare R2DP with the baseline Laplace and Staircase mechanisms [82], by varying the privacy

budget ε and for four different sensitivities ∆q ∈ {0.1, 0.5, 1, 1.5}. Our results validate the findings

of Geng et al. [74], i.e., in the low privacy regime (ε → ∞), the Staircase mechanism is optimal

while in the high privacy regime (ε→ 0), the Laplace mechanism is optimal.

More importantly, our evaluations show that, for medium regime of privacy budgets (which
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could be more desirable in practice), the class of optimal noise can be totally different. In fact,

as shown in Geng et al. [74], the lower-bound of ε at which the Staircase distribution performs

better than the Laplace distribution is somewhere around ε = 3 for both `1 and `2 metrics. As

illustrated in Figure 27, in contrast to `1 metric (for which the results of laplace and staircase are

relatively tight), R2DP can find a class of noises with significantly improved `2 metric for ε < 3

(a logarithmic X axis is used to illustrate the performance in this region). The PDF of this class

of noises is mostly two-fold distributions with Laplace distribution as the first fold, and Gamma

distribution as the second fold. This finding is in line with the optimal class of noise proposed

by Koufogiannis et al. [102], i.e., f(v) =
εnΓ(n

2
+ 1)

π
n
2 Γ(n+ 1)

e−ε||v||2 . Furthermore, our results suggest

different classes of optimal noises (than those found in the literature) for different parameters,

sensitivity, ε and p (index of ` norm). In particular, a larger p tends to provide larger search spaces

for R2DP optimization, which results in further improved results for ε < 3 (Figure 27 (a,b,e,f) vs.

(c,d,g,h)).

4.4.2.3 Relative Entropy Metric

As Wang et al [166] has already shown that the output entropy of ε-DP randomization mechanisms

is lower bounded by 1− ln(ε/2) (for count queries) and the optimal result is achieved with Laplace

mechanism, we focus our entropy metric evaluation on relative entropy metrics, i.e., KL and Rényi

divergences. To define the prior distribution for this group of experiments, we have created a

histogram with 50 bins of our data and calculated the probability mass function (pmf) of the bins.

1 As illustrated in Figure 28, we can draw similar observations for the KL entropy metric. In

particular, we observe that R2DP performs better for smaller sensitivity due to the larger search

space of PDFs used in optimization. Similarly the Rényi entropy depicted in Figure 29 shows a

similar trend with different α (the index of the divergence).

12 millions records fall into 50 bins (e.g., equal range for each bin). Then, any counting and moving average query
(with different sensitivities) can be performed within each of the 50 bins to generate the distribution. Finally, the
distance between the original and noisy distributions can be measured using the relative entropy metrics.
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Summary. The R2DP mechanism can generate better results than most of the well-known distri-

butions for utility metrics without known optimal distributions (e.g., usefulness), and our results

asymptotically approach to the optimal for utility metrics with known optimal distributions (e.g., `1

and `2). In particular, even though R2DP is not specifically designed to optimize `1 and `2 metrics,

we observe very similar performance between the R2DP results and the optimal Staircase results,

e.g., the multiplicative gain compared to the Laplace results. We note that using a larger number

of independent RVs drawn from different PDFs as the search space generator may further improve

the results.

4.4.3 Tightness of R2DP under Rényi DP

Rényi differential privacy [129] is a recently proposed as a relaxed notion of DP which effectively

quantifies the bad outcomes in (ε, δ)-DP mechanisms and consequently evaluates how such mech-

anisms behave under sequential compositions (see Appendix 4.5.8.2 for details on Rényi DP). We

now evaluate how the privacy loss of R2DP behaves under Rényi DP.

Specifically, this group of experiments are conducted to provide insights about the privacy

loss of R2DP and other well-known mechanisms. In particular, Figure 30 (a-d) depicts the Rényi

differential privacy of the R2DP and two basic mechanisms for counting queries: random response

and Laplace mechanisms. These results are based on the privacy guarantees depicted in Table 7.

Our results demonstrate that fine tuning R2DP can generate strictly more private results compared to

the other two ε-DP mechanisms when the definition of the privacy notion is relaxed. Furthermore,

the level of such tightness depends on the Rényi differential privacy index where a smaller value of

α pertains to a relatively tighter R2DP mechanism. On the other hand, all three mechanisms behave

more similarly as α increases. Ultimately, at α → ∞, where Rényi differential privacy becomes

equivalent to the classic notion of ε-DP, all three mechanisms’ privacy guarantees converge to ε.

In the next set of experiments, we compare the R2DP mechanism and Gaussian mechanism in

terms of privacy guarantee to understand how exactly the bad outcomes probability (δ) affects the
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Figure 31: Mallows metric: R2DP compared to Laplace and Staircase mechanisms for degree
distribution (Facebook dataset).
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Figure 32: Accuracy evaluation for classification (UCI Adult dataset and KDDCup99 dataset)

Table 7: Summary of Rényi DP parameters for four mechanisms based on Theorem 4.5.13

Mechanism Differential Privacy Rényi Differential Privacy for α

Laplace 1
b

α > 1 : 1
α−1

log
[
α·exp(α−1

b
)+(α−1)·exp(−α

b
)

2α−1

]
α = 1 : 1

b
+ exp(−1

b
)− 1

Random Response | log p
1−p |

α > 1 : 1
α−1

log [pα(1− p)1−α + p1−α(1− p)α]

α = 1 : (2p− 1) log p
1−p

R2DP M ′
1
b

(0)/M ′
1
b

(−1) α > 1 : 1
α−1

log

[
αM 1

b
(α−1)+(α−1)M 1

b
(−α)

2α−1

]
α = 1 : M ′

1
b

(0) +M 1
b
(−1)− 1

Gaussian ∞
α

2σ2

privacy robustness of a privatized mechanism. Figure 30 (e-h) gives such a comparison. Specif-

ically, since Rényi differential privacy at each α can be seen as higher-order moments as a way

of bounding the tails of the privacy loss variable [129], we observe that each value of α reveals a

snapshot of such a privacy loss. As a tangible observation, we conclude that the class of optimal

ε-differential privacy mechanisms benefits from a very smaller privacy loss at smaller moments

(which are more decisive in overall protection) and larger privacy loss at bigger moments.
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4.4.4 Social Network Analysis

We conduct experiments to compare the performance of R2DP, Laplace and two staircase mecha-

nisms based on PINQ queries in social network analysis. Figure 31 compares the degree distribu-

tion for a real Facebook dataset using Mallows metric (the prior, i.e.,n = 47, 538 nodes, and p = 1

or 2 for computing the distribution distance using Mallows metric). Again, our results confirm that

R2DP can effectively generate PDFs to maximize this utility metric suitable for social networking

analysis. Note that, since the definition of this metric is similar to `p metric (Mallows is more

empirical, depending on the number of nodes in the dataset), the results for this metric display a

similar pattern to those for `p metric depicted in Figure 27.

4.4.5 Machine Learning

We obtain our baseline results by applying the Naive Bayes classifier on the Adult dataset (45K

training records and 5K testing records), the precision and recall results are derived as 0.814 and

0.825, respectively. Then, we evaluate the precision and recall of R2DP and Laplace-based naive

classification [162] by varying the privacy budget for each PINQ query ε ∈ [0.1, 10] (sensitivity=1)

where two different error bounds γ = 0.05, 0.1 are specified for R2DP. We have the following

observations:

• As shown in Figure 32(a) and 32(b), the R2DP-based classification is more accurate than the

Laplace and staircase mechanisms with the same total privacy budget for all the PINQ queries

ε. As the privacy budget ε increases, following our statistical query experiments, R2DP offers

a far better precision/recall compared to the Laplace-based classification (close to the results

without privacy consideration) since it approaches to the optimal PDF.

• Among the precision/recall results derived with two different γ in R2DP-based classification,

for each ε, one out of the two specified error bounds (e.g., γ = 5%) may reach the highest

accuracy (not necessarily the result with the smaller γ).
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• As shown in Figure 32(c) and 32(d), we can draw similar observations from the KDDCup99

dataset.

The above experimental results have validated the effectiveness of integrating R2DP to im-

prove the output utility for classification while ensuring ε-differential privacy. In summary, all the

experiments conducted in both statistical queries and real-world applications have validated the

practicality of the R2DP framework.

4.5 Proofs and Further Discussions

4.5.1 Demonstration of Theorem 4.2.1

A Laplace distribution is of a (∝ x·ex·t) order, where x is the inverse of the scale parameter. Second,

since x · ex·t =
dex·t

dt
, the cumulative distribution function (CDF) resulted from randomizing x can

be expressed in terms of the expectation E(ex·t). We note that from now on, we will simply refer

to R2DP with Laplace distribution as the first fold PDF as the R2DP mechanism.

Example 4.5.1. Following Example 4.2.1, for a Bernoulli distributed scale parameter b, Figure 33

illustrates the above finding (see Appendix 4.5.3 for proof). It can be verified that the term inside the

braces is the derivative of E(e
1
b
·−|w|) w.r.t. −|w|, and hence the above probability can be expressed

in terms of the expectation.

4.5.2 Case Study PDFs

4.5.2.1 Discrete Probability Distributions

First, we consider two different mixture Laplace distributions that can be applied for constructing

R2DP with discrete probability distribution fb.
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{ 𝒑
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1 𝑖𝑓 𝑞 𝐷 + 𝜔 ∈ 𝑆

0 𝑖𝑓 𝑞 𝐷 + 𝜔 ∉ 𝑆

𝑏1
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S⊆ ℝ 𝑥~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝑝)

Figure 33: The term in the parenthesis is the derivative of E(e
1
b
·−|w|) w.r.t. −|w|, and hence the

above probability can be expressed in terms of the expectation

(1) Degenerate distribution. A degenerate distribution is a probability distribution in a (dis-

crete or continuous) space with support only in a space of lower dimension [25]. If the degener-

ate distribution is uni-variate (involving only a single random variable), it will be a deterministic

distribution and takes only a single value. Therefore, the degenerate distribution is identical to

the baseline Laplace mechanism as it also assigns the mechanism one single scale parameter b0.

Specifically, the probability mass function of the uni-variate degenerate distribution is:

fδ,k0(x) =


1 x = k0

0 x 6= k0

The MGF for the degenerate distribution δk0 is given by Mk(t) = et·k0 [28]. Using Equation 9,

Theorem 4.5.1 gives the same DP guarantee as the baseline Laplace mechanism.

Theorem 4.5.1. The R2DP mechanism Mq(d, ε), ε ∼ fδ, 1
b0

(ε), is ∆q
b0

-differentially private.
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Obviously, this distribution does not improve the bound in Theorem 4.3.2 but shows the sound-

ness of our findings.

(2) Bernoulli distribution. The probability mass function of this distribution, over possible

outcomes k, is

fB(k; p) =


p if k = 1,

1− p if k = 0.

Note that the binary outcomes k = 0 and k = 1 can be mapped to any two outcomes X0 and X1,

respectively. Therefore, we consider the following Bernoulli outcomes

fB,X0,X1(X; p) =


p if X = X1,

1− p if X = X0.

The MGF for Bernoulli distribution fB,X0,X1(X; p) isMX(t) = p·et·X0 +(1−p)·et·X1 [28]. We now

derive the precise differential privacy guarantee of an R2DP mechanism with its scale parameter

randomized according to a Bernoulli distribution.

Theorem 4.5.2. The R2DP mechanismMq(d, ε), ε ∼ fB, 1
b0
, 1
b1

(ε; p), satisfies ln[p·e
∆q
b0 +(1−p)·e

∆q
b1 ]

differential privacy.

This bound is exactly the mean of eε(b) given in Theorem 4.3.2.

4.5.2.2 Continuous Probability Distributions

We now investigate three compound Laplace distributions.

(1) Gamma distribution. The gamma distribution is a two-parameter family of continuous

probability distributions with a shape parameter k > 0 and a scale parameter θ. Besides the gener-

ality, the gamma distribution is the maximum entropy probability distribution (both w.r.t. a uniform

base measure and w.r.t. a 1/x base measure) for a random variableX for which E(X) = kθ = α/β

is fixed and greater than zero, and E[ln(X)] = ψ(k) + ln(θ) = ψ(α) − ln(β) is fixed (ψ is the
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digamma function). Therefore, it may provide a relatively higher privacy-utility trade-off in com-

parison to the other candidates [99, 92]. A random variableX that is gamma-distributed with shape

α and rate β is denoted by X ∼ Γ(k, θ) and the corresponding PDF is

fΓ(X; k, θ)=
xk−1e−

x
θ

Γ(k) · θk
for X > 0 and k, θ > 0,

where Γ(α) is the gamma function. We now investigate the differential privacy guarantee pro-

vided by assuming that the reciprocal of the scale parameter b in Laplace mechanism is distributed

according to the gamma distribution (see Appendix 4.5.3 for the proof).

Theorem 4.5.3. The R2DP mechanism Mq(d, ε), ε ∼ fΓ(ε; k, θ), satisfies
(
(k+ 1) · ln(1 + ∆q · θ)

)
differential privacy.

We now apply the necessary condition given in Equation 13 (see Appendix 4.5.3 for the proof).

Lemma 4.5.4. R2DP using Gamma distribution can satisfy the necessary condition in Equation 13.

Therefore, Gamma distribution may improve over the baseline, and this can be computed by op-

timizing the privacy-utility trade-off using the Lagrange multiplier function in Equation 11. Also,

our numerical results show that, this distribution is more effective for large ε (weaker privacy guar-

antees).

(2) Uniform distribution. In probability theory and statistics, the continuous uniform distribu-

tion or rectangular distribution is a family of symmetric probability distributions such that for each

member of the family, all intervals of the same length on the support of the distribution are equally

probable. The support is defined by the two parameters, a and b, which are the minimum and

maximum values. The distribution is often abbreviated as U(a, b), which is the maximum entropy

probability distribution for a random variable X under no constraint; other than that, it is contained
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in the distribution’s support [99, 92]. The MGF for U(a, b) is

MX(t) =


etb−eta
t(b−a)

for t 6= 0,

1 for for t = 0.

Using Theorem 4.3.1, we now drive the precise differential privacy guarantee of an R2DP mecha-

nism for uniform distribution U(a, b).

Theorem 4.5.5. The R2DP mechanismMq(d, ε), ε ∼ fU(a,b)(ε), is ln
[

α2−β2

2((1+β)e−β−(1+α)e−α)

]
-differentially

private, where α = a ·∆q and β = b ·∆q.

We now apply the necessary condition given in Equation 13. One can easily verify that the

inequality holds for an infinite number of settings, e.g., a = 0.5, b = 9 and ∆q = 1.2.

Lemma 4.5.6. R2DP using uniform distribution can satisfy the necessary condition in Equation 13.

Therefore, R2DP using uniform distribution may improve over the baseline, and this can be

computed by optimizing the privacy-utility trade-off using the Lagrange multiplier function in

Equation 11. Also, our numerical results show that, this distribution can also be effective for both

small and large ε.

(3) Truncated Gaussian distribution. The last distribution we consider is the Truncated Gaus-

sian distribution. This distribution is derived from that of a normally distributed random variable

by bounding the random variable from either below or above (or both). Therefore, we can benefit

from the numerous useful properties of Gaussian distribution, by truncating the negative region of

the Gaussian distribution. Suppose X ∼ N (µ, σ2) has a Gaussian distribution and lies within the

interval X ∈ (a, b), −∞ ≤ a < b ≤ ∞. Then, X conditional on a < X < b has a truncated

Gaussian distribution with the following probability density function

fNT (X;µ, σ, a, b)=
φ(X−µ

σ
)

σ ·
(
Φ( b−µ

σ
)− Φ(a−µ

σ
)
) for a ≤ x ≤ b
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and by fNT = 0 otherwise. Here, φ(x) = 1√
2π·e

−x
2

2 and Φ(x) = 1 − Q(x) are PDF and CDF of

the standard Gaussian distribution, respectively. Next, using Theorem 4.3.1, we give the differen-

tial privacy guarantee provided by the mechanism assuming that the reciprocal of b is distributed

according to the truncated Gaussian distribution.

Theorem 4.5.7. The R2DP mechanismMq(d, ε), ε ∼ fNT (ε;µ, σ, a, b), satisfies εNT - differential

privacy, where

εNT = ln


µ+

σ · (φ(α)− φ(β))

(Φ(β)− Φ(α))

dMNT (t)

dt
|t = −∆q

 (14)

in which φ(·) is the probability density function of the standard normal distribution, φ(·) is its

cumulative distribution function and α = a−µ
σ

and β = b−µ
σ

.

Lemma 4.5.8 (see Appendix 4.5.3 for the proof). R2DP using truncated Gaussian distribution can

satisfy the necessary condition in Equation 13.

Therefore, truncated Gaussian distribution may improve over the baseline, and this can be com-

puted by optimizing the privacy-utility trade-off using the Lagrange multiplier function in Equa-

tion 11. In particular, our numerical results show that, this distribution can also be effective for

smaller ε (stronger privacy guarantees).
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4.5.3 Proofs

Example 4.5.1. Following Example 4.2.1, for a Bernoulli distributed scale parameter b, we have

P(Mq(d, b) ∈ S)

=

∫
R

p

2b1

· 1S{q(d) + w}e
−|w|
b1 +

1− p
2b2

· 1S{q(d) + w}e
−|w|
b2 dw

=

∫
R

( p
2b1

· e
−|w|
b1 +

1− p
2b2

· e
−|w|
b2

)
1S{q(d) + w}dw

where 1{·} denotes the indicator function. It can be verified that the term in the braces is the

derivative of E(e
1
b
·−|w|) w.r.t. −|w|, and hence the above probability can be expressed in terms of

the expectation.

Theorem 4.2.1. For an R2DP Laplace mechanism and ∀S ⊂ R measurable and dataset d in D, we

have

P(Mq(d, b) ∈ S)

=

∫
R≥0

f(b)
1

2b

∫
R
1S{q(d) + w}e

−|w|
b dw db

=

∫
R≥0

g(u)
u

2

∫
R
1S{q(d) + w}e−|w|·u dw du

=

∫
R
1S{q(d) + w}

∫
R≥0

g(u)
u

2
e−|w|·u du dw

=

∫
R
1S{q(d) + w}1

2

dMu(t)

dt
|t=−|w| dw

= 1
2

∫
S

dMu(t)

dt
|t=−|x−q(d)|dx (15)

= 1
2
·
[
−Mu(−|x− q(d)|)|S≥q(d) +Mu(−|x− q(d)|)|S<q(d)

]
(16)

where u = b−1, is reciprocal of random variable b and g(u) = 1
u2 · f( 1

u
). Note that Mu(t) is the
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MGF of random variable u which is identical with M 1
b
(t).

Theorem 4.3.1. To prove this theorem, we first need to give two lemmas on the properties of R2DP

Laplace mechanism and MGFs.

Lemma 4.5.9. The R2DP mechanismMq(d, b), is

ln

max
∀x∈R


dM 1

b
(t)

dt
|t=−|x−q(d)|

dM 1
b
(t)

dt
|t=−|x−q(d′)|


 -differentially private. (17)

Proof. According to Equation 15,

P(Mq(d, b) ∈ S) = 1
2

∫
S

dM 1
b
(t)

dt
|t=−|x−q(d)|dx

= 1
2

∫
S

dM 1
b
(t)

dt
|t=−|x−q(d)|

dM 1
b
(t)

dt
|t=−|x−q(d′)|

·
dM 1

b
(t)

dt
|t=−|x−q(d′)|dx

Denote by

eε = sup


dM 1

b
(t)

dt
|t=−|x−q(d)|

dM 1
b
(t)

dt
|t=−|x−q(d′)|

,∀x ∈ S

,
⇒ P(Mq(d, b) ∈ S) ≤ eε · P(Mq(d

′, b) ∈ S)

and the choice of S = R concludes the proof.

Next, we show the log-convexity property of the first derivative of moment generating functions.

Lemma 4.5.10. First derivative of a moment generating function defined by
dM(t)

dt
= E(z · ezt) is

log-convex.

Proof. For real- or complex-valued random variables X and Y , Hölder’s inequality [1] reads;

E(|XY |) ≤ (E(|X|)p)1/p · (E(|Y |)q)1/q for any 1 < p, q < ∞ with 1/p + 1/q = 1. Next, for

100



all θ ∈ (0, 1) and 0 ≤ x1, x2 < ∞, define X = zθ · eθx1z, Y = z1−θ · e(1−θ)x2z and p = 1/θ,

q = 1/(1− θ). Therefore, we have

E(z · e(θx1+(1−θ)x2z) ≤ E(z · ex1z)θ · E(z · ex2z)1−θ

which shows the definition of log-convexity holds for M ′(t).

Back to the original proof, following the DP guarantee in Lemma 4.5.9, and using triangle

inequality, we have

eε = max
∀x∈R

{
E(ε·e(−|x−q(d)|·ε))
E(ε·e(−|x−q(d′)|·ε))

}
≤ max
∀t∈R≤0

{
E(ε·e(t·ε))

E(ε·e((t−∆q)·ε))

}

Next, we show that f(t) = E(ε·e(t·ε))
E(ε·e((t−∆q)·ε))

is non-decreasing w.r.t. t. For this purpose, we must show

that

f ′(t) =
M ′′(t) ·M ′(t−∆q)−M ′(t) ·M ′′(t−∆q)

M ′2(t−∆q)

is non-negative. However, this is equivalent to show that M
′′(t)

M ′(t)
≥ M ′′(t−∆q)

M ′(t−∆q)
or more generally M ′′(t)

M ′(t)

is not-decreasing. However, following the log-convexity of first M ′(t), the logarithmic derivative

of M ′(t) denoted by M ′′(t)
M ′(t)

is non-decreasing. Thus, for all t < 0, f(t) ≤ f(0), and evaluating eε(t)

at t = 0, concludes our proof.

Theorem 4.3.2. Following Theorem 1.5.1, an ε-DP Laplace mechanism is (γ, e
−γ
b(ε) )-useful for all

γ ≥ 0, where b(ε) = ∆q
ε

. Therefore, for the usefulness of the baseline Laplace mechanism at

ε = ln[E 1
b
(eε(b))], we have

e

−γ·ln[E 1
b

(eε(b))]

∆q =
(
E 1
b
(eε(b))

)−γ
∆q =

(
E 1
b
(e

∆q
b )
)−γ

∆q ≤ E 1
b

(
e
−γ
b

)
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where the last inequality relation is verified by Jensen inequality [93] as g(x) = x
−γ
b is a con-

vex function. Recall the following Jensen inequality: Let (Ω,F,P) be a probability space, X an

integrable real-valued random variable and g a convex function. Then

g(E(X)) ≤ E(g(X))

Therefore,

1− e
−γ·ln[E 1

b
(eε(b))]

∆q ≥ 1− E 1
b

(
e
−γ
b

)
= U(ln[E 1

b
(eε(b))],∆q, γ)

This completes the proof.

Theorem 4.5.1. For 1
b
∼ fδ, 1

b0

(1
b
), the MGF is given by M 1

b
(t) = e

t
b0 . Following Theorem 4.5.9,

one can write

eε = max
∀x∈R

{
1
b0
·e
−|x−q(d)|

b0

1
b0
·e
−|x−q(d′)|

b0

}
= max
∀x∈R

{
e
|x−q(d′)|−|x−q(d)|

b0

}
≤ max
∀x∈R

{
e
|q(d)−q(d′)|

b0

}
= e

∆q
b0

where the last inequality is from triangle inequality.

Theorem 4.5.2. The R2DP Laplace mechanism Mq(d, b), 1
b
∼ fB, 1

b0
, 1
b1

(1
b
; p) returns with proba-

bility p, a Laplace mechanism with scale parameter b1, and with probability 1− p another Laplace

mechanism with scale parameter b2. To this end, we are looking for

eε = max
∀x∈R

{
p
b0
·e
−|x−q(d)|

b0 + 1−p
b1
·e
−|x−q(d)|

b1

p
b0
·e
−|x−q(d′)|

b0 + 1−p
b1
·e
−|x−q(d′)|

b1

}
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Therefore, using triangle inequality, we have

eε1 = max
∀S∈R

{
p·e
−|x−q(d)|

b0 +(1−p)·e
−|x−q(d)|

b1

p·e
−|x−q(d′)|

b0 +(1−p)·e
−|x−q(d′)|

b1

}

≤ max
∀x≥q(d)

{
p·e

∆q−|x−q(d′)|
b0 +(1−p)·e

∆q+−|x−q(d′)|
b1

p·e
−|x−q(d′)|

b0 +(1−p)·e
−|x−q(d′)|

b1

}

Let us make the substitutions X = e
−|x−q(d′)|

b0 , a = e
∆q
b0 and k= b0

b1
> 1. Hence, we have

eε ≤ max
∀X∈(0,1)

{
p·a·X+(1−p)·(a·X)k

p·X+(1−p)·Xk

}

To obtain eε, we need to find all the critical points of eε1(X) = p·a·X+(1−p)·(a·X)k

p·X+(1−p)·Xk . However, the

critical points of a fractional function are the roots of the numerator of its derivative. Hence,

suppose
deε(X)

dX
=
N(X)

D(X)

then

⇒ N(X) =
(
p · a+ (1− p) · k · a · (a ·X)k−1

)
·
(
p ·X + (1− p) ·Xk

)
−
(
p+ (1− p) · k ·Xk−1

)
·
(
p · a ·X + (1− p) · (a ·X)k

)
= p · (1− p) · (k − 1) · (ak−1 − 1) ·Xk

However, all the terms in the last expression are strictly positive. Therefore, the only critical points

are X = 0 and X = 1 and as the function is strictly increasing,

eε ≤ eε(1) = p · a+ (1− p) · (a)k

= p · e
∆q
b0 + (1− p) · e

∆q
b1
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which is the bound in the Theorem.

Theorem 4.5.3. For a Gamma distribution with shape parameters k and scale parameters θ, the

MGF at point t is given as (1 − θ · t)−k. Since 1
b
∼ fΓ(1

b
; k, θ), following Theorem 4.5.9, one can

write

eε = max
∀x∈R

{
k·θ·(1+θ·|x−q(d)|)−k−1

k·θ·(1+θ·|x−q(d′)|)−k−1

}
⇒ ε = max

∀x∈R

{
(k + 1) · ln

[
(1+θ·|x−q(d′)|)
(1+θ·|x−q(d)|)

]}

to find the maximum of the ln term, denote byX = 1+θ ·|x−q(d)|). Moreover, since |x−q(d′)| ≤

|x− q(d)|+ ∆q, we have

⇒ ε ≤ max
∀X≥1

{
X + ∆q · θ

X

}

However, since

∀X ≥ 1,
X + ∆q · θ

X

is strictly decreasing, we have

⇒ ε = (k + 1) · ln
[
1 + θ ·∆q

]
This completes the proof.

Lemma 4.5.4. We need to show that there exist k and θ such that (k + 1) · ln(1 + ∆q · θ) <

−k · ln(1−∆q · θ) , θ < 1
∆q

. Given θ = 1
2∆q

, we need to show that ∃k, k · ln(2) > (k+ 1) · ln(1.5),

which always holds for all k > 1.4094.
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Lemma 4.5.8. Using exhaustive search, suppose µ = 0.5223,σ = 1.5454, a = 0.5223 and for

ε = 1.1703 and ∆q = 0.6, we will get ln(MNT (∆q)) = 1.2417.

4.5.4 Lagrange Multiplier Function

The Lagrange Multiplier Function (all possible linear combinations of the Gamma, uniform and

truncated Gaussian distributions) is:

L(a1, a2, a3, k, θ, au, bu, µ, σ, aNT , bNT ,Λ) (18)

= MΓ(k,θ)(−a1γ) ·MU(au,bu)(−a2γ)

·MNT (µ,σ,aNT ,bNT )(−a3γ) + Λ · (ln

[
N

D

]
− ε)

where the numerator and the denominator N, D are

N =

(a1 · k · θ) + (a2 · a+b
2

) + (a3 · (µ+ (
σ · φ(α)− φ(β))

(Φ(β)− Φ(α))
))

D = a1 ·M ′
Γ(k,θ)(−a1 ·∆q) ·MU(au,bu)(−a2 ·∆q)

·MNT (µ,σ,aNT ,bNT )(−a3 ·∆q)

+a2 ·MΓ(k,θ)(−a1 ·∆q) ·M ′
U(au,bu)(−a2 ·∆q)

·MNT (µ,σ,aNT ,bNT )(−a3 ·∆q)

+a3 ·MΓ(k,θ)(−a1 ·∆q) ·MU(au,bu)(−a2 ·∆q)

·M ′
NT (µ,σ,aNT ,bNT )(−a3 ·∆q)
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Figure 34: The R2DP mechanism significantly outperforms the competing Laplace and the
staircase mechanisms in maximizing the usefulness metric (an example of a utility metric with no

known optimal PDF).

4.5.5 Numerical Analysis

We also demonstrate the effectiveness of R2DP through numerical results based on Algorithm 2

(the ensemble R2DP algorithm). In particular, Figure 34 depicts the corresponding usefulness

(the probability of the results to be within a pre-specified error bound) of the R2DP, the Laplace

and the Staircase mechanisms. Figure 34 clearly demonstrates the fact that the R2DP mechanism

can significantly improve both already considered to be competing mechanisms. In particular, we

observe the power of the R2DP mechanism in generating very high utility results, e.g., results with

more than 0.8 probability fallen inside only γ = 0.1 error-bound, owing to automatically searching

a large search space of PDFs.

4.5.6 R2DP and Other DP Mechanisms

In this section we briefly discuss the application of the R2DP framework in two other well-known

baseline DP mechanisms.
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4.5.7 R2DP Exponential Mechanism

The exponential mechanism was designed for situations in which we wish to choose the “best”

response but adding noise directly to the computed quantity can completely destroy its value, such

as setting a price in an auction, where the goal is to maximize revenue, and adding a small amount

of positive noise to the optimal price (in order to protect the privacy of a bid) could dramatically

reduce the resulting revenue [58]. The exponential mechanism is the natural building block for

answering queries with arbitrary utilities (and arbitrary non-numeric range), while preserving dif-

ferential privacy. Given some arbitrary rangeR, the exponential mechanism is defined with respect

to some utility function u : N|X | × R → R, which maps database/output pairs to utility scores.

Intuitively, for a fixed database x, the user prefers that the mechanism outputs some element of

R with the maximum possible utility score. Note that when we talk about the sensitivity of the

utility score u : N|X | ×R → R, we care only about the sensitivity of u with respect to its database

argument; it can be arbitrarily sensitive in its range argument:

∆u ≡ max
r∈R

max
x,y:‖x−y‖≤1

|u(x, r)− u(y, r)|.

The intuition behind the exponential mechanism is to output each possible r ∈ R with probability

proportional to exp(εu(x, r)/∆u) and so the privacy loss is approximately:

ln
(exp(εu(x, r)/∆u)

exp(εu(y, r)/∆u)

)
= ε[u(x, r)− u(y, r)/∆u] ≤ ε (19)

The exponential mechanism is a canonical ε-DP mechanism, meaning that it describes a class

of mechanisms that includes all possible differentially private mechanisms. However, the expo-

nential mechanism can define a complex distribution over a large arbitrary domain, and so it may

not be possible to implement the exponential mechanism efficiently when the range of u is super-

polynomially large in the natural parameters of the problem [58]. This is the main restrictive aspect
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of the exponential mechanism against leveraging different accuracy metrics. However, the expo-

nential mechanism can benefit from the additional randomization of privacy budget, to handle the

complexity (excessive sharpness) of the defined probability distribution. In particular, as we men-

tioned earlier, compound (or mixture) distributions arise naturally where a statistical population

contains two or more sub-population which is the case for the exponential mechanism. Thus, we

motivate the application of the R2DP framework in designing exponential mechanisms with rather

smooth but accurate distributions around each element in the range of u. However, further discus-

sion on R2DP exponential mechanism requires formal analysis, e.g., deriving the DP guarantee of

such a mechanism.

4.5.8 R2DP and Differential Privacy Relaxations

R2DP can also be studied under various relaxations of differential privacy, e.g., (ε, δ)-differential

privacy or Rényi Differential Privacy [129] which is a privacy notion based on the Rényi diver-

gence [163]. These relaxations allow suppressing the long tails of the mechanism’s distribution

where pure ε-differential privacy guarantees may not hold. Instead, they offer asymptotically

smaller cumulative loss under composition and allow greater flexibility in the selection of privacy

preserving mechanisms [129]. In the following, we briefly discuss the application of R2DP in two

of such relaxed notions of the differential privacy .

4.5.8.1 R2DP Gaussian Mechanism

A relaxation of ε-differential privacy allows an additional bound δ in its defining inequality:

Definition 4.5.1 ((ε, δ)-differential privacy [53]). A randomized mechanism M : D × Ω → R is

(ε, δ)-differentially private if for all adjacent d, d′ ∈ D, we have

P(M(d) ∈ S) ≤ eεP(M(d′) ∈ S) + δ, ∀S ⊂ R. (20)

This definition quantifies the allowed deviation (δ) for the output distribution of a ε-differentially
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private mechanism, when a single individual is added or removed from a dataset. A differentially

private mechanism proposed in [53] modifies an answer to a numerical query by adding the inde-

pendent and identically distributed zero-mean Gaussian noise.

Given the definition of the Q-function Q(x) := 1√
2π

∫∞
x
e−

u2

2 du, we have the following theo-

rem [53, 105].

Theorem 4.5.11. Let q : D → R be a query and ε > 0. Then the Laplace mechanism Mq :

D× Ω → R defined byMq(d) = q(d) + w, with w ∼ N (0, σ2), where σ ≥ ∆q
2ε

(K +
√
K2 + 2ε)

and K = Q−1(δ), satisfies (ε, δ)-DP.

We define κδ,ε = 1
2ε

(K +
√
K2 + 2ε), then the standard deviation σ in Theorem 4.5.11 can be

written as σ(δ, ε) = κδ,ε∆q. It can be shown that κδ,ε behaves roughly as O(ln(1/δ))1/2/ε. For

example, to ensure (ε, δ)-differential privacy with ε = ln(2) and δ = 0.05, the standard deviation

of the injected Gaussian noise should be about 2.65 times the `1-sensitivity of q.

Theorem 4.5.12. The Gaussian Mechanism in Theorem 4.5.11 is (γ, 2 · Q
(

γ
σ(δ,ε)

)
)-useful.

Similar to our R2DP Laplace mechanism, we can formulate an optimization problem for the

R2DP model using Gaussian mechanism. Therefore, using Theorems 4.5.11 and 4.5.12, we have

the following.

Corollary 4.5.1. Denote by u, the set of parameters for a probability distribution fσ. Then, the

optimal usefulness of an R2DP Gaussian mechanism utilizing fσ, at each quadruplet (ε, δ,∆q, γ)

is

Uf (ε, δ,∆q, γ) = max
u∈R|u|

(
1− 2 · Eσ(Q

(
γ

σ(δ,ε)

))
)

subject to (21)

max
∀S∈R

{
P(Mq(d,σ)∈S)

P(Mq(d′,σ)∈S)

}
= ε,

Eσ(Q(εσ − 1
2σ

)) = δ
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4.5.8.2 R2DP and Rényi Differential Privacy

Despite its notable advantages in numerous applications, the definition of (ε, δ)-differential privacy

has the following two limitations.

First, (ε, δ)-differential privacy was applied to the analysis of the Gaussian mechanism [53]. In

contrast to the Laplace mechanism (whose privacy guarantee is characterized tightly and accurately

by ε-differential privacy), a single Gaussian mechanism satisfies a curve of (ε(δ), δ)-differential

privacy definitions [53]. Picking any one point on this curve may leave out important information

about the mechanism’s actual behavior [129].

Second, (ε, δ)-differential privacy also has limitations on the composition of differential privacy

[123]. By relaxing the guarantee to (ε, δ)-differential privacy, advanced composition allows tighter

analyses for compositions of (pure) differentially private mechanisms. Iterating this process, how-

ever, quickly leads to a combinatorial explosion of parameters, as each application of an advanced

composition theorem leads to a wide selection of possibilities for (ε(δ), δ)-differentially private

guarantees.

To address these shortcomings, Rényi differential privacy was proposed as a natural relaxation

of differential privacy in [129].

Definition 4.5.2 ((α, ε)-RDP). A randomized mechanism M : D × Ω → R is said to have ε-Rényi

differential privacy of order α, or (α, ε)-RDP for short, if for if for all adjacent d, d′ ∈ D, we have

Dα(M(d)||M(d′)) ≤ ε, where Dα(·) is the (parameterized) Rényi divergence [163].

Compared to (ε, δ)-differential privacy, Rényi differential privacy is a strictly stronger privacy

definition. It offers an operationally convenient and quantitatively accurate way of tracking cu-

mulative privacy loss throughout execution of a standalone differentially private mechanism and

across many such mechanisms [129]. Next, we give the Rényi differential privacy guarantee of

our R2DP mechanism and show that the privacy loss of R2DP under Rényi DP can significantly

(asymptotically for small α) outperform Laplace, Gaussian and Random Response mechanisms.
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Theorem 4.5.13. If real-valued query q has sensitivity 1, then the R2DP mechanismMq, leverag-

ing MGF M , satisfies


(α, 1

α−1
log
[
αM(α−1)+(α−1)M(−α)

2α−1

]
)-RDP. if α > 1

(1,M ′(0) +M(−1)− 1)-RDP. if α = 1

Proof. The above RDP guarantee follows Corollary 2 in [129] on the RDP guarantee of the classic

Laplace mechanism. In particular, the above equations are derived using the following substitutions

exp(t/b)→M(t) and 1/b→M ′(0) due to the second-fold randomization of b.

4.5.9 Other Applications of R2DP

R2DP represents a very general concept which could potentially be applied in a broader range of

contexts. In general, applying R2DP to design more application-aware mechanisms may further

improve the utility of many existing solutions [139]. We now briefly discuss some of the potential

applications as follows.

R2DP and Query-Workload Answering [111]. Given a workload (aka. a batch of queries), the

matrix mechanism generates a different set of queries, called strategy queries, which are answered

using a standard Laplace or Gaussian mechanism. The noisy answers to the workload queries can

then be derived from the noisy answers to the strategy queries [110]. This two-stage process can

result in a correlated noise distribution that preserves differential privacy and also increases utility.

Given a triplet (ε, query, metric), R2DP can be applied to replace the Laplace or Gaussian

mechanism for answering the strategy queries of the matrix mechanism. As a result, R2DP will

provide additional improvement in utility (in terms of the TotalError as defined in [110]) over the

improvement already provided by the matrix mechanism. More specifically, we compare the total

errors of Laplace and R2DP mechanisms in Table 8 for specific workloads of interest (similar to

those considered in [110]). These two workloads were analyzed in [110] using two n-sized query

strategies, each of which can be envisioned as a recursive partitioning of the domain based on
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the Haar wavelet [169]. We denote by f(ε,∆q) the improvement in the TotalError for applying

an R2DP noise instead of a Laplace noise in the matrix mechanism. For instance, leveraging the

results of R2DP (w.r.t. `1 or `2) shown in Section 4.4.2.2, for a workload of size n = 6, at ε = 2.3,

the improvement for range queries (∆q = 36) and predicate queries (∆q = 64) are ∼20% and

∼10%, respectively.

Table 8: Total error of matrix mechanisms comparison (with R2DP vs. Laplace) – two workloads
and two query strategies

TotalError Matrix Strategies
Mechanisms Workload Queries Binary Hierarchy of Sums Matrix of the Haar Wavelet

Laplace
Range Queries Θ(n2 log3(n)/ε2) Θ(n2 log3(n)/ε2)

Predicate Queries Θ(n2n log2(n)/ε2) Θ(n2n log2(n)/ε2)

R2DP
Range Queries Θ(f(ε, n2)n2 log3(n)/ε2) Θ(f(ε, n2)n2ε2 log3(n))

Predicate Queries Θ(f(ε, 2n)n2n log2(n)/ε2) Θ(f(ε, 2n)n2n log2(n)/ε2)

R2DP and Composition. R2DP may be applied for reducing the privacy leakage due to sequential

or parallel querying over a dataset, of which the objective will be to maximize the number of

compositions under a specified ε-differential privacy constraint.

R2DP and Local Differential Privacy. In this context, R2DP can be regarded as a new randomized

response model. In particular, the randomized response scheme presented in [167] can be produced

using R2DP for the Bernoulli distribution when b0 → 0 and b1 → ∞. Therefore, designing more

efficient local differential privacy schemes using R2DP is an interesting future direction.

R2DP for Continual Observation Applications. Providing differential privacy guarantees on data

streams represents another important future direction for R2DP. As an example, the multi-input

multi-output (MIMO) systems process streams of signals originated from many sensors capturing

privacy-sensitive events about individuals, and statistics of interest need to be continuously pub-

lished in real time [56, 105], e.g., privacy-preserving traffic monitoring over multi-lane roads [27].

In this context, R2DP can leverage the constraint related to the number of inputs and the number of

outputs (e.g., the sensitivity of the output of MIMO filter G with m inputs and p outputs is propor-

tional to the H2 norm of G which itself is an increasing function of m and p [140]) into its model

to build more efficient differentially private mechanisms for the MIMO scenarios.
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4.6 Summary

This work has proposed the R2DP framework as a universal solution for optimizing a variety of

utility metrics requested in different applications. It can automatically identify a distribution that

yields near-optimal utility, and hence is more practical for emerging applications. Specifically, we

have shown that a differentially private mechanism could be defined based on a random variable

which is itself distributed according to some parameterized distributions. We have also shown that

such a mechanism could explicitly take into account both the privacy requirements and the util-

ity requirements specified by the data owner and data recipient, respectively. We have formally

analyzed the privacy guarantee of R2DP based on the well-known Laplace mechanism and for-

mally proved the improvement of utility over the baseline Laplace mechanism. Furthermore, we

discuss the potential of applying R2DP to advanced algorithms. Finally, our experimental results

based on six different utility metrics for statistical queries, machine learning and social network, as

well as one privacy metric, have demonstrated that R2DP could significantly improve the utility of

differentially private solutions for a wide range of applications.
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Chapter 5

DPOD: Differentially Private Outsourcing of

Anomaly Detection with Optimal Sensitivity

Learning

5.1 Introduction

There have been several studies on privately conducting anomaly detection over one or several

datasets (vertically or horizontally partitioned datasets) in a centralized setting. However, to the

best of our knowledge, here are very limited solutions to privately outsource the anomaly detection

tasks to third-party managed security service providers (MSSP). MSSPs offer production cost ad-

vantages, updated technology and better trained expertise by specializing in the area and serving

diverse range of clients. Despite all the benefits of outsourcing, organizations are still reluctant to

share their data with third parties mainly due to privacy concerns over the sensitive information

contained in such data. For example, important network configuration information, such as poten-

tial bottlenecks of the network, may be inferred from network traces and subsequently exploited by

adversaries to increase the impact of a denial of service attack [149].
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Recently, differential privacy has been widely recognized as the state-of-the-art [52, 55] pri-

vacy notion which provides protection by requiring the presence of any individual’s data in the

input to only marginally affect the distribution over the output, provides strong protection against

adversaries with arbitrary background knowledge about the individuals. Popular approaches to dif-

ferential privacy, such as the Laplace and exponential mechanisms, calibrate randomised smoothing

through global sensitivity of the target non-private function. Bounding such sensitivity is often a

prohibitively complex analytic calculation. Unfortunately, two prohibitive issues stem from apply-

ing DP to anomaly detection tasks. First, in many applications, from collaborative filtering [126],

and Bayesian inference [45] to anomaly detection [124], the principal challenge in ensuring dif-

ferential privacy is to bound the sensitivity. For instance, Mcsherry et al. [124] proposed a differ-

entially private anomaly detection analysis for network traces by benchmarking with the Privacy

Integrated Queries (PINQ) [123]. Unfortunately, applying PINQ directly to the network traces

through the queries pertains a serious privacy violation. Specifically, one individual may contribute

several records to a network trace resulting in a sensitivity value larger than one, whereas the pri-

vacy integrated queries (PINQ) assumes a sensitivity equal to one (packet level protection which

obviously sacrifices the privacy of customers who contribute more than one packet into a network

trace).

Second, anomaly detection aims to identify instances that are apparently distant from other

instances, and the objective of differential privacy is to conceal the presence (or absence) of any

particular instance, anomaly detection and privacy protection are therefore intrinsically conflict-

ing tasks. Therefore, differential privacy is inherently incapable of both accurately and privately

identifying anomalies (Hafiz et al. [6] formalized the strict trade-off between the differential pri-

vacy constraint and the error in computing anomalous records). This conflict is the main obstacle

against a generic solution. Therefore, each of the existing works tackles the challenges entailed

with their assumed/relaxed model of the problem. In particular, [17, 19, 141, 6, 7] propose meth-

ods for searching anomalous records in a rather restricted setting (centralized setting where the data

analyst can access to the raw data and the recipient of the detection is untrusted). In particular, as
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Figure 35: System Model of existing works [17, 19, 141, 6, 7] (top), and of DPOD (down)

depicted in Figure 35, the system model of such works assumes a trusted data owner/analyst who

has access to the database, and it answers the anomaly identification queries using a privacy pre-

serving mechanism. In fact, in these settings the data owner and the analyst are the same entities

and the goal of the privacy mechanism is to protect the privacy of analysis results against, e.g., a

manufacturer of IoT devices.

5.1.1 DPOD: A Novel Framework

To address the two aforementioned issues, we propose a framework, namely, Differentially Private

Otsourcing of Anomaly Detection (DPOD), which borrows an appropriate notion of privacy with

the following two important properties (CCS’19 [6]). First, the more outlying (or non-outlying) a

record is, the higher the accuracy the privacy mechanism can achieve for anomaly identification.

Second, all the benign records should have DP like privacy guarantee for the same value of privacy

parameter. This notion of privacy is illustrated in Figure 36.
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Figure 36: The water height probabilistically represents the amount of the noise injected to the
data (the heights) of each individual when the outsourcing scheme acquirers (a) a reasonably high

sensitivity, (b) a weak sensitivity, and (c) the DPOD’s sensitivity

Specifically, we borrow a naturally-relaxed definition of differential privacy, namely the Ran-

dom Differential Privacy [84, 152], which leverages a sampler for estimating sensitivity of the

non-private mechanisms. Specifically, we construct the probability distribution of the dataset using

the computed anomaly scores (which is a valid representation of the PDF). Next, the sensitivity

sampler (based on the constructed PDF) is applied. Rubinstein et al. [152] have shown that for any

mechanism that is ε-differentially private under bounded global sensitivity, such a mechanism auto-

matically achieves (ε, γ)-random differential privacy [84], without any target-specific calculations

required. Therefore, we can significantly reduce the required distortion in providing a strong level

of protection to records that are with high probability benign (results in weaker protection to those

that are most likely malicious).

However, adopting this notion in outsourcing setting is not straightforward because the data

owner and the data analyst (MSSP) are two separated entities, each of them cannot accomplish

his/her task without the other one’s output. Therefore, a data owner through DPOD iteratively and
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efficiently interacts with the MSSP to construct the PDF of the sensitivity sampler. Our solution for

a data owner starts with the naïve solution (uniform distribution; or equal privacy for all records),

and probabilistically refines and updates the PDF over time using the returned anomaly scores (see

Section 5.3 for the details).

5.1.2 Contributions

Specifically, we make the following contributions:

1. DPOD provides the first practical differentially private anomaly detection in outsourcing

setting which includes both single (one data owner) and inter-domain(multiple data owners)

use cases. The problem of practicality has been raised in several existing works, e.g., the

inherent conflict between anomaly detection and DP.

2. We propose a novel differential privacy mechanism for DPOD, including (1) leveraging a

suitable relaxed-notion of DP, called Random Differential Privacy (RDP), which perfectly

satisfies the two essential requirements of a suitable privacy notion for DP anomaly detection

to address the inherent conflict discussed, (2) proposing a formal methodology based on

the methodology of Rubinstein et al. [152] (called Pain-free) which leverages a sensitivity

sampler over the uniform distribution for all possible data entries, (3) further boosting the

accuracy by updating the true distribution of the data over time using the computed anomaly

scores, and leveraging this distribution into the sensitivity sampler.

3. We formally benchmark DPOD under the Laplace mechanism for network, IoT and credit

card anomaly (fraudulent) detection.

4. Our experimental results demonstrate that DPOD significantly improves the accuracy of the

anomaly detection compared to the baseline Laplace distribution (as the most polpular but

not efficient choice), and the pain-free solution [152]).

118



Data

Owner

Database

  

Step5: Anomaly Detection

  

Step1: Initialization

D, DP(ε,γ)

  

Step7: Sensitivity Learning  

Step4: Laplace 

Mechanism 

MSSP

D_i , 

(ε_i,γ_i) -RDP  

New Report

Anomaly Scores

Analysis
~ 

Δqi

  

Step6: Computing

 Anomaly Score

  

Step2:  Histograms 

Generation

DP Histogram Generation

ωi ~ Lap(Δq_i/εi) 

H_i=H’_i+ω_iH_i
~ 

  

Step8: Sending Back the Report  

Scaling and Mapping

H’_i

Step3: Data

 Preparation 

Δq1 ~ Uniform (D_1) 

Figure 37: The high level overview of the DPOD framework

The rest of the chapter is organized as follows. Section 5.2 provides some related background.

Section 5.3 defines the DPOD framework. Section 5.4 presents the experiments and Section 5.5

concludes the chapter.

5.2 Overview

5.2.1 The System Model

We consider a data owner who is interested in sharing with an MSSP his/her data over time

to monitor anomalous activities, and is interested in applying a privacy preserving mechanism

with the guarantee of random differential privacy. Specifically, privatized histogram versions

H̃1, H̃2, · · · , H̃t from data excerpts D1, D2, · · · , Dt, are shared with the MSSP to conduct t anal-

yses. In this context, we make the following assumptions (similar to those found in most existing

works [134, 98, 49]).

i) The MSSP is a honest-but-curious analyst (in the sense that the MSSP generates anomaly

scores trustworthy) who can observe H̃1, H̃2, · · · , H̃t.
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i) The goal of the adversary is to figure out if a given individual’s data exist in H̃1, H̃2, · · · , H̃t.

i) Finally, we assume the communication between the data owner and the analyst is over a

secure channel, and we do not consider integrity or availability issues (e.g., a malicious ad-

versary may potentially alter or delete the analysis report).

5.3 The DPOD Framework

In this section, we present the DPOD framework and its main building blocks. Our approach is

depicted in Figure 37 and detailed below.

5.3.1 The DPOD Approach

The detailed workflow for DPOD is as following.

Step 1: The data owner specifies the random differential privacy parameters ε, γ and inputs his/her

data Di to the histogram function.

Step 2: The histogram function transforms the multi-dimensional data Di to a histogram version

Hi according to the requirements of the MSSP (determining the bins boundaries).

Step 3: The generated histogram data is now fed into the data preparation function which includes

an scaling and a mapping function. These two functions sort the values in Hi based on their

anomaly scores and resulting in H ′i. We note the first iteration of DPOD is slightly different

from other iterations since the anomaly scores are not yet computed, and this step is not

applied for the first iteration.

Step 4: The computed Laplace noise ω(∆qi/εi) is added toH ′i to generate the DP version H̃ ′i. The

sensitivity value of this noise in the first iteration acquires the Pain-Free algorithm (sensitivity

sampler using a uniform distribution), and for other iterations, ∆qi is given by the sensitivity

sampler output (Step 7).
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Step 5: The MSSP analyzes H̃ ′i to identify the anomalous activities.

Step 6: The MSSP generates the anomaly scores.

Step 7: The set of anomaly scores is then fed into the Sensitivity Sampler block to calculate the

sensitivity of the next round ∆qi+1. This block first applies the same functions as the data

preparation, i.e., scaling and mapping, to the probability distribution function defined using

the scores. These two functions are essential since they transform the various version of

the data to a format with ascending anomaly scores. Therefore, the calculated sensitivity

guarantees the privacy of benign records (which are now smaller after scaling and mapping),

with a high probability, and reveals the anomalous records (which are now larger after scaling

and mapping).

Step 8: The analysis report is sent back to the data owner.

Next, we define the privacy property for the multi-view solution.

Table 9: Notations symbols and their descriptions

Notations Descriptions
ε1, ε2, · · · , εn Privacy constraints from data owners

∆qi Updated sensitivity at iteration i
b Noise parameter in Laplace mechanism
ω Noise
H̃i DP histogram at iteration i

5.3.2 Building Blocks

In this section, we introduce the main building blocks for our DPOD framework, namely, the data

preparation, and the sensitivity sampler.

5.3.2.1 Data Preparation

The main objective of the DPOD approach is that by excluding the set of anomalous record from

the set of privacy-sensitive data, privacy preservation of the benign records, and anomaly detection
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in MSSP side will be simultaneously enabled. This can be done only if the anomalous records

contribute relatively larger values to the dataset resulting in a larger sensitivity. Therefore, to bound

the global sensitivity, our key idea is to map (according to the anomaly scores of the previous round)

and scale (to make the mapped data similar to the original data values) each excerpt of the data.

5.3.2.2 Sensitivity Sampler

The main idea of Sensitivity Sampler is that for each extended-database observation of D P n, we in-

duce i.i.d. observationsG1, · · · , Gm ∈ R of the random variableG = ‖f(D1···n)− f(D1···n−1;n+1)‖.

While observing the sensitivity of the target mapping which is the histogram function f : D → H

, we estimate w.h.p. the value of the sensitivity that can achieve random differential privacy. If we

knew the full CDF of G (all the iterations after the first iteration), we would simply invert this CDF

to determine the level of sensitivity for achieving any desired γ level of random differential privacy:

higher confidence would invoke higher sensitivity and therefore lower utility. However as we can-

not possess the true CDF in the first iteration, we resort to uniformly approximate it w.h.p. using

the empirical CDF induced by the sample G1, · · · , Gm. The guarantee of uniform approximation

is derived from the empirical process theory. Finally, Algorithm 3 summarizes the aforementioned

steps.

5.4 Experiments

In this section, we experimentally evaluate the performance of the DPOD framework using six dif-

ferent well-known datasets, i.e., smart home event and sensor dataset, parking birmingham dataset,

individual household electric power consumption dataset, breast cancer, credit card clients dataset,

and KDD Cup 1999 dataset. The selected datasets cover various domains, such as, IoT, medical,

smart grid, and finance, etc. Table 10 provides the characteristics of the datasets.
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Input : Dataset D, Privacy budget ε
Output: Set of identified Anomalies which is ε-DP
∆qO ← Global Sensitivity (D)
i=0
while ε > 0 do

i=i+1
∆qE ← Estimated Sensitivity (an exemplary solution to

address this problem of sensitivity learning by
using the approach in [26])

εO ← Find optimal budget for outsourcing of next round
using Kelly criterion

ε = ε− εo
H̃i =M(D, εO,∆qO): Appropriate DP mechanismM to release private data type

required by data analyst using the input parameters, e.g., DP-Histogram mechanism
R = A(H̃1,2,··· ,i): Analyzing all previous received datasets to optimally identify

anomalous records
∆qo ← Outsourcing learned sensitivity for next round

using all previous rounds of analysis
end
returnR

Algorithm 3: DPOD Algorithm

Table 10: Summary of the Datasets for DPOD evaluation

Databset Size (MB) # of Attributes
IoT 20000 12 events + 10 sensors
Parking 35,718 4
Electric consumption 2 9
Breast cancer 286 9
Credit card 30,000 23
KDD 494,021 42
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Figure 38: Evaluation of three mechanisms with parking dataset for different accuracy metrics
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Figure 39: Evaluation of three mechanisms with electric consumption dataset for different
accuracy metrics
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Figure 40: Evaluation of three mechanisms with credit card dataset for different accuracy metrics
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Figure 41: Evaluation of three mechanisms with KDD dataset for different accuracy metrics

5.4.1 Experimental Setting

We perform all the experiments and comparisons on both privacy parameters and anomaly detection

parameters. Our solutions, Painfree and DPOD, are compared with the baseline solution, Laplace

mechanism. Our objective is to verify the following two properties about the performance of the
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Figure 42: Evaluation of three mechanisms with the traffic data for different accuracy metrics
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Figure 43: Evaluation of three mechanisms with Densities for different accuracy metrics

DPOD framework w.r.t. all six datasets: (1) DPOD preserves the privacy of the benign records,

and (2) DPOD performs strictly better than well-known baseline mechanisms, e.g, Laplace and

Pain-Free (also our proposal but a trivial one) mechanisms. I would like to thank Han Wang for her

help in conducting the following results.

5.4.1.1 Privacy Parameters

In the first set of our experiments, we examine the benefits of DPOD on varying privacy parameters,

i.e., ε and γ, against three well known accuracy metrics, true positive, recall, and precision. For all

the experiments on privacy parameters, we choose anomaly detection parameters, i.e., the threshold

and evaluation rounds, to be 0.7 and 5, respectively.

For each dataset, we first sample the sensitivity parameter, ∆q from the uniform distribution
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defined over all possible values of a dataset. For each iteration, we update the underlying distribu-

tion using the anomaly scores computed by an outlier analyst. In all the experiments, the outlier

analyst performs anomaly detection based on Kolmogorov Smirnov (KS) test in the Matlab imple-

mentation [100]. We measure the error of a privacy preserving mechanism (which is a randomized

algorithm) as its probability of outputting the wrong answer—recall that in the case of AIQ, there

are only two possible answers, i.e. 0 or 1. For each AIQ for a fixed record, we estimate the error by

the average number of mistakes over m trials. Thus, for our experiments we choose m to be 10000.

5.4.2 Anomaly Detection Parameters

We compare how DPOD behaves under different detection thresholds and evaluation rounds from

the outlier analyst. The threshold is the parameter that controls the generally controls using basic

statistical functions, i.e., count and average. The dataset comes from a sensor network experi-

ment carried out in the Mitsubishi Electric Research Laboratories (MERL) and described in [168].

MERL has collected the motion sensor data from a network of over 200 sensors for a year and the

dataset contains over 30 million raw motion records. To illustrate the query performance with dif-

ferent sensitivities, we create the queries based on a subset of the data including aggregated events

that are recorded by closely located sensors over 5-minute intervals. We follow this way to form 10

input signals corresponding to 10 spatial zones (each zone is covered by a group of sensors). Since

each individual can activate several sensors and travel through different zones, we define moving

average functions with arbitrary sensitivity values, e.g., ∆q ∈ [0.1, 5]. For instance, we could be

interested in the summation of the moving averages over the past 30 min for zones 1 to 4.

Summary. DPOD can generate better results than most of the well-known solutions. However,

taking different factors in anomaly detection, e.g., data dependency (which determines the range

of the sensitivity), scatterness and diversity, the improvement rate varies. In particular, we see

that for credit fraud and parking datasets, DPOD for some of the anomalous records give smaller

errors. We explain this deviation using the Credit Fraud dataset as an example. The aforementioned

126



0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
T

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

T
ru

 P
os

tiv
e

Laplace
Painfree
DPOD

(a) Detection Threshold

0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
T

0.0

0.1

0.2

0.3

0.4

0.5

R
ec

al
l

Laplace
Painfree
DPOD

(b) Detection Threshold

0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
T

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ec

is
io

n

Laplace
Painfree
DPOD

(c) Detection Threshold

Figure 44: Evaluation of three mechanisms with IoT data for different accuracy metrics
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Figure 45: Evaluation of three mechanisms with parking data for different accuracy metrics
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Figure 46: Evaluation of three mechanisms with electric consumption data for different accuracy
metrics

deviation in the error occurs whenever the anomalous record is not unique, which is typically rare.

The reason DP-mechanism’s error remains constant in most cases is that the anomalies lie in a very

sparse region of space and mostly do not have any duplicates (i.e., other records with the same

value).
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Figure 47: Evaluation of three mechanisms with breast cancer data for different accuracy metrics
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Figure 48: Evaluation of three mechanisms with credit card data for different accuracy metrics
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Figure 49: Evaluation of three mechanisms with KDD data for different accuracy metrics

5.5 Summary

We propose a novel solution called DPOD to address the problem of privacy-preserving outsourcing

of anomaly detection by decreasing the privacy of the anomalies through communication between

the data owners and the data analysts. We show that DPOD can significantly improve the accuracy

of the analysis for the data with abnormal behaviour while preserving the privacy of the data with
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Figure 50: Evaluation of three mechanisms with IoT data for different accuracy metrics
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Figure 51: Evaluation of three mechanisms with parking data for different accuracy metrics
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Figure 52: Evaluation of three mechanisms with electric consumption for different accuracy
metrics

normal behavior. The system receives the input from the data owners and the data analysts. Each

data owner spends a portion of his/her privacy budget to build a first estimation of the sensitivity.

Each data analyst provides owners with an updated sensitivity value using the calculated anomaly

scores of each record. The framework can be used in settings with one or more data owners.We

formally benchmark DPOD under DP-Histogram publishing and showcase the improvements in
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Figure 53: Evaluation of three mechanisms with breast cancer data for different accuracy metrics
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Figure 54: Evaluation of three mechanisms with KDD data for different accuracy metrics
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Figure 55: Evaluation of three mechanisms with Densities for different accuracy metrics

the performance.
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Figure 56: Evaluation of three mechanisms with IoT data for different accuracy metrics
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Figure 57: Evaluation of three mechanisms with parking data for different accuracy metrics
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Figure 58: Evaluation of three mechanisms with electric consumption data for different accuracy
metrics
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Figure 59: Evaluation of three mechanisms with breast cancer data for different accuracy metrics
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Chapter 6

Conclusion & Future Works

While pursuing better utility by discovering knowledge from the data, individual’s privacy may

be compromised during an analysis: corporate networks monitor their online behavior, advertising

companies collect and share their private information, and cybercriminals cause financial dam-

ages through security breaches. In this topic, we investigate the possible three different frame-

works in some well-known settings outlined in the following. The specific problems we explore in

this dissertation include privacy preserving tool in both local setting (optimized application-aware

mechanism design), and outsourced setting (network trace analysis and intrusion detection system).

Specifically, in the first work of this dissertation, we have proposed a multi-view anonymization

approach mitigating the semantic attacks on CryptoPAn while preserving the utility of the trace.

The second work proposes the R2DP framework as a universal solution for optimizing a variety of

utility metrics requested in different applications. Finally, the third work we propose a novel frame-

work called DPOD on privacy preserving Anomaly detection which has numerous applications in

a very wide variety of domains such as data cleaning, fraud detection, financial markets, intrusion

detection, and law enforcement.

Future works in this direction include building utility-maximized secure but ethical algorithms

(privacy preserving, fair 2 and accountable) for a variety of generic tools including deep learning,

2The state-of-the-art AI learned model exhibits discrimination against some demographic group, perhaps based on
race or gender.
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cybersecurity and computational learning theory, and applications including health data monitoring

and analysis, cloud computing and safe networking. Satisfying all the constraints pertained to these

properties together, i.e., privacy, utility, fairness, etc, is shown to be contradicting in many cases and

requires novel approaches to be proposed so that preserving one property minimally impacts the

others. Fortunately, designing ethical algorithms is extremely relevant to several important areas

of computer science and engineering such as deep learning, cloud computing and networking, big

data, and online social networking. As shown in my research plan (Fig. 60), I plan to embrace this

exciting opportunity for interdisciplinary research and collaboration.
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Figure 60: An Overview of the Research Agenda in “Ethical Algorithms”.

6.1 AI with Differential Privacy and Fairness

Machine learning techniques based on neural networks are achieving remarkable results in a wide

variety of domains. Often, the training of models requires large, representative datasets, which

may be crowdsourced and contain sensitive information. The objective of this proposal in line

with [ACM CCS’ 16] is to build a differentially private neural network with minimal utility loss

due to noise perturbation. Our key idea is to apply and adjust the R2DP technique to achieve

such optimality. Furthermore, I am very interested in analyzing generative adversarial networks

(GAN) [NIPS’ 14] 1 from privacy perspective (esp. Differential Privacy) and evaluate its privacy

strength. In addition, I would like to consider other classes of deep networks that are not considered

by Abadi et al. [ACM CCS’ 16]. In particular, the naïve methodology of Abadi et al. [ACM CCS’

1Generative Adversarial Networks (GAN) are algorithmic architectures that use two neural networks, pitting one
against the other (thus the “adversarial”) in order to generate new, synthetic instances of data that can pass for real data.
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16] demonstrates promising results for the MNIST 1 and the CIFAR-10 2 datasets, but I see many

opportunities for new research, for example in applying the R2DP technique to LSTMs used for

language modeling tasks. The accuracy improvement owing to applying the R2DP technique is es-

pecially important (as also motivated in [ACM CCS’ 16]) because many training datasets are much

larger than those of MNIST and CIFAR10; and the accuracy should leverage the size of the dataset.

Another interesting track of research is to investigate whether privacy and fairness 3 can be simul-

taneously achieved by a single classifier in several different models. Some of the earliest works on

fairness in algorithm design defined fairness as a guarantee of similar outputs for “similar” input

data, a notion with tight technical connections to differential privacy. Therefore, a very interesting

research question is whether tensions exist between differential privacy and statistical notions of

fairness, namely, Equality of False Positives and Equality of False Negatives (EFP/EFN).

6.2 Computational Learning Theory and Differential Privacy

Another viable track of research is to release synthetic databases that are useful for accurately

answering large classes of ML queries while preserving differential privacy [J.ACM’ 13]. Specifi-

cally, Blum et al. [J.ACM’ 13] demonstrate that, ignoring computational constraints, it is possible

to give such a mechanism. Unfortunately, the state-of-the-art is not yet able to release even sim-

ple classes of queries (such as intervals and their generalizations) over continuous domains with

worst-case utility guarantees while preserving differential privacy. My proposal is to reduce com-

putational overhead of such algorithms using GAN technology mentioned earlier. The objective

of this proposal is to build a hybrid model of GAN [NIPS’ 14] and the exponential mechanism of

1The MNIST database (Modified National Institute of Standards and Technology database) is a large database of
handwritten digits that is commonly used for training various image processing systems.

2The CIFAR-10 dataset (Canadian Institute For Advanced Research) is a collection of images that are commonly
used to train machine learning and computer vision algorithms. It is one of the most widely used datasets for machine
learning research.

3In machine learning, a given algorithm is said to be fair, or to have fairness if its results are independent of some
variables we consider to be sensitive and not related with it (f.e.: gender, ethnicity, sexual orientation, etc.).
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Blum et al. [J.ACM’ 13] to achieve scalability and practicality. Specifically, I am eager to inves-

tigate the effectiveness of applying GAN to generating a set of (accurate) candidates for synthetic

data generation algorithm of Blum et al. Another possible line of research to adress this important

problem, i.e., DP accurate synthetic data generation, is to formulate a dual constraints (utility &

complexity) optimization problem over the set of variables in the data generation algorithm, and

extend the methodology of the R2DP framework, which is now used for a single constraint, to

solve this problem. I argue that both ideas require rigorous analysis such as privacy analysis and

empirical evaluations.

6.3 Privacy Preserving Distributed Computation

I am also interested in improving the existing privacy-preserving solutions in cloud and network

security monitoring. In particular, I am interested in the following proposals.

• I am interested in adapting the idea of the multi-view paper to the multi-party scenario where

several data owners are willing to share their traces to mitigate coordinated network recon-

naissance by means of distributed (or inter-domain) audit.

• Popular approaches to differential privacy, such as the Laplace and exponential mechanisms,

calibrate randomised smoothing through global sensitivity of the target non-private function.

Bounding such sensitivity is often a prohibitively complex analytic calculation, especially

over network data which has resulted in few solutions for limited applications, e.g., DP net-

work trace analysis [SIGCOMM’10]. I argue that other definitions of DP, e.g., Random

Differential Privacy (RDP) [Journal of Privacy and Confidentiality’12] or Rényi Differential

Privacy [CSF’17] which rely on more practical sensitivity definitions, seem to be more ap-

propriate under these scenarios. I am interested in applying these rigorous notions of privacy

to the state-of-the-art security monitoring systems.

• Secure multiparty computation (SMC) is known as an effective tool in computing on private
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data that was collected from many users. However, the common thread in all existing im-

plementations of SMC is large scale computation, run by big organizations, on data that has

been collected from many individual users. Recently, Mazloom et al. [CCS’18] established

a new trade-off with privacy. Specifically, instead of claiming that the servers learn nothing

about the input values (from SMC’s output), their model claims that what they do learn from

the computation preserves the differential privacy of the input. Leveraging this relaxation of

the security model allows us to build a protocol that leaks some information in the form of

access patterns to memory, while also providing a formal bound on what is learned from the

leakage. On the other hand, this leakage results in a significant computation cost payoff in a

broad class of computations such as histograms, PageRank and matrix factorization, which

can be performed in common graph-parallel frameworks such as MapReduce or Pregel. I

am interested in applying this new technology over more practical network/cloud auditing

systems and IDS and evaluate the results of this system against other exiting frameworks.
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