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Abstract

Flight Management Systems for Hybrid-Electric Aircraft

Steven Li

Driven by the recent development in advanced air mobility and the need to transition to

more sustainable aviation, this thesis provides a framework for the optimal flight manage-

ment strategy that minimizes the direct operating cost (DOC) of a hybrid-electric aircraft in

steady cruise flight. Specifically, this thesis solves the minimum DOC problem for a hybrid-

electric aircraft flying in a constant wind field. Polynomial equations whose positive real

roots are the solutions of the minimum DOC problem are obtained using Pontryagin’s mini-

mum principle. The optimal solutions are simulated using the shooting method. The results

of the shooting method are also validated using MATLAB’s built-in boundary-value problem

solver. Furthermore, this thesis studies the specific case of hydrogen hybrid-electric aircraft

based on data found in the literature and compares it to kerosene-fuel hybrid-electric air-

craft. Additionally, the optimal energy management strategy of the hybrid-electric aircraft

is investigated through the simulations of multiple scenarios for two different aircraft.
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Chapter 1

Introduction

1.1 Motivation

The twentieth century built the foundations for many of the technological innovations we

enjoy today. One such innovation brought the world closer and changed the way we navigate

our Earthly experience. This invention is the powered flight of heavier-than-air aircraft.

From the first flight of the Wright Flyer [7] on December 17, 1903 in North Carolina to the

first flight of Ingenuity [8] on April 19, 2021 on the planet Mars, a host of advancements in

the field pushed the technology to horizons one could only dream of, a century ago. Today,

aircraft fulfill a wide range of roles from the transportation of people and goods to firefighting

and surveillance. They provide humanity the means to exploit a third dimension of space.

The next frontier of civil and commercial aviation is advanced air mobility (AAM). It

consists of the development and expansion of air transportation systems for people and cargo

in urban, local, regional, and intraregional settings [9]. Advanced air mobility will play an

important role in meeting the demands of our ever more urban civilization. Over the past

twenty years, humanity have experienced tremendous urban growth in cities around the

world, including in Canada, as illustrated in Table 1.1. Furthermore, per the website Our

World in Data [1], the share of the global population living in urban areas is set to exceed 60%
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by the year 2030 (see Figure 1.1). Already, in 2021, more than 50% of humanity lives in urban

centers. Such a rapid growth could overload the transit and transportation infrastructure.

Exploiting the aerial space between and above the buildings could significantly reduce the

ground traffic load and provide faster means of transportation.

Table 1.1: Population Growth in Modern Metropolitan Areas [6]
City Country 2000 2010 2020

Montréal Canada 3,428,971 3,896,932 4,220,566
Toronto Canada 4,607,142 5,499,233 6,196,731

Vancouver Canada 1,959,037 2,278,216 2,581,079
Tokyo Japan 34,449,908 36,859,626 37,393,128
Delhi India 15,691,899 21,987,896 30,290,936

Shanghai China 14,246,541 20,314,308 27,058,480
São Paulo Brazil 17,014,078 19,659,808 22,043,028

Figure 1.1: Urbanization of the World population [1]

Although AAM is a promising solution to the urbanization problem, it brings challenges

of its own. One such challenge is its sustainability. Currently, the great majority of aircraft
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in service rely on combustible fuels such as diesel and kerosene to fly. However, such fuels

are non-renewable and their combustion produces greenhouse gases (GHGs) which are the

leading causes of our current climate crisis. One way to mitigate this issue is to use sustain-

able fuels such as bio-fuels. A major advocate for this solution is the aircraft manufacturer

Boeing [10]. Bio-fuels do not require significant changes to the existing infrastructure and

are compatible with current technologies [11]. However, bio-fuels are still hydrocarbon fuels

and their combustion produces greenhouse gases.

Another solution is hydrogen fuel and is supported by aircraft manufacturers such as

Airbus [12]. Hydrogen aircraft do not emit GHGs. They only produce heat and water.

Their performance is on par with conventional aircraft [13]. However, the development of

this technology is still in its infancy and may require many years, or even decades, to become

a viable technology.

A third path to achieve sustainable aviation is all-electric aircraft. Such aircraft do

not directly emit any greenhouse gases and the technology for electric propulsion currently

exists. However, battery technologies are a crucial limiting factor in the widespread use of

all-electric aircraft. Larger, longer-range all-electric aircraft are not yet a viable option to

replace conventional aircraft [14]. Furthermore, charging the batteries in the electric grid

may overload the current grid. Therefore, hybrid-electric aircraft may be a better solution

to the sustainability problem, for the moment. Hybrid-electric aircraft use fuel energy and

electrical energy for propulsion. The fuel can be hydrogen, a bio-fuel, or a conventional fuel.

The benefits include a reduction in emissions of GHGs and the use of existing technologies

[15][16]. As the technology for all-electric propulsion improves, the hybrid-electric aircraft

will be able to reduce its carbon footprint.

Another challenge faced by AAM is autonomous guidance and navigation. The airspace

in AAM will be composed of both manned and unmanned aircraft. In such a complex

environment, human pilots may become obsolete and the aircraft will be required to fly

autonomously. The aircraft will need to be able to avoid collisions with static obstacles
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such as buildings and dynamic obstacles such as birds and other vehicles. Furthermore, to

reduce the energy consumption of the aircraft, to travel faster between destinations, and to

prioritize certain vehicles such as aerial emergency vehicles, the aircraft system will need

to have the ability to plan either a priori, or in real-time, optimal trajectories and follow

such trajectories. These trajectories must also guarantee the safety of the aircraft and of the

people in and around it. An additional challenge related to that of autonomous guidance

and navigation is that of urban air traffic management (UTM). A denser and more complex

airspace will require robust and safe air traffic management systems. Current air control may

not have the ability to keep up with the amount of air traffic expected with AAM where

both manned and unmanned vehicles share a common airspace. The challenges of UTM also

include urban air quality, prioritizing emergency vehicles, and use of both air and ground

capabilities when possible.

With a denser airspace and more aircraft in service, a challenge arises regarding the

refueling, recharging, and service infrastructure for AAM. Existing infrastructure may not

be enough to sustain the air traffic which will come with AAM. The rise of AAM implies

more air traffic between cities which would require more airports or more efficient airports.

It also implies more urban air traffic, likely to be mostly composed of vertical take-off and

landing (VTOL) aircraft [17], which will require urban take-off and landing platforms.

Finally, safety must remain the main priority while developing AAM. The risk to human

life and property damage must be minimized for AAM to be safe and viable. To guarantee

the safety of AAM, laws and regulations must be set in place and safety must be the highest

priority in designing, testing, and manufacturing AAM systems.
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1.2 Literature Survey

1.2.1 Advanced Air Mobility

The earliest mention of Advanced Air Mobility (AAM) in the literature, to the best of our

knowledge, occurred in the 1970s and referred to the rapid deployment of military aerial ca-

pabilities [18][19]. However, AAM in a civil aviation context is a relatively new idea coined

by NASA in 2019 to describe the development of aerial capabilities for civil transportation in

regional, urban and suburban settings [9]. Since then, many researchers are building frame-

works to guide the research and development of AAM. For instance, Wing et al. proposed

an approach to develop the technologies for AAM using simplified vehicle dynamics [20].

Chancey et al. suggested a framework for better cooperation between humans and machines

known as human-autonomy teaming [21][22]. Furthermore, researchers are exploring avenues

to create safe air traffic management (ATM) systems for AAM such as decentralized ATM

[23].

A subset of AAM is Urban Air Mobility (UAM) which focuses on air mobility in urban

settings specifically. There are multiple facets to UAM. Among them are urban air traffic

management (UTM), service infrastructures, aircraft flight and energy management, and

safety.

For urban air traffic management, the majority of studies were performed recently. Lund-

berg et al. investigated sample side-effects of unmanned traffic management systems and

suggested using advanced dynamic airspace components to address effects of UTM inter-

ventions [24]. For the implementation of UTM, first-come-first-serve [25] and reservation

of airspace [26] approaches have been proposed. Furthermore, UTM may present with a

scheduling problem which is studied by Kim et al. In that paper, a formulation of the

scheduling problem for urban mobility is proposed based on particle swarm optimization

and a genetic algorithm. Its objective is to maximize net profit and minimize final queue

size.
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In planning the optimal flight path for an aircraft, one must consider the optimization

objective. For example, one may consider minimizing operating costs or energy consumption.

Li et al. proposed a hybrid optimization method to reconfigure UAV formations with collision

and communication constraints in three-dimensional space [27]. Furthermore, Kim et al.

proposed an optimal path planning algorithm using the Hermite-Simpson collocation method

based on the energy consumption of a solar-powered UAV while accounting for wind fields.

Their optimization objectives were to maximize input energy and minimize output energy

[28]. Then, He et al. suggested an optimal solution for the waypoint-following guidance law

problem with linear autopilot dynamics to minimize the energy consumption of the aircraft

[29]. Similarly, De Paiva et al. considered the optimal trade-off guidance between time and

energy costs with time-varying wind fields. They based their problem formulation on the

zero-effort-miss/zero-effort-velocity approach where gravity is replaced by wind acceleration.

In addition, with UAM, the airspace is bound to become denser, therefore robust conflict

resolution algorithm must be developed. One such algorithm aims to minimize the deviation

from the original flight path using an heuristic method. This approach suggests that the

aircraft may enter the airspace without a fixed prior flight plan [30]. Another approach is to

compute and correct intersecting trajectories by formulating the problem as a mixed integer

linear program and by using a learning-based approach [31].

1.2.2 Hybrid-Electric Aircraft

A major obstacle in the development of AAM is its sustainability. As the effects of climate

change grow in intensity and frequency, the international community came together and com-

mitted itself to combat this threat. Multiple international and national bodies have set goals

and legislated regulations to reach sustainability and to reduce GHG emissions. Notably, the

International Civil Aviation Organization (ICAO) established, in 2010, a set of objectives

to improve fuel efficiency and reduce carbon emissions [32]. Additionally, they adopted Res-

olution A40-18 to consolidate policies and practices in civil aviation to diminish its impact

6



on climate change. One course of action undertaken by the aerospace industry to address

this crisis is to develop hybrid-electric and all-electric aircraft. In fact, ICAO compiled a list

of 32 all-electric and 7 hybrid-electric aircraft projects [33] with notable examples of these

development efforts including Airbus’ E-Fan X1, Boeing’s SUGAR Volt, Faradair’s Bio Elec-

tric Hybrid Aircraft, and the EAG Hybrid Electric Regional Aircraft. The main drawback

of all-electric aircraft is the energy density of batteries. Current battery technologies have

limited mass specific energy, which restricts the size of the batteries an aircraft can carry.

Consequently, all-electric aircraft will most likely be constrained to regional and recreational

flying. In contrast, hybrid-electric aircraft can reduce fuel consumption significantly while

being a serious challenger to large commercial jets.

Early work on hybrid-electric aircraft focused on the feasibility of incorporating electrical

energy into aircraft propulsion systems [34][35][36][37]. The findings concluded that hybrid-

electric aircraft can significantly reduce fuel consumption while maintaining the endurance

of conventional aircraft. In the mid-2000s, researchers started to investigate different control

strategies to reduce fuel consumption in hybrid-electric unmanned aerial vehicles (UAVs)

through neural networks [38] and rule-based controllers [39]. Following ICAO’s goals state-

ment in 2010, research and development of hybrid-electric aircraft grew drastically. Most

of the studies that emerged in the first half of the 2010s focused on the design of hybrid-

electric aircraft. Pornet et al. [40] developed an expression to evaluate the cost specific air

range (COSAR) of a hybrid-electric aircraft based on energy cost. They also derived a cost

index defined as a trade-off between time-related costs and energy costs and demonstrated

the application of the COSAR and the cost index by minimizing the operating costs of the

aircraft. The later half of the 2010s saw a rise in the optimal control research of hybrid-

electric aircraft. In 2016, Falck and Gray [41] tackled the trajectory optimization problem for

hybrid-electric aircraft using an implicit Legendre-Gauss-Lobatto collocation method with

adjoint derivatives. In the following year, Bongermino et al. [42] used dynamic program-

1Unfortunately, the E-Fan X collaborative development between Airbus, Siemens, and Rolls-Royce has
been discontinued in April 2020
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ming to find an optimal power management strategy for hybrid-electric aircraft. In the same

year, Donateo and Spedicato [43] investigated the endurance of hybrid-electric aircraft by

developing an on-off energy management strategy. In 2018, multiple papers on the optimal

control of hybrid-electric aircraft were published. Boggero et al. [44] proposed the use of

fuzzy logic to minimize fuel and maximum takeoff weight at a preliminary design level. Do-

nateo et al. [45] used a genetic algorithm to optimize the operating points of the aircraft

engine with the end goal of minimizing fuel consumption. Geiss et al. [46] employed the

fmincon function in MATLAB to minimize fuel consumption and operating costs. They

defined the operating cost function based on fuel and electricity costs as well as on battery

and internal combustion engine depreciation costs. In 2020, Doff-Sotta et al. [47] published a

paper where they proposed an energy management strategy of hybrid-electric aircraft based

on model predictive control coupled with convex optimization. Similarly, Leite and Voskuijl

[48] suggested an energy management strategy based on dynamic programming. Wall and

Meyer also proposed an optimal power management strategy using model predictive control

[49] and Wang and Koein provided a solution for an optimal energy management strategy

based on hierarchical model predictive control [50]. In addition, de Vries et al. derived a

range equation for conventional, all-electric and constant power-split hybrid-electric aircraft

[51]. Moreover, some authors explored the optimal control of airships. One paper proposed

an energy management strategy for solar powered hybrid-energy airships. The strategy in-

volves splitting the energy from the photovoltaic cells to the load and the energy storage

devices [52]. Airships could be a sustainable means of transportation for commutes where

the passengers do not mind longer duration flights to arrive at a given destination. In the

first half of 2021, Hashemi et al. developed a lithium-ion battery model using machine learn-

ing which could be used in all-electric and hybrid-electric battery management systems [53].

Additionally, Wang and Mesbahi found an optimal power management of a hybrid-electric

aircraft in climb, cruise and descent to minimize fuel consumption where the aircraft engines

need to operate in their higher efficiency regions [54]. Furthermore, Lee et al. proposed a

8



method that combines the optimal power split and flight path trajectories to minimize fuel

consumption using differential dynamic programming [55].

Although solutions to the Direct Operating Cost (DOC) minimization problem for fuel-

based and all-electric aircraft are provided by [5] and [3], respectively, to the best of our

knowledge, only the work in references [40] and [46] sought to minimize the operating cost

of hybrid-electric aircraft. In the study performed by Pornet et al. [40], the authors defined

a cost function in a similar manner as the cost function presented in Chapter 3. However,

the authors assumed a constant velocity to solve the optimization problem. In the work

carried out by Geiss et al. [46], the authors defined the operating cost based on fuel, elec-

tricity and depreciation costs with the power generated, the velocity of the aircraft and the

duty cycle of the battery as optimization parameters. Furthermore, the authors assumed

a constant velocity and a constant power generated. In contrast, this thesis addresses the

minimization of the direct operating cost for a hybrid-electric aircraft in one-dimensional and

two-dimensional space with a time-varying velocity. Furthermore, for the one-dimensional

case, the DOC optimal control problem is solved for an aircraft in a constant wind field. A

case study of hydrogen hybrid-electric aircraft is also provided. Additionally, this thesis pro-

poses an optimal energy management strategy based on the proportion of the thrust coming

from electrical energy.

In summary, from the literature survey of hybrid-electric aircraft, it seems that there are

still gaps regarding the optimal direct operating cost problem. Only two papers addressed

this problem and both were published in the past decade. This thesis provides a framework

for the optimal flight management strategy that minimizes the direct operating cost (DOC)

of a hybrid-electric aircraft in steady cruise flight.

1.2.3 Hydrogen Aircraft

With the growing interests towards sustainable fuels, many in the aviation industry are

turning to liquid hydrogen as the replacement for conventional fuels. Some of the first
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studies on the viability of hydrogen as an aircraft fuel were performed in the 1960s and

1970s where hydrogen was suggested as a fuel for supersonic flight [56] and as an alternative

to jet fuel [57][58].

The environmental benefits of hydrogen fuel became more apparent as reports of Earth

warming emerged. In a study published in 1990, the author detailed how liquid hydrogen

could help reduce greenhouse gases emissions [59]. Then, in 1997, Contreras et al. compared

the benefits of hydrogen fuel to conventional fuels [60]. In the 2000s, a few papers studied the

challenges of hydrogen aircraft and pushed the concept further. Notably. Sefain discussed

hydrogen aircraft concepts and their required ground support [61]. Furthermore, multiple

researchers published papers on the development of CRYOPLANE, an European initiative

to study the feasibility of hydrogen aircraft. Their conclusions were that hydrogen fuel

provided mass savings, cooler engines, but a difficult developmental challenge from kerosene-

based technologies [62][63][64]. Then, Maniaci studied the performance of hydrogen aircraft

compared to conventional aircraft and concluded that hydrogen aircraft have the potential

to drastically decrease the direct operating cost [65].

A few studies in recent years have studied the fuel consumption model of hydrogen

aircraft. Notably, Corchero et al. [63], Amy et. al [66], Derakhshandeh et al. [67], and Boggia

et al. [68] developed fuel consumption models and provided data on the thrust specific fuel

consumption as well as other parameters of different turbofan engines. However, to the best

of our knowledge, there is no comparative study of the thrust specific fuel consumption for

multiple hydrogen-fuel and kerosene-fuel turbofan engines as provided in this thesis.

1.3 Contributions

This thesis addresses three problems of optimal flight management and energy management

of hybrid-electric aircraft based on the direct operating cost of the aircraft. The contributions

in this work are detailed below.
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1. In Chapter 3, the first problem addressed is the minimization of the Direct Operating

Cost (DOC) of a hybrid-electric aircraft without wind considering only the longitudinal

flight dynamics. To solve this problem, an energy management parameter, called the

hybridization coefficient in this thesis, is defined as the proportion of the total thrust

of the hybrid-electric aircraft which comes from electrical energy. A quintic polynomial

whose positive real roots are solutions to the minimum DOC problem is then found

using Pontryagin’s Minimum Principle (PMP). Furthermore, a case study of hydrogen

hybrid-electric aircraft is performed and compared to the literature and to the solu-

tions developed in Chapter 3. Additionally, the optimal energy management strategy

of a hybrid-electric aircraft is investigated and suggested based on the hybridization

coefficient.

2. In Chapter 4, the second problem extends the first problem to account for constant

wind. A sextic polynomial whose positive real roots are solutions of the minimum

DOC problem is found using PMP. Then, the effects of wind speed on the optimal

cruise airspeed, the energy consumption, and the direct operating cost are investigated.

Finally, the third problem is an extension of the first problem to the steady cruise flight

in the horizontal plane and defined for a weak wind and constant heading scenario. A

quintic polynomial whose positive real roots are solutions to this problem is obtained

using PMP with simulations supporting the solutions.

1.4 Thesis Structure

This thesis will be subdivided into the following chapters. First, Chapter 2 provides an

overview of theoretical preliminaries required in this thesis. These preliminaries include

concepts in aerodynamics, the propulsion model for hybrid-electric and hydrogen aircraft,

a review of optimal control and the Pontryagin Minimum Principle (PMP), Descartes’ rule

of signs, and the shooting method. s Chapter 3 then finds the optimal airspeed using PMP
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that minimizes the Direct Operating Cost (DOC) of a hybrid-electric aircraft in steady cruise

flight without wind using its longitudinal flight dynamics. An optimal energy management

strategy is suggested. A case of study of hydrogen hybrid-electric aircraft is subsequently

performed.

Finally, in Chapter 4, the optimal DOC problem is extended to steady cruise flight

subject to constant wind speeds. The effects of wind speed on the optimal cruise airspeed,

the energy consumption, and on the DOC are investigated. Then, the optimal DOC problem

is extended to steady cruise flight in the horizontal plane and a solution is found using the

Pontryagin minimum principle.
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Chapter 2

Theoretical Preliminaries

2.1 Introduction

In this chapter, a review of theoretical preliminaries for this thesis is performed. In Section

2.2, concepts in aerodynamics are reviewed including aerodynamic forces, flight attitude, and

flight dynamics. Then, the propulsion models for hybrid-electric and hydrogen aircraft are

presented in Section 2.3. Subsequently, in Section 2.4, a brief review of optimal control and

the Pontryagin’s minimum principle is carried out. This is followed by a review of Descartes’

rule of signs in Section 2.5. Finally, the shooting method is explained in Section 2.6.

2.2 Concepts in Aerodynamics

The powered flight of hybrid-electric aircraft requires a thorough understanding of the forces

acting on the aircraft, the flight attitude, and the flight dynamics of the aircraft. Each of

these concepts will be reviewed in this section.

2.2.1 Aerodynamic Forces

An aircraft in flight is subject to the thrust produced by its propulsion system, its weight

which depends on the aircraft’s mass and the local gravitational field, and the aerodynamic
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forces. The resultant force exerted on the aircraft is

F = T + FA +W (2.1)

where F is the resultant force, T is the thrust force, FA is the aerodynamic force, and W is

the weight force. The aerodynamic force can be separated into a component parallel to the

direction of the air flow and a component perpendicular to the direction of the air flow as

FA = D +L (2.2)

where D is the drag force and L is the lift force. In the case of an aircraft in flight, the

direction of the air flow is the direction of the velocity of the aircraft. The component parallel

to the velocity is the drag force and the component perpendicular to the velocity is the lift

force.

The lift L and drag D forces are given respectively by [69]

L =
1

2
ρSv2CL (2.3)

D =
1

2
ρSv2CD (2.4)

where v is the airspeed, ρ is the altitude-dependent air density, S is the wing surface area,

and CL and CD are the lift and drag coefficients, respectively.

If the aircraft is in steady flight, is below the drag divergence Mach number, and follows

a drag polar curve, one can derive the equations for the coefficients of lift and drag, given

that ρSv2 6= 0, as [69]

CL =
2W

ρSv2
(2.5)

CD = CD,0 + CD,2

(
2W

ρSv2

)2

(2.6)
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where CD,0 is the zero-lift drag coefficient and CD,2 is the induced drag coefficient. Hence,

the drag force in (2.4) can be rewritten as

D = D(v,W ) =
1

2
CD,0ρSv

2 +
2CD,2W

2

ρSv2
(2.7)

2.2.2 Flight Attitude

The flight attitude of an aircraft describes its angular position in space during flight. An

aircraft flying in three-dimensional space is subject to six degrees of freedom, namely lon-

gitudinal, lateral, and vertical displacement and pitch, roll, and yaw rotations. Figures 2.1

and 2.2 describe visually the flight attitude of the aircraft.

Figure 2.1: Longitudinal flight attitude (adapted from [2])
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Figure 2.2: Lateral flight attitude (adapted from [2])

In Figures 2.1 and 2.2, v is the velocity of the aircraft relative to the air mass, x, y, and

h are the latitudinal, the longitudinal, and the vertical axis of the Earth-centered inertial

frame of reference, respectively, α is the angle of attack, γ is the flight path angle, φ is the

bank angle, ψ is the heading angle, and θ is the pitch angle.

Two frames of references are commonly used to describe the orientation of an aircraft

in flight, namely the aircraft body frame B and the Earth-centered inertial frame I. To

transform the aircraft attitude from the inertial frame to the body frame, one must consider

the yaw, pitch, and roll rotations consecutively [70].

First, the rotation matrix for yaw transforms the orientation of the aircraft from the

inertial frame to a vehicle frame V1 and is described by

RV1
I (ψ) =


cosψ sinψ 0

− sinψ cosψ 0

0 0 1

 (2.8)

Then, the rotation matrix for pitch, given θ = α + γ, transforms the orientation of the
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aircraft from the vehicle frame V1 to a second vehicle frame V2 and is described by

RV2
V1

(θ) =


cos θ 0 − sin θ

0 1 0

sin θ 0 cos θ

 (2.9)

Finally, the rotation matrix for roll transforms the orientation of the aircraft from the

second vehicle frame V2 to the body frame B and is described by

RB
V2

(φ) =


1 0 0

0 cosφ sinφ

0 − sinφ cosφ

 (2.10)

Combining the rotation matrices for roll, pitch, and yaw yields the transformation of the

orientation of the aircraft from the body frame to the inertial frame and is obtained as the

product of (2.10), (2.9), and (2.8) as [70]

RB
I (φ, θ, π) = RB

V 2(φ)RV 2
V 1(θ)RV 1

I (ψ) =
cos θ cosψ cos θ sinψ − sin θ

sinφ sin θ cosψ − cosφ sinψ sinφ sin θ sinψ + cosφ cosψ sinφ cos θ

cosφ sin θ cosψ + sinφ sinψ cosφ sin θ sinψ − sinφ sinψ cosφ cos θ


(2.11)

2.2.3 Flight Dynamics

The three-dimensional dynamic model of an aircraft in symmetric flight subject to constant

wind can be expressed as a set of nonlinear ordinary differential equations [71][72] as

ẋ = v cos γ cosψ + vw,x (2.12)

ẏ = v cos γ sinψ + vw,y (2.13)
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ḣ = v sin γ + vw,h (2.14)

v̇ =
( g
W

)
(T cosα−D −W sin γ) (2.15)

ψ̇ =

(
g

Wv cos γ

)
(T sinα + L) sinφ (2.16)

γ̇ =
( g

Wv

)
((T sinα + L) cosφ−W cos γ) (2.17)

φ̇ =
( g

Wv

)
(T sinα + L) cosφ tan γ (2.18)

Ẇ = −SfcT (2.19)

where x is the latitudinal position, y is the longitudinal position, h is the altitude, v is the

airspeed, ψ is the heading angle, γ is the flight path angle, W is the weight, α is the angle

of attack, φ is the bank angle, vw,x, vw,y, and vw,h are the longitudinal, lateral, and vertical

wind speeds, respectively, g is the gravitational acceleration, T is the magnitude of the total

thrust force, D is the magnitude of the drag force, L is the magnitude of the lift force, and

Sfc is the thrust specific fuel consumption.

2.2.3.1 Longitudinal Flight Dynamics

In the dynamics of (2.12)-(2.19), consider a constant heading angle ψ of 0, a bank angle φ

of 0, and a constant latitudinal position y (i.e. ψ̇ = ψ = φ = ẏ = 0). Then one gets the

equations of the aircraft in the vertical plane as

ẋ = v cos γ + vw,x (2.20)

ḣ = v sin γ + vw,h (2.21)

v̇ =
( g
W

)
(T cosα−D −W sin γ) (2.22)

γ̇ =
( g

Wv

)
(T sinα + L−W cos γ) (2.23)
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Ẇ = −SfcT (2.24)

If the altitude remains constant (i.e. ḣ = γ̇ = γ = 0) and the thrust perpendicular to

the velocity is small compared to weight and lift, one gets the longitudinal flight dynamics

along the aircraft’s body frame

ẋ = v + vw,x (2.25)

v̇ =
( g
W

)
(T cosα−D) (2.26)

Ẇ = −SfcT (2.27)

L = W (2.28)

2.2.3.2 Dynamics in the Horizontal Plane

Considering the dynamics of (2.12)-(2.19), if the altitude remains constant (i.e. ḣ = γ̇ =

γ = 0) and the thrust perpendicular to the velocity is small compared to weight and lift,

then the dynamics in the horizontal plane are

ẋ = v cosψ + vw,x (2.29)

ẏ = v sinψ + vw,y (2.30)

v̇ =
( g
W

)
(T cosα−D) (2.31)

ψ̇ =
( g

Wv

)
(T sinα + L) sinφ (2.32)

Ẇ = −SfcT (2.33)

L cosφ = W (2.34)
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2.3 Propulsion Model

2.3.1 Hybrid-Electric Propulsion

The propulsion system of hybrid-electric aircraft uses two different energy sources to generate

the aircraft thrust. One of the energy sources stems from a fuel which can be, but is not

limited to, kerosene, diesel, or liquid hydrogen, and the other is electricity which can come

from batteries, solar cells, or fuel cells. The fuel consumption of the hybrid-electric aircraft

may be expressed as

Ẇ = −SfcTjet (2.35)

where Tjet is the thrust generated by the jet engines and is defined as

Tjet = (1− β)T (2.36)

where β ∈ [0, 1] is the hybridization coefficient and describes the level of hybridization of

the aircraft as the proportion of the thrust coming from electrical energy. For example, if

β = 0.8, then 80% of the thrust comes from electrical energy and 20% comes from fuel

energy. If β = 1, the thrust of the aircraft comes strictly from electrical energy. In contrast,

if β = 0, the energy propelling the aircraft is generated strictly by the combustion of fuel.

To determine the rate of electricity consumption, one considers the total power Ptot

required by the aircraft which is the sum of the power delivered by the jet engine Pjet

and the available battery power Pe (after losses caused by the conversion of electrical to

mechanical energy) and is defined as

Ptot = Tv = Pjet + ηPe = (1− β)Tv + βTv (2.37)

where η is the electrical to mechanical energy conversion efficiency. The battery output
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power is given by

Pe = Ui = −UQ̇ (2.38)

where Q is the electric charge stored in the battery, U is the battery output voltage, and i

is the battery output current. Based on (2.37) and (2.38), one can derive the expression for

the flow of electric charge as

Q̇ = −βTv
ηU

(2.39)

The total energy consumption of the system is a linear combination of the fuel consump-

tion and of the electricity consumption.

2.3.2 Liquid Hydrogen Fuel

The fuel consumption model based on the combustion of liquid hydrogen is the same as that

for conventional fuels [73]. The main difference lies in the thrust specific fuel consumption.

The combustion process of hydrogen is as follows [74]

2H2 +O2 → 2H2O + heat (2.40)

In comparison, the combustion process of a hydrocarbon fuel such as kerosene can be

approximated by [75]

C12H24 + 18O2 → 12CO2 + 12H2O + heat (2.41)

Comparing the combustion process of hydrogen to that of conventional hydrocarbon

fuels, one can observe that one of the main advantages of hydrogen combustion is the lack

of carbon dioxide, a potent greenhouse gas, as a combustion product.
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2.4 Optimal Control

To find the optimal flight management strategy of a hybrid-electric aircraft, one requires

optimal control theory. Optimal control problems are solved using two main methods. The

first method is dynamic programming which is based on Bellman’s principle of optimality

[76]. The second method is Pontryagin’s minimum principle (PMP) [77] which can be derived

from calculus of variations when one assumes differentiability. The optimal control problems

in this thesis will be solved using the minimum principle. This section will provide an

overview of this principle.

2.4.1 Optimal Control Problem Formulation

The objective of optimal control is to find a control input u ∈ Rm where m ∈ N+ for a

dynamic system with states x ∈ Rn where n ∈ N+, which optimizes an objective or a cost

functional J from a known initial state to a desired final state.

If the function L(t,x(t),u(t)) is integrable, a free final time optimal control problem can

be formulated as

J∗ = min
u,tf

[
φ(tf ,x(tf )) +

∫ tf

t0

L(t,x(t),u(t))dt

]
subject to

ẋ(t) = f(x(t),u(t))

t ∈ [t0, tf ]

Ψ(x(t0),x(tf )) = 0

(2.42)

which is known as the Bolza formulation where Ψ is the vector of initial and terminal

constraints defined in this thesis as

Ψ(x(t0),x(tf )) =

x(t0)− x0

x(tf )− xf

 (2.43)
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2.4.2 Optimality Conditions

To use the Pontryagin’s minimum principle, one needs to formulate the Hamiltonian

H(t,x(t),u(t),Jx(t)) = L(t,x(t),u(t)) + JTx · f(x(t),u(t)) (2.44)

where Jx is known as the co-state vector and is defined as the partial derivative of the

optimal cost-to-go with respect to the states. Let

Φ(tf ,x(tf )) = φ(tf ,x(tf )) + νTΨ(x(t0),x(tf )) (2.45)

where ν is a Lagrange multiplier.

Theorem 1 (Pontryagin’s Minimum Principle [78]). If x∗(t), J∗
x(t), and u∗(t) are the op-

timal states, co-states, and control inputs of the optimal control problem (2.42) ∀t ∈ [t0, t
∗
f ]

where t∗f is the optimal free final time and x(t), u(t), L(t,x(t),u(t)), H(t,x∗(t),u∗(t),J∗
x(t)),

and Ψ(x(t0),x(tf )) are all class C1 functions, then

1. H(t,x∗(t),u∗(t),J∗
x(t)) ≤ H(t,x∗(t), u,J∗

x(t)), ∀u ∈ Rm,∀t ∈ [t0, t
∗
f ].

2. J̇∗
x(t) = −∇xH(t,x∗(t),u∗(t),J∗

x(t)), ∀t ∈ [t0, t
∗
f ].

3. J∗
x(t∗f ) = ∇xΦ(t∗f ,x

∗(t∗f )).

4. ẋ(t) = ∇JxH(t,x∗(t),u∗(t),J∗
x(t)), ∀t ∈ [t0, t

∗
f ].

5. H(t∗f ,x
∗(t∗f ),u

∗(t∗f ),J
∗
x(t∗f )) +

∂Φ(t∗f ,x
∗(t∗f ))

∂t∗f
= 0.

Proof. A proof of this theorem is provided in [77].

If the Hamiltonian (2.44) is a class C1 function, then the first-order necessary condition

of optimality with respect to the control u(t) for a free final time t∗f is

∇uH(t,x(t),u(t),Jx(t)) = 0, ∀t ∈ [t0, t
∗
f ] (2.46)
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Additionally, if the Hamiltonian (2.44) is a class C2 function, then the second-order

necessary condition for a minimum with respect to the control u(t) is

∇2
uuH(t,x(t),u(t),Jx(t)) ≥ 0, ∀t ∈ [t0, t

∗
f ] (2.47)

The time derivative of the Hamiltonian is defined, using the multivariate chain rule, as

Ḣ(t,x∗(t),u∗(t),J∗
x(t)) =

∂H(t,x∗(t),u∗(t),J∗
x(t))

∂t
+∇xH(t,x∗(t),u∗(t),J∗

x(t))ẋ

+∇uH(t,x∗(t),u∗(t),J∗
x(t))u̇+∇JxH(t,x∗(t),u∗(t),J∗

x(t))J̇x, ∀t ∈ [t0, t
∗
f ]

(2.48)

From conditions 2 and 4 of Theorem 1 and from condition (2.46), one can simplify (2.48)

to

Ḣ(t,x∗(t),u∗(t),J∗
x(t)) =

∂H(t,x∗(t),u∗(t),J∗
x(t))

∂t
, ∀t ∈ [t0, t

∗
f ] (2.49)

If the Hamiltonian is not explicitly dependent on time t, then

∂H(t,x∗(t),u∗(t),J∗
x(t))

∂t
= 0, ∀t ∈ [t0, t

∗
f ] (2.50)

which, from (2.49), yields

Ḣ(t,x∗(t),u∗(t),J∗
x(t)) = 0, ∀t ∈ [t0, t

∗
f ] (2.51)

which means that, in the case where the Hamiltonian does not explicitly depend on time,

the Hamiltonian is constant.

Therefore, the Hamiltonian for all time is equal to its final value

H(t) = H(t∗f ) = −
∂Φ(t∗f ,x

∗(t))

∂tf
, ∀t ∈ [t0, t

∗
f ] (2.52)
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If
∂Φ(t∗f ,x

∗(t))

∂tf
= 0 (2.53)

then

H(t) = H(t∗f ) = 0, ∀t ∈ [t0, t
∗
f ] (2.54)

which means that H is constant and conserved.

2.5 Descartes’ Rule of Signs

Sometimes, the optimal control input may be one of the roots of a polynomial. For polyno-

mials of degree five and above, no general formula exists to find its roots. However, one can

use Descartes’ Rule of Signs [79] to determine the number of positive real roots which can

help determine how many roots are valid solutions of the optimal control problem.

Theorem 2 (Descartes’ Rule of Signs [79]). The number of positive real roots of a polynomial

does not exceed the number of sign changes of its coefficients and differs from it by a multiple

of two.

Corollary 1 (Descartes’ Rule of Signs - Negative Real Roots [79]). The number of negative

real roots of a polynomial f(x) does not exceed the number of sign changes of the coefficients

of the polynomial f(−x) and differs from it by a multiple of two.

Knowing the number of positive and negative real roots allows one to determine the

number of imaginary roots.

Example 1. Consider the fourth-degree polynomial

f(x) = x4 + x2 − 2 (2.55)

with a positive real root at x = 1, a negative real root at x = −1, and a pair of complex roots

at x =
√

2i and x = −
√

2i. Using Theorem 2, one counts the number of sign changes to be
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1. Therefore, one should expect exactly 1 positive real root. Then, using Corollary 1, one

counts the number of sign changes for f(−x) to be 1. As a result, one should expect exactly

1 negative real root. Since there are exactly 1 positive and 1 negative real root, then there

must be 2 complex roots.

Example 2. Consider the fifth-degree polynomial

g(x) = x5 − x4 − 16x+ 16 (2.56)

with two positive real roots at x = 1 and x = 2, a negative real root at x = −2, and a pair

of complex roots at x = 2i and x = −2i. From Theorem 2, one counts the number of sign

changes to be 2. Therefore, one should expect either 0 or 2 positive real roots. Then, using

Corollary 1, one counts the number of sign changes for g(−x) to be 1. As a result, one should

expect exactly 1 negative real root. Hence, one gets the two following possible situations

• Situation 1: 0 positive real, 1 negative real, and 4 complex roots.

• Situation 2: 2 positive real, 1 negative real, and 2 complex roots.

2.6 Shooting Method

The shooting method is used to numerically solve two-point boundary value problems (2PB-

VPs) by reducing them to initial value problems (IVP). A two-point boundary value problem

is composed of a set of ordinary differential equations (ODEs), and initial and final conditions

known as boundary conditions [80].

Consider a set of q first-order ODEs with initial and final conditions.

ξ̇ = f(t, ξ(t))

ξi(t0) = ξ0, i = 1, ..., p

ξj(tf ) = ξf , j = p+ 1, ..., q

(2.57)
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The shooting method guesses the missing initial conditions until a trajectory is found so that

it meets the desired final conditions. The shooting method stops when the error εj between

the final conditions and the final states reached by guessing the initial conditions is smaller

than a tolerance defined a priori.

The pseudo-code for an example of a typical shooting method algorithm where ξ[k](t) is

the state trajectory at the kth-iteration is presented below.

Algorithm 1 Shooting Method

1. Starting Point: Initial guess for ξ
[0]
j (t0) for values of j where the initial state is

missing, initialize k = 0, define a tolerance tol, a maximum number of iterations kmax,
and a step size b.

2. Loop:

(a) Simulate the system using a numerical method for IVPs.

(b) Compute εj = ξ
[k]
j (tf )− ξj(tf ).

(c) Update ξ
[k+1]
j (t0) = ξ

[k]
j (t0)− bεj, for values of j where the initial state is missing.

(d) Update k = k + 1.

3. Stopping Criterion: Stop if |εj| < tol or k ≥ kmax.

In the context of the work in this thesis, the simulated system is composed of the state

and of the co-states dynamics.
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Chapter 3

Optimal DOC for Hybrid-Electric

Aircraft in Cruise without Wind

3.1 Introduction

As per a NASA analysis of global temperatures [81], the year 2020 tied with the year 2016

for the warmest year on record. Despite a pandemic which slowed down the global economy,

greenhouse gases emissions have not reduced significantly enough to avoid the climate crisis

the world is facing. However, a new wave of initiatives and commitments to curb the climate

crisis led by world governments and industry leaders has risen over the past year. Such efforts

stem from a wide range of industrial sectors such as the energy and transportation industries.

A notable participant in such efforts is the civil aviation industry. Over the past year, two of

the world’s leading aircraft manufacturers, Airbus and Boeing, stepped forward to develop

carbon-neutral aircraft. Airbus plans to develop a series of hybrid-electric aircraft fueled

by hydrogen named ZEROe by 2035 [82]. In contrast, Boeing intends to develop aircraft

completely fueled by bio-fuels [83]. Many other aircraft manufacturers [84] have announced

plans to develop or are developing carbon-neutral aircraft such as Faradair Aerospace, Heart

Aerospace, Wright Electric, and Zunum Aero.
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Main contenders to replace conventional aircraft are hybrid-electric aircraft. This type

of aircraft uses both fuel and electricity as sources of energy for flight. As a result, the

hybrid-electric aircraft can help airlines achieve their sustainability goals while maintaining

aircraft performance and range comparable to conventional aircraft.

This chapter presents a method to minimize the direct operating cost (DOC) of a hybrid-

electric aircraft in steady cruise flight using the longitudinal flight dynamics of the aircraft

assuming a weak or zero wind field. The chapter will be organized as follows. First, the

optimal DOC problem will be formulated for hybrid-electric aircraft in steady cruise flight

without wind. A solution is then proposed for this problem based on the Pontryagin mini-

mum principle (PMP). Simulations are then performed to study the effects of different time

costs, energy costs, and level of hybridization on aircraft performance. Finally, with the

growing interest of the civil aviation sector towards hydrogen hybrid-electric aircraft, a case

study of this type of hybrid-electric aircraft will be performed and compared to the case of

a kerosene-fuel hybrid-electric aircraft.

3.2 Problem Statement

The dynamic model of the hybrid-electric aircraft is based on the longitudinal flight dynamics

(2.25)-(2.28) presented in Chapter 2. As the aircraft propulsion system is hybrid, the fuel

consumption is given by (2.35) with the thrust produced by the jet engines given by (2.36)

and the electricity consumption is given by (2.39).

The dynamic model of the hybrid-electric aircraft can be simplified by making the fol-

lowing assumptions:

1. The lateral dynamics of the aircraft are not considered, i.e., ẏ = ψ̇ = φ̇ = ψ = φ = 0.

2. The wind is assumed to be weak, therefore its effects can be neglected.

3. The aircraft is in steady cruise flight at a constant altitude, i.e., γ̇ = γ = ḣ = 0, and

air density is constant.
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4. The angle of attack of the aircraft is small. Therefore, we can approximate cosα ≈ 1,

and sinα ≈ α.

5. It is assumed that the flight Mach number will be below the drag divergence Mach

number. As a result, compressibility drag divergence does not need to be considered.

6. The thrust perpendicular to the velocity is small compared to weight and lift (T sinα�

W and T sinα� L).

7. The thrust specific fuel consumption in cruise is assumed to be a function of the altitude

h (i.e. Sfc = Sfc(h)).

8. The output voltage does not vary much with the state of charge, i.e., it stays within the

nominal zone shown in Figure 3.1, which is based on the Shepherd model for battery

discharge [85].

9. The internal resistance of the battery is small and can thus be neglected. Its effects

can be integrated into the system through a slight reduction in the electrical system

efficiency η.

10. The battery temperature remains within an acceptable range and thermal effects on

the battery can be neglected.

11. The hybridization coefficient β is assumed to remain constant and is given a priori.
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Figure 3.1: Nominal current discharge of a typical lithium-ion battery. [3]

Under the above assumptions, the simplified dynamic model of the hybrid-electric aircraft

is

T = D (3.1)

L = W (3.2)

ẋ = v (3.3)

Ẇ = −(1− β)SfcD = −f (3.4)

Q̇ = −βDv
ηU

= −i (3.5)

where the drag force D is defined by (2.7), f is the fuel flow rate, and i is output current of

the battery.

3.3 Problem Formulation and Solution

The direct operating cost (DOC) can be written as

DOC =

∫ tf

0

(Ct + CiκiUi+ Cfκff)dt (3.6)
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where Ct, Ci, and Cf are the time-related costs, electrical energy cost, and fuel energy

cost, respectively and tf is the final time. The coefficient κi = 2.78 × 10−7 converts Joules

to kilowatt-hours and the coefficient κf = eg−1 is another conversion factor, where e is

the heating value of fuel (energy per unit mass) in kWh/kg, and g is the gravitational

acceleration in ms−2. We now define two coefficients

Cµ =
Ci + Cf

2
(3.7)

C∆ =
Ci − Cf

2
(3.8)

which represent the average of the two energy costs and a half of the difference between

them, respectively.

For Cµ > 0, minimizing the DOC is equivalent to minimizing the cost functional

J =

∫ tf

0

(CI + (1 + CE)κiUi+ (1− CE)κff) dt (3.9)

where CI = Ct/Cµ is a trade-off parameter between time-related costs and the average energy

cost, and CE = C∆/Cµ is the ratio between differential and common modes for the energy

cost and, therefore, −1 ≤ CE ≤ 1.
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The optimal control problem based on (3.1)-(3.5), (2.7), and (3.9) can be formulated as

J∗(x0) = min
v,tf

∫ tf

0

(CI + (1 + CE)κiUi+ (1− CE)κff)dt

s.t.

ẋ = v

Ẇ = −(1− β)SfcD = −f

Q̇ = −βDv
ηU

= −i

D =
1

2
CD,0ρSv

2 +
2CD,2W

2

ρSv2

x(0) = 0, x(tf ) = xf

W (0) = W0, Q(0) = Q0

(3.10)

Theorem 3. The optimal solution of the optimal control problem (3.10) v∗ is a positive real

root of the quintic equation

ρ2S2CD,0β(1 + CE)κi
η

v∗
5

+
ρ2S2CD,0(1− β)SfcJ̄

∗
W

2
v∗

4 − CIρSv∗
2

− 4CD,2W
2β(1 + CE)κi
η

v∗ − 6CD,2W
2J̄∗

WSfc = 0

(3.11)

where

J̄∗
W = (1− CE)κf − J∗

W (3.12)

and the time derivative of J∗
W is given by

J̇∗
W = −β(1 + CE)κi

4CD,2W

ηρSv∗
− (1− β)J̄∗

WSfc
4CD,2W

ρSv∗2
(3.13)

with final condition

J∗
W (tf ) = 0 (3.14)

If J̄∗
W ≥ 0, there is a single positive real root. If J̄∗

W < 0, there can be either zero or two
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positive real roots.

Proof. From (3.10), one can formulate the Hamiltonian of the optimal control problem as

H = CI + (1 + CE)κiUi+ (1− CE)κff + J∗
x ẋ+ J∗

QQ̇+ J∗
W Ẇ (3.15)

where J∗
x , J∗

W , and J∗
Q are the partial derivatives of the optimal cost-to-go with respect to

longitudinal position x, weight W , and electric charge Q, respectively. From ẋ = v and state

equations (3.4) and (3.5), one can rewrite (3.15) as

H = CI + J̄∗
Q

βDv

ηU
+ J̄∗

W (1− β)SfcD + J∗
xv (3.16)

where

J̄∗
Q = (1 + CE)κiU − J∗

Q (3.17)

and J̄∗
W is given by (3.12). One can define the terminal condition Ψ as

Ψ = x(tf )− xf = 0 (3.18)

The transversality conditions are then

H(tf ) = 0 (3.19)

J∗
Q(tf ) = ν

∂Ψ

∂Q

∣∣∣∣
tf

= 0 (3.20)

J∗
W (tf ) = ν

∂Ψ

∂W

∣∣∣∣
tf

= 0 (3.21)

where ν is a Lagrange multiplier.
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The Hamilton’s equations for the co-states are

J̇∗
x = −∂H

∂x
= 0 (3.22)

J̇∗
Q = −∂H

∂Q
= 0 (3.23)

J̇∗
W = − ∂H

∂W
= −J̄∗

Qβ
DWv

ηU
− J̄∗

W (1− β)SfcDW (3.24)

where DW is the partial derivative of the drag force D with respect to the weight W . From

(3.22) and (3.23), one can observe that the co-states J∗
x and J∗

Q are constant. Therefore, the

co-state J∗
Q is equal to its final condition (3.20),

J∗
Q(t) = 0, ∀t ∈ [0, tf ] (3.25)

Replacing (3.25) into (3.17), one can write

J̄∗
Q = (1 + CE)κiU (3.26)

From (3.16) and Pontryagin’s minimum principle [77], the first-order necessary condition for

a minimum is

∂H

∂v
=
J̄∗
Qβ

ηU
(Dvv +D) + J̄∗

W (1− β)SfcDv + J∗
x = 0 (3.27)

where Dv is the partial derivative of the drag D with respect to the airspeed v. Based on

(3.26) and on the necessary condition (3.27), one can derive an expression for the co-state

J∗
x as

J∗
x = −(1 + CE)κiβ

η
(Dvv +D)− J̄∗

W (1− β)SfcDv (3.28)

The second-order necessary condition for a minimum is

∂2H

∂v2
=

(1 + CE)κiβ

η
(Dvvv + 2Dv) + J̄∗

W (1− β)SfcDvv ≥ 0 (3.29)
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where Dvv is the second-order partial derivative of the drag D with respect to the airspeed

v. Using the drag model (2.7), one can write

Dv = ρSCD,0v −
4CD,2W

2

ρSv3
(3.30)

Dvv = ρSCD,0 +
12CD,2W

2

ρSv4
(3.31)

DW =
4CD,2W

ρSv2
(3.32)

From (3.31), one can conclude that Dvv > 0, which means that the drag function is strictly

convex on the variable v.

From (2.49) and since the Hamiltonian does not depend explicitly on time, one can write

Ḣ =
∂H

∂t
= 0 (3.33)

and hence, using (3.19)

H(t) = H(tf ) = 0, ∀t ∈ [0, tf ] (3.34)

Substituting (2.7), (3.26), (3.28), and (3.30) into the Hamiltonian (3.16) and using (3.34),

one obtains the quintic equation (3.11). A candidate for the solution of the optimal control

problem in (3.10) must be a strictly positive real root of (3.11).

As J̄∗
W can be either positive or negative, one finds two different scenarios when applying

the Descartes’ Rules of Sign in Theorem 2 to the quintic equation (3.11).

1. If J̄∗
W ≥ 0, one counts the number of sign changes to be exactly one and there is a

single positive real root.

2. If J̄∗
W < 0, one counts the number of sign changes to be two, which means that there

are either zero or two positive real roots.
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3.4 Simulations Results

3.4.1 Shooting Method

Based on (3.10), (3.12), (3.13), and (3.21), one obtains the augmented system

ẋ = v

Q̇ = −βDv
ηU

Ẇ = −(1− β)SfcD

J̇∗
W = −4(1 + CE)κiβCD,2W

ηρSv
− J̄∗

W (1− β)Sfc
4CD,2W

ρSv2

x(0) = x0, x(tf ) = xf

Q(0) = Q0, W (0) = W0

J∗
W (tf ) = 0

v > 0

(3.35)

The objective of the shooting method is to find an initial condition J∗
W (0) for a trajectory

which satisfies the final condition (3.21). Algorithm 2 describes the shooting method used

in this section.
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Algorithm 2 Shooting Method

1. Starting Point:

(a) Provide an initial guess for J∗
W (0).

(b) Initialize the parameter k = 0.

(c) Define a tolerance tol, a maximum number of iterations kmax, and step size b.

2. Loop:

(a) Simulate (3.35) using a numerical method for ordinary differential equations where
the airspeed v is obtained using (3.11) and a root-finding method. Only the
strictly positive real root of (3.11) is chosen.

(b) Compute ε = J∗
W

[k](tf )− J∗
W (tf ).

(c) Update J∗
W

[k+1] = J∗
W

[k] − bε.
(d) Update k = k + 1.

3. Stopping Criterion: Stop if |ε| < tol or k ≥ kmax.

This algorithm will be applied to the cases of a small unmanned aircraft, a large com-

mercial aircraft, and a hydrogen hybrid-electric aircraft. For the simulations, the shooting

method parameters are chosen to be

tol = 10−18

kmax = 10

b = 1

(3.36)

3.4.2 Summary of Results

The simulation results are summarized in Table 3.1. They are obtained based on the aug-

mented system (3.35) and on Theorem 3. The shooting method of Algorithm 2 is used for

the simulations.
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Table 3.1: Simulation results summary
Experiment Results

v∗ as a function of CI
Small unmanned aircraft: Figure 3.3
Large commercial aircraft: Figure 3.6

Pareto-optimal trade-off curves
Small unmanned aircraft: Figure 3.4
Large commercial aircraft: Figure 3.7

Energy consumption, flight duration, and
DOC as a function of β

Small unmanned aircraft: Figure 3.5
Large commercial aircraft: Figure 3.8

Lowest cost β for different CE Table 3.6
Comparison between Algorithm 2 and bvp5c Table 3.4

3.4.3 Small Unmanned Aircraft

The model of NASA’s GL-10 Greased Lightning hybrid-electric aircraft will be used in the

simulations. The aircraft model parameters are presented in Table 3.2. For the purpose

of the simulations, it is assumed that the aircraft carry the necessary charge for the entire

flight.

Table 3.2: NASA GL-10 Greased Lightning technical data
Parameter Value
Wing area 0.737 m2

Lift-to-drag ratio 7.2
Maximum take-off weight 28.1 kg
Empty weight 20.9 kg
Specific fuel consumptiona 1.1×10-5 kg/(N·s)
Fuel type Diesel
Fuel energy density 12.6 kW·h/kg
Battery system Four flight batteries
Battery type Lithium polymer cells
Battery capacity 4.34 A·h
Battery system voltage 28 V
Electrical system efficiencya 0.68
Zero-lift drag coefficienta 0.025
Induced drag coefficienta 0.193
a Estimates

The zero-lift drag coefficient CD,0 is chosen to be 0.025 as it is within range of a typical

general aviation aircraft [86]. The induced drag coefficient CD,2 is estimated based on the
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lift-to-drag ratio [69]

L/D =
1

2

√
πAe/CD,0

CD,2 = 1/(πAe)

(3.37)

where A is the aspect ratio, and e is the efficiency factor. Solving for the two unknowns

CD,2 and πAe in (3.37), one obtains the induced drag coefficient CD,2 = 0.193. The electrical

system efficiency η is chosen to be 0.68 according to [87] which represents the electrical

system efficiency from battery to propellers.

3.4.3.1 Effects of Different CE

The simulation parameters to study the effects of different values of CE on the aircraft

performance are found in Table 3.3. The altitude is chosen to be 100 m to remain within

the Canadian maximum altitude regulation for Remotely Piloted Aircraft Systems [88]. The

distance traveled is selected to be 50 km which corresponds to the distance between the

easternmost and westernmost points of Montréal Island in Québec, Canada as shown in

Figure 3.2.

Figure 3.2: Distance between the easternmost and westernmost point of Montréal Island
(taken from Google Maps [4])
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The initial weight is chosen to be 275 N which corresponds to a little bit less than the

maximum take-off weight of the aircraft. The initial charge is chosen to be 62, 496 C which

corresponds to the battery capacity of the aircraft. Finally, the hybridization coefficient is

fixed at 0.5 so that the proportion of the thrust coming from electrical energy is the equal

to that coming from fuel energy.

Table 3.3: Simulation parameters
Parameter Value

Air density (100 m) 1.225 kg/m3

Initial position x0 0 km
Final position xf 50 km
Initial charge Q0 62,496 C
Initial weight W0 275 N

Hybridization coefficient β 0.5

Based on the aircraft model parameters and simulation parameters of Tables 3.2 and 3.3

and the shooting method in Algorithm 2, one can investigate the response of the aircraft

optimal cruise airspeed to a change in CI as shown in Figure 3.3. The simulations are

performed for values of CI ranging from 0 to 0.01 for different values of CE. A negative

CE means that the fuel cost coefficient Cf is greater than the electricity cost coefficient

Ci. Conversely, a positive CE means that the electricity cost is greater than the fuel cost

coefficient. If CE = 0, the electricity and fuel cost coefficients are equal. The quintic equation

(3.11) is used to compute the optimal cruise airspeed. Its strictly positive real roots are found

using a root-finding method. The all-electric [3] and all-fuel [5] economy mode solutions are

shown as a comparison in Figure 3.3 at the initial and final positions, respectively.
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Figure 3.3: Optimal cruise airspeed v∗(t0) and v∗(tf ) as a function of CI when CE = −1,
CE = −0.5, CE = 0, CE = 0.5, and CE = 1 compared to the all-electric and all-fuel solutions
of [3] and [5]

From Figure 3.3, one can observe that as CI grows, the optimal cruise airspeed increases

for all six scenarios in the above figure. As CI increases, the time-related costs increases

relative to the average energy cost. In other words, the cost per unit of time becomes more

expensive relative to the cost per unit of energy. Therefore, the aircraft should fly faster to

42



compensate for the larger time cost which is what one sees in Figure 3.3.

Additionally, in Figure 3.3, one can observe that the fuel economy mode follows closely

the trajectory of CE = −1, while the all-electric economy mode follows closely the trajectory

of CE = 1. As the cost of fuel increases relative to the cost of electricity, one can expect the

system to choose to minimize the fuel cost more and therefore, the solution should converge

towards the fuel economy mode solution. Similarly, as the cost of electricity increases relative

to the cost of fuel, one can expect the system to choose to minimize the electricity cost more

and, as a result, the solution should converge towards the all-electric economy mode. One can

see the convergence towards the fuel and all-electric economy by observing the trajectories

created when CE = −0.5, CE = 0, and CE = 0.5. When CE = −0.5, one can observe that

the trajectory is between that of CE = −1 and CE = 0. Similarly, for CE = 0.5, one can see

that the trajectory is between that of CE = 0 and CE = 1.

To validate the results obtained using the shooting method, the MATLAB built-in

boundary-value problem solver bvp5c is used. The two methods are compared for differ-

ent pairs of CI and optimal final cruise airspeed at CE = 0 in Table 3.4. The percent

difference is computed using the following equation

% Diff =
|v∗shooting(tf )− v∗bvp5c(tf )|

v∗shooting(tf )+v∗bvp5c(tf )

2

× 100 (3.38)

where v∗shooting(tf ) and v∗bvp5c(tf ) are the final optimal cruise airspeed v∗(tf ) computed using

Algorithm 2 and bvp5c, respectively.

Table 3.4: Comparison between Algorithm 2 and bvp5c

v∗shooting(tf ) (m/s) v∗bvp5c(tf ) (m/s) % Diff

CI = 0 51.69451 51.69439 2.146× 10−4

CI = 0.001 56.37715 56.37714 2.298× 10−6

CI = 0.01 94.495595 94.49559 5.107× 10−6

From Table 3.4, one can observe that the results obtained using bvp5c match closely

those obtained using the shooting method.
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Figure 3.4: Pareto-optimal trade-off curves for NASA GL-10 Greased Lightning.

From the Pareto-optimal trade-off curve of Figure 3.4, one can observe that as the optimal

cruise flight duration decreases, the optimal electricity and fuel consumption increases. Such

a result is expected since a shorter flight duration corresponds to a greater cruising airspeed

when the distance travelled is fixed. Therefore, by flying faster, the aircraft will consume

more energy. Furthermore, a decrease in the flight duration is a consequence of an increase

in time-related costs. From Figure 3.3, we saw that an increase in CI yields an increase in

the optimal cruise airspeed which translates into a decrease in flight duration, which further

supports the results shown in Figure 3.4.

3.4.3.2 Effects of Different β

The simulation parameters to study the effects of different values of β on the aircraft perfor-

mance are found in Table 3.5. The values for the parameters in Table 3.5 differ from those

of Table 3.3. Previously, to evaluate the effects of varying CE, β was fixed. Now, to evaluate

the effects of varying β, the cost coefficients are fixed. The electricity cost coefficient of 0.06

CAD/kWh is chosen based on Hydro-Québec’s rates [89]. The fuel cost coefficient is chosen

be 0.06 CAD/kWh based on the average price of diesel in early 2020 [90]. The time-related

cost coefficient is chosen to be 0.0006 CAD/s to yield a CI of 0.01 as CI = 2Ct/(Ci + Cf ).
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Table 3.5: Simulation parameters
Parameter Value

Air density (100 m) 1.225 kg/m3

Initial position x0 0 km
Final position xf 50 km
Initial charge Q0 62,496 C
Initial weight W0 275 N

Time-related cost coefficient Ct 0.0006 CAD/s
Electricity cost coefficient Ci 0.06 CAD/kWh

Fuel cost coefficient Cf 0.06 CAD/kWh

Based on the aircraft parameters listed in Table 3.2, on the simulation parameters of

Table 3.5, and on the augmented system (3.35), one can compute the response of the charge

and fuel consumed, the flight duration, and the direct operating cost to changes in the

hybridization coefficient β as shown in Figure 3.5 using (3.4), (3.5), and (3.6).

Figure 3.5: Charge and fuel consumed, flight duration, and cost as a function of β.
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From Figure 3.5, one can see that the fuel consumption decreases and electricity con-

sumption increases as β approaches one which is to be expected from the dynamics of the

electric charge (3.5). Furthermore, as β approaches zero, the fuel consumption increases and

the electricity consumption decreases which is expected from the fuel flow rate (3.4). Addi-

tionally, as β approaches one, the cost decreases. One can conclude that, for the simulation

parameters in Table 3.5, the value of β yielding the lowest cost is one. This may suggest that

the lowest DOC energy management strategy is either β = 0 or β = 1. To verify this, we

change the value of CE and see if, for a given CE, the optimal β is zero. The pairs CE = −1

and β = 1 and CE = 1 and β = 0 yield infinitely many solutions as one can see if one

were to replace the pairs into the quintic equation (3.11). Therefore, they are ignored in the

simulations. The results of the investigation is shown in Table 3.6 where CI = 0.1.

Table 3.6: Investigation of the Lowest Cost β for Different CE
β = 0 β = 0.5 β = 1

CE = −0.99 3.37$ 2.38$ 0.44$
CE = −0.9 3.45$ 2.48$ 0.99$
CE = −0.5 3.88$ 3.06$ 2.15$
CE = 0 4.75$ 4.42$ 4.07$
CE = 0.18 3.64$ 3.69$ 3.64$
CE = 0.5 2.24$ 2.83$ 3.11$
CE = 0.9 0.79$ 2.16$ 2.65$
CE = 0.99 0.24$ 2.05$ 2.57$

From Table 3.6, one can see that for CE ≥ 0.18, the cost is the lowest when β = 0 and,

for CE < 0.18, the lowest cost occurs when β = 1 which suggests that there may indeed be

two possible solutions for β, either zero or one, for the lowest DOC energy management. A

caveat to this conclusion is the limited battery capacity of the aircraft. It was discussed in the

introduction of this thesis that a limiting factor in the widespread deployment of all-electric

aircraft is battery capacity. From Figure 3.5, one can see that the electricity consumption

exceeds Q0 = 62, 496C for β ≥ 0.25. As a result, based on the aircraft parameters, β = 1

may not be feasible for the distance to be travelled.
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3.4.4 Large Commercial Aircraft

The model of the large commercial aircraft used to simulate the DOC solution for hybrid

electric-aircraft is based on the Airbus and Rolls-Royce concept aircraft E-Fan X. For the

purpose of the simulations, the aircraft carries the necessary battery energy for the whole

flight at take-off. The aircraft model parameters [91][92][93] are presented in Table 3.7.

Table 3.7: Airbus E-Fan X technical data
Parameter Value
Wing area 77.3 m2

Maximum take-off weight 44,225 kg
Empty weight 25,645 kg
Lift-to-drag ratio 18.4
Specific fuel consumption 2.55×10-5 kg/(N·s)
Fuel type Kerosene
Fuel specific energy 11.9 kW·h/kg
Battery type Lithium polymer cells
Battery capacity 140 A·h
Battery system voltage 3,000 V
Electrical system efficiencya 0.68
Zero-lift drag coefficient 0.028
Induced drag coefficient 0.026
a Estimates

3.4.4.1 Effects of Different CE

The simulation parameters to study the effects of different CE are listed in Table 3.8. The

aircraft is traveling the distance between Montreal-Trudeau International Airport (YUL)

and Vancouver International Airport (YVR) and is cruising at an altitude of 11,000 m.

Table 3.8: Simulation parameters
Parameter Value

Air density (11,000 m) 0.365 kg/m3

Initial position x0 0 km
Final position xf 3,700 km
Initial charge Q0 504,000 C
Initial weight W0 431,000 N

Hybridization coefficient β 0.5
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Based on the aircraft model parameters in Table 3.7 and the simulation parameters in

Table 3.8, the relation between CI and the optimal cruise airspeed v∗ for the values of

CE = −1, CE = −0.5, CE = 0, CE = 0.5, and CE = 1 is shown in Figure 3.6 at the initial

and final positions, respectively. The values of CI used for the simulations range from 0 to

2.

Figure 3.6: Optimal cruise airspeed v∗(t0) and v∗(tf ) as a function of CI when CE = −1,
CE = −0.5, CE = 0, CE = 0.5, and CE = 1.

From Figure 3.6, one can observe that, as the optimal cruise airspeed increases, CI

increases. Such a result supports the findings made previously for the small unmanned

aircraft model. Furthermore, the Airbus E-Fan X is observed to fly faster than the small

unmanned aircraft.
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Figure 3.7: Pareto-optimal trade-off curves for the Airbus E-Fan X.

From the Pareto-optimal trade-off curves of Figure 3.7, one can see that as the optimal

flight duration decreases, the energy consumption increases which further supports the find-

ings for the small unmanned aircraft. Furthermore, one can observe that the Airbus E-Fan

X consumes much more energy than the NASA GL-10 Greased Lightning, which is expected

since the E-Fan X is a much larger and heavier aircraft flying at higher speeds than the

NASA GL-10 Greased Lightning aircraft.

3.4.4.2 Effects of Different β

The simulation parameters to study the effects of different values of β on the aircraft perfor-

mance are found in Table 3.9. The values for the parameters in Table 3.9 differ from those

of Table 3.8. Previously, to evaluate the effects of varying CE, β was fixed. Now, to evaluate

the effects of varying β, the cost coefficients are fixed. The time-related cost coefficient is

chosen to be 0.12 CAD/s to yield CI = 2. The time cost also corresponds to a hourly rate of

432 CAD/h which is close to the average crew cost per hour for an Airbus A319 operating

under Allegiant Air [94].
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Table 3.9: Simulation parameters
Parameter Value

Air density (11,000 m) 0.365 kg/m3

Initial position x0 0 km
Final position xf 3,700 km
Initial charge Q0 504,000 C
Initial weight W0 431,000 N

Time-related cost coefficient Ct 0.12 CAD/s
Electricity cost coefficient Ci 0.06 CAD/kWh

Fuel cost coefficient Cf 0.06 CAD/kWh

Based on the aircraft parameters listed in Table 3.7 and on the simulation parameters of

Table 3.9, one can compute the response of the charge and fuel consumed, the flight duration,

and the direct operating cost to changes in the hybridization coefficient β as shown in Figure

3.8 using (3.4), (3.5), and (3.6).

Figure 3.8: Charge and fuel consumed, flight duration, and cost as a function of β.
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Similar to Figure 3.5 for the small unmanned aircraft model, Figure 3.8 shows that,

as β approaches one, the electricity consumed increases and the fuel consumed decreases.

Conversely, as β approaches zero, the electricity consumed decreases and the fuel consumed

increases. Such a relation can also be observed in the dynamic equations of the electric

charge (3.5) and the weight (3.4). Furthermore, in this scenario, β = 1 yields the lowest

cost.

3.4.5 Conclusions

From the simulations presented above, one can draw the following conclusions:

• As CI increases, the optimal cruise airspeed increases. This is shown in Figures 3.3

and 3.6.

• As the flight duration decreases, the energy consumption increases. This is shown by

the Pareto-optimal curves of Figures 3.4 and 3.7.

• The shooting method in Algorithm 2 was validated using MATLAB’s boundary-value

problem solver bvp5c. This is shown in Table 3.4.

• The charge consumed increases and the fuel consumed decreases as β approaches one.

Conversely, as β approaches zero, the charge consumed decreases and the fuel consumed

increases. This is shown in Figures 3.5 and 3.8.

• The optimal energy management parameter β may either be when β = 0 or β = 1.

This is shown in Figures 3.5 and 3.8, and Table 3.6.
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3.5 Case Study with Hydrogen-Electric Aircraft

3.5.1 Comparison between the Sfc of Hydrogen and Kerosene Air-

craft

The model of the fuel flow rate for a hydrogen jet engine [73] is defined as

Ẇ = −SfcT = −f (3.39)

One can see that (3.39) is the same equation for the fuel flow rate as for a hydrocarbon-fuel

aircraft (2.19). From the literature, one can find multiple studies on the thrust specific fuel

consumption of hydrogen-fuel turbofan engines. The list in Table 3.10 compares the thrust

specific fuel consumption of hydrogen-fuel turbofan engines from these studies to the Sfc of

kerosene-fuel turbofan engines.

Table 3.10: Comparison between the Sfc of kerosene and liquid hydrogen (LH2) fuel aircraft
turbofan engines at a cruising altitude of 11, 000 m

Engine Sfc,Kerosene (g/kNs) Sfc,LH2 (g/kNs) % Difference Reference
BR710-48 17.91 6.385 35.7 [63]
Trent 700 16 6.59 41.2 [66]
Trent 7000 14.5 5.9 40.7 [66]
CF34-8E 19 7.83 41.2 [66]

GE90 17.301 6.137 35.4 [67]
V2527-A5 15.99 5.755 36.0 [68]

From Table 3.10, one can observe that the thrust specific fuel consumption of hydrogen-

fuel turbofan engines is between 35.7% and 41.2% that of a kerosene-fuel turbofan aircraft.

3.5.2 Simulation Results

For the simulations, the Airbus E-Fan X model in Table 3.7 is used with a change in the Sfc

which is reduced by 60% following the findings in Table 3.10. The simulation parameters of

Table 3.9 are used. The responses of the energy consumption, the flight duration, and the
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direct operating cost to a change in β are shown in Figure 3.9.

Figure 3.9: Comparison between a hydrogen-fuel and a kerosene-fuel hybrid-electric aircraft
based on energy consumption, flight duration, and cost as a function of β.

In Figure 3.9, one can see that the charge consumed by the hydrogen-fuel hybrid-electric

aircraft is similar to that of the kerosene-fuel aircraft. At β = 0, no electric charge is con-

sumed by either aircraft which is expected from the dynamics of the electricity consumption

(3.5). At β = 1, only electricity is consumed by both aircraft which is also expected from

(3.5).

Furthermore, one can observe that the fuel consumed by the hydrogen-fuel aircraft is

less than half that of the kerosene-fuel aircraft. Since the model of the fuel flow rate (3.4)

and (3.39) depends on the Sfc and on the aircraft jet engine thrust Tjet, a lower Sfc for a
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comparable Tjet means a smaller flow rate. Therefore, since the Sfc of the hydrogen-fuel

aircraft is significantly smaller than that of the kerosene-fuel aircraft, one can expect that

the fuel consumption of the hydrogen-fuel aircraft to be significantly less than that of the

kerosene-fuel aircraft. Additionally, the fuel consumption of both aircraft converges to zero

as β approaches one. Since at β = 1, from the fuel flow rate model of (3.4), the fuel flow

rate is zero, then this result is expected.

Finally, one can see that the direct operating cost is significantly lower for the hydrogen-

fuel hybrid-electric aircraft. Since the DOC (3.6) is a function of the fuel flow rate which is

dependent on the Sfc, then a lower Sfc will lead to a lower cost. As the Sfc of the hydrogen-

fuel aircraft is significantly lower than that of the kerosene-fuel aircraft, one should expect the

direct operating cost to also be significantly lower. Furthermore, the DOC of both aircraft

converges to the same value as β approaches one which is expected since the cost is a linear

combination of the time-related costs, the electricity consumption, and the fuel consumption

and at β = 1, the fuel consumption is zero. Therefore, at β = 1, only electricity is consumed

and the DOC is only dependent on the flight duration and the electricity consumed.
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Chapter 4

Optimal DOC in Constant Wind and

in the Horizontal Plane

4.1 Introduction

This chapter provides an extension of the solutions in Chapter 3 to account for a constant

wind field and for steady cruise flight in the horizontal plane with a constant heading. The

chapter will be subdivided as follows. First, the optimal control problem will be formulated

for the direct operating cost problem of a hybrid-electric aircraft in steady cruise flight in

a constant wind field considering only the longitudinal flight dynamics. The solutions will

be obtained using Pontryagin’s minimum principle. Subsequently, simulations results will

be used to investigate the effects of wind speed on the optimal cruise airspeed, the energy

consumption, and on the direct operating cost. Then, the optimal control problem of Chapter

3 will be extended to the steady flight in the horizontal plane with a constant heading and

the solutions will be obtained using Pontryagin’s minimum principle. Simulations are then

performed to verify the solutions.

The extension of the solutions in Chapter 3 to the horizontal plane stems from a change

in reference frame which is useful in navigation if one were given North-East coordinates and
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a heading angle. However, as one will see later in this chapter, the solutions in the horizontal

place are the same as those in Chapter 3.

4.2 Optimal DOC in Constant Wind Field

4.2.1 Problem Statement

The dynamic model of the hybrid-electric aircraft is based on the longitudinal flight dynamics

(2.25)-(2.28) presented in Chapter 2. As the aircraft propulsion system is hybrid, the fuel

consumption is given by (2.35) with the thrust produced by the jet engines given by (2.36)

and the electricity consumption is given by (2.39). Additionally, in this Chapter, the wind

speed can be positive or negative. A positive wind speed indicates a tailwind and a negative

wind speed represents a headwind.

The dynamic model of the hybrid-electric aircraft can be simplified by making the fol-

lowing assumptions:

1. The lateral dynamics of the aircraft are not considered, i.e., ẏ = ψ̇ = φ̇ = ψ = φ = 0.

2. The aircraft is in steady cruise flight at a constant altitude, i.e., γ̇ = γ = ḣ = 0, and

air density is constant.

3. The angle of attack of the aircraft is small. Therefore, we can approximate cosα ≈ 1,

and sinα ≈ α.

4. It is assumed that the flight Mach number will be below the drag divergence Mach

number. As a result, compressibility drag divergence does not need to be considered.

5. The thrust perpendicular to the velocity is small compared to weight and lift (T sinα�

W and T sinα� L).

6. The thrust specific fuel consumption in cruise is assumed to be a function of the altitude

h (i.e. Sfc = Sfc(h)).
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7. The output voltage does not vary much with the state of charge, i.e., it stays within the

nominal zone shown in Figure 3.1, which is based on the Shepherd model for battery

discharge [85].

8. The internal resistance of the battery is small and can thus be neglected. Its effects

can be integrated into the system through a slight reduction in the electrical system

efficiency η.

9. The battery temperature remains within an acceptable range and thermal effects on

the battery can be neglected.

10. The hybridization coefficient β is assumed to remain constant and is given a priori.

Under the above assumptions, the simplified dynamic model of the hybrid-electric aircraft

is

T = D (4.1)

L = W (4.2)

ẋ = v + vw (4.3)

Ẇ = −(1− β)SfcD = −f (4.4)

Q̇ = −βDv
ηU

= −i (4.5)

where the drag force D is defined by (2.7), vw is the wind speed, f is the fuel flow rate, and

i is output current of the battery.
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4.2.2 Problem Formulation and Solution

The direct operating cost (DOC) is formulated in Chapter 3 (3.6). Minimizing the DOC is

equivalent to minimizing the cost function (3.9) by defining two coefficients

CE =
(Ci − Cf )
(Ci + Cf )

(4.6)

CI =
2Ct

(Ci + Cf )
(4.7)

where Ct, Ci, and Cf are the time-related costs, electrical energy cost, and fuel energy cost,

respectively and where (Ci + Cf ) > 0.

Therefore, the optimal control problem based on (4.1)-(4.5), (2.7), and (3.9) can be

formulated as

J∗(x0) = min
v,tf

∫ tf

0

(CI + (1 + CE)κiUi+ (1− CE)κff)dt

s.t.

ẋ = v + vw

Ẇ = −(1− β)SfcD = −f

Q̇ = −βDv
ηU

= −i

D =
1

2
CD,0ρSv

2 +
2CD,2W

2

ρSv2

x(0) = 0, x(tf ) = xf

W (0) = W0, Q(0) = Q0

(4.8)

Theorem 4. The optimal solution of the optimal control problem (4.8) v∗ is a positive real
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root of the sextic equation

(1 + CE)κiβρ
2S2CD,0

η
v∗

6

+

(
J̄∗
W (1− β)Sfcρ

2S2CD,0
2

+
3(1 + CE)κiβρ

2S2CD,0vw
2η

)
v∗

5

+ J̄∗
W (1− β)Sfcρ

2S2CD,0vwv
∗4 − CIρSv∗

3 − 4(1 + CE)κiβCD,2W
2

η
v∗

2

−
(

6J̄∗
W (1− β)SfcCD,2W

2 +
2(1 + CE)κiβCD,2W

2vw
η

)
v∗ − 4J̄∗

W (1− β)SfcCD,2W
2vw = 0

(4.9)

where

J̄∗
W = (1− CE)κf − J∗

W (4.10)

and the time derivative of J∗
W is given by

J̇∗
W = −4(1 + CE)κiβCD,2W

ηρSv∗
− J̄∗

W (1− β)Sfc
4CD,2W

ρSv∗2
(4.11)

with final condition

J∗
W (tf ) = 0 (4.12)

Proof. From (4.8), one can formulate the Hamiltonian of the optimal control problem as

H = CI + (1 + CE)κiUi+ (1− CE)κff + J∗
x ẋ+ J∗

QQ̇+ J∗
W Ẇ (4.13)

where J∗
x , J∗

W , and J∗
Q are the partial derivatives of the optimal cost-to-go with respect

to position x, weight W , and electric charge Q, respectively. From ẋ = v + vw and state

equations (4.4)-(4.5), one can rewrite (4.13) as

H = CI + J̄∗
Q

βDv

ηU
+ J̄∗

W (1− β)SfcD + J∗
x(v + vw) (4.14)

where

J̄∗
Q = (1 + CE)κiU − J∗

Q (4.15)
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and J̄∗
W is given by (4.10). One can define the terminal condition Ψ as

Ψ = x(tf )− xf = 0 (4.16)

The transversality conditions are then

H(tf ) = 0 (4.17)

J∗
Q(tf ) = ν

∂Ψ

∂Q

∣∣∣∣
tf

= 0 (4.18)

J∗
W (tf ) = ν

∂Ψ

∂W

∣∣∣∣
tf

= 0 (4.19)

where ν is a Lagrange multiplier.

The Hamilton’s equations for the co-states are

J̇∗
x = −∂H

∂x
= 0 (4.20)

J̇∗
Q = −∂H

∂Q
= 0 (4.21)

J̇∗
W = − ∂H

∂W
= −J̄∗

Qβ
DWv

ηU
− J̄∗

W (1− β)SfcDW (4.22)

where DW is the partial derivative of the drag force D with respect to the weight W . From

(4.20) and (4.21), one can observe that the co-states J∗
x and J∗

Q are constant. Therefore, the

co-state J∗
Q is equal to its final condition (4.18),

J∗
Q(t) = 0, ∀t ∈ [0, tf ] (4.23)

Replacing (4.23) into (4.15), one can write

J̄∗
Q = (1 + CE)κiU (4.24)

From (4.14) and Pontryagin’s minimum principle [77], the first-order necessary condition for
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a minimum is

∂H

∂v
=
J̄∗
Qβ

ηU
(Dvv +D) + J̄∗

W (1− β)SfcDv + J∗
x = 0 (4.25)

where Dv is the partial derivative of the drag D with respect to the airspeed v. Based on

(4.24) and on the condition (4.25), one can derive an expression for the co-state J∗
x as

J∗
x = −(1 + CE)κiβ

η
(Dvv +D)− J̄∗

W (1− β)SfcDv (4.26)

The second-order necessary condition for a minimum is

∂2H

∂v2
=

(1 + CE)κiβ

η
(Dvvv + 2Dv) + J̄∗

W (1− β)SfcDvv ≥ 0 (4.27)

where Dvv is the second-order partial derivative of the drag D with respect to the airspeed

v. Using the drag model (2.7), one can write

Dv = ρSCD,0v −
4CD,2W

2

ρSv3
(4.28)

Dvv = ρSCD,0 +
12CD,2W

2

ρSv4
(4.29)

DW =
4CD,2W

ρSv2
(4.30)

From (4.29), one can conclude that Dvv > 0, which means that the drag function is strictly

convex on the variable v.

From (2.49) and since the Hamiltonian does not depend explicitly on time, one can write

Ḣ =
∂H

∂t
= 0 (4.31)

and hence, using (4.17)

H(t) = H(tf ) = 0, ∀t ∈ [0, tf ] (4.32)

Substituting (2.7), (4.24), (4.26), and (4.28) into the Hamiltonian (4.14) and using (4.32),
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one obtains the sextic equation (4.9). A candidate for the solution of the optimal control

problem in (4.8) must be a strictly positive real root of (4.9).

4.2.3 Simulations Results

4.2.3.1 Shooting Method

Based on (4.8), (4.10), (4.11), and (4.19), one obtains the augmented system

ẋ = v + vw

Q̇ = −βDv
ηU

Ẇ = −(1− β)SfcD

J̇∗
W = −4(1 + CE)κiβCD,2W

ηρSv
− J̄∗

W (1− β)Sfc
4CD,2W

ρSv2

x(0) = x0, x(tf ) = xf

Q(0) = Q0, W (0) = W0

J∗
W (tf ) = 0

v > 0

(4.33)

The objective of the shooting method is to find an initial condition J∗
W (0) for a trajectory

which satisfies the final condition (4.19). Algorithm 3 describes the shooting method used

in this section.
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Algorithm 3 Shooting Method

1. Starting Point:

(a) Provide an initial guess for J∗
W (0).

(b) Initialize the parameter k = 0.

(c) Define a tolerance tol, a maximum number of iterations kmax, and step size b.

2. Loop:

(a) Simulate (4.33) using a numerical method for ordinary differential equations where
the airspeed v is obtained using (4.9) and a root-finding method. Only the strictly
positive real root of (4.9) is chosen.

(b) Compute ε = J∗
W

[k](tf )− J∗
W (tf ).

(c) Update J∗
W

[k+1] = J∗
W

[k] − bε.
(d) Update k = k + 1.

3. Stopping Criterion: Stop if |ε| < tol or k ≥ kmax.

This algorithm will be applied to the case of a small unmanned aircraft in different

constant wind scenarios. For the simulations, the shooting method parameters are chosen

to be

tol = 10−18

kmax = 10

b = 1

(4.34)

4.2.3.2 Summary of Results

The simulation results are summarized in Table 4.1. They are obtained based on the aug-

mented system (4.33) and on Theorem 4. The shooting method of Algorithm 3 is used for

the simulations.

Table 4.1: Simulation results summary
Experiment Results
v∗ as a function of wind speed Figure 4.1
Energy consumption and DOC as a function of wind speed Figure 4.2
Pareto-optimal trade-off curve Figure 4.3
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4.2.3.3 Effects of Different Wind Speeds

The model of NASA’s GL-10 Greased Lightning hybrid-electric aircraft will be used in the

simulations. The aircraft model parameters are presented in Table 3.2. In the simulations,

a positive wind speed indicates a tailwind and a negative wind speed indicates a headwind.

The simulations are performed for fixed cost coefficients and are listed in Table 3.5. The

wind speeds used in the simulations range from -15 m/s to 15 m/s which corresponds to near

gale speeds per the Beaufort wind scale [95].

Figure 4.1: Optimal cruise airspeed v∗(t0) and v∗(tf ) as a function of wind speed when β = 0,
β = 0.25, β = 0.5, β = 0.75, and β = 1.

In Figure 4.1, one can see that as the wind speed increases, the optimal cruise airspeed

decreases. Since a negative wind speed corresponds to a headwind, a negative wind speed

means that the aircraft is flying against the wind. Therefore, the aircraft will need a greater

airspeed to compensate and minimize the flight duration. Conversely, a positive wind speed
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corresponds to a tailwind which means that the aircraft’s flight is aided by the wind. There-

fore, the aircraft does not need to fly as fast. Since the dynamics of the electric charge (4.5)

and the weight (4.4) are not dependent on the wind speed, one should expect that, since

the airspeed decreases as the wind speed increases, then the electricity and fuel consump-

tion should also decrease as the wind speed increases. This is verified by Figure 4.2 below.

One can see that, indeed, as the wind speed increases, the energy consumption decreases.

However, two exceptions to this trend are observed. At β = 0, no charge is consumed which

is consistent with the dynamic equation for the electric charge (4.5). Similarly, at β = 1, no

fuel is consumed which is consistent with the fuel flow rate model (4.4). Additionally, since

the DOC (3.6) is dependent on the electricity and fuel consumption, one should expect that

the DOC decreases as the wind speed increases which is observed in Figure 4.2.

Figure 4.2: Charge and fuel consumed, and direct operating cost as a function of wind speed
when β = 0, β = 0.25, β = 0.5, β = 0.75, and β = 1.
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For β = 0.5, and simulating the system (4.33) for CI ranging from 0 to 0.01, one can

compute the Pareto-optimal trade-off curves shown in Figure 4.3. The Pareto-optimal trade-

off curves for a constant headwind and for a constant tailwind are compared to the no wind

scenario which was discussed in Chapter 3. Studying the graphs of Figure 4.2, one should

expect that a major difference between the Pareto curves of the three wind scenarios is a

shift in the energy consumption. The headwind scenario should lead to the highest energy

consumption while the tailwind scenario should lead to the lowest energy consumption.

Figure 4.3: Pareto-optimal trade-off curves of NASA GL-10 aircraft in constant wind

From Figure 4.3, one can see that the intuition based on Figure 4.2 discussed previously

is verified. One can observe that the main difference between the three scenarios is the

energy consumption where the headwind scenario leads to higher energy consumption while

the tailwind scenario leads to lower energy consumption.

4.2.3.4 Conclusions

From the simulations presented above, one can draw the following conclusions:

• As the headwind speed increases, the optimal cruise airspeed increases and as the

tailwind speed increases, the optimal airspeed decreases. This is shown in Figure 4.1.
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• As the headwind speed increases, the electricity and fuel consumption increases and

as the tailwind speed increases, the electricity and fuel consumption decreases. This is

shown in Figure 4.2 and the Pareto-optimal curves of Figure 4.3.

• As the headwind speed increases, the direct operating cost increases and as the tailwind

speed increases, the direct operating cost decreases. This is shown in Figure 4.2.

4.3 Optimal DOC In the Horizontal Plane

4.3.1 Problem Statement

The dynamic model of the hybrid-electric aircraft in this section is based on the flight

dynamics in the horizontal plane (2.29)-(2.33) presented in Chapter 2. The propulsion

model is based on the fuel consumption model given by (2.35) and (2.36), and the electricity

consumption model given by (2.39).

The dynamic model of the hybrid-electric aircraft can be simplified by following the

Assumptions 2 to 11 found in the Problem Statement section of Chapter 3 and by assuming

that the aircraft heading remains constant. Under these assumptions, the simplified dynamic

model of the hybrid-electric aircraft is

ẋ = v cosψ (4.35)

ẏ = v sinψ (4.36)

T = D (4.37)

L = W (4.38)

Ẇ = −(1− β)SfcD (4.39)

Q̇ = −βDv
ηU

(4.40)

where the drag force D is defined in (2.7).
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4.3.2 Problem Formulation and Solution

The direct operating cost (DOC) is defined in Chapter 3 (3.6) and minimizing the DOC is

equivalent to minimizing the objective functional (3.9) by defining two coefficients (4.6) and

(4.7) given that the average of the electricity cost coefficient Ci and the fuel cost coefficient

Cf is positive.

Therefore, the optimal control problem based on (4.35)-(4.40), (2.7), and (3.9) can be

formulated as

J∗(x0) = min
v,tf

∫ tf

0

(CI + (1 + CE)κiUi+ (1− CE)κff)dt

s.t.

ẋ = v cosψ

ẏ = v sinψ

Ẇ = −(1− β)SfcD = −f

Q̇ = −βDv
ηU

= −i

x(0) = 0, x(tf ) = xf , y(0) = 0, y(tf ) = yf

W (0) = W0, Q(0) = Q0

(4.41)

Theorem 5. The optimal solution of the optimal control problem (4.41) v∗ is a positive real

root of the quintic equation

(1 + CE)κiβρ
2S2CD,0

η
v∗

5

+
J̄∗
W (1− β)Sfcρ

2S2CD,0
2

v∗
4 − CIρSv∗

2

− 4(1 + CE)κiβCD,2W
2

η
v∗ − 6J̄∗

W (1− β)SfcCD,2W
2 = 0

(4.42)

where

J̄∗
W = (1− CE)κf − J∗

W (4.43)
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and the time derivative of J∗
W is given by

J̇∗
W = −4(1 + CE)κiβCD,2W

ηρSv∗
− J̄∗

W (1− β)Sfc
4CD,2W

ρSv∗2
(4.44)

with final condition

J∗
W (tf ) = 0 (4.45)

Proof. One can formulate the Hamiltonian of the optimal control problem (4.41) as

H = CI + (1 + CE)κiUi+ (1− CE)κff + J∗
x ẋ+ J∗

y ẏ + J∗
W Ẇ + J∗

QQ̇ (4.46)

where J∗
x , J∗

y , J∗
W , and J∗

Q are the partial derivatives of the optimal cost-to-go with respect to

the latitudinal position x, the longitudinal position y, the weight W , and the electric charge

Q.

From the state equations (4.35), (4.36), (4.39), and (4.40), one can rewrite (4.46) as

H = CI + J̄∗
Q

βDv

ηU
+ J̄∗

W (1− β)SfcD + J∗
xv cosψ + J∗

yv sinψ (4.47)

where

J̄∗
Q = (1 + CE)κiU − J∗

Q (4.48)

and J̄∗
W is defined in (4.43). One can write the vector of terminal conditions Ψ as

Ψ =

x(tf )− xf

y(tf )− yf

 =

0

0

 (4.49)
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The transversality conditions are then

H(tf ) = 0 (4.50)

J∗
Q(tf ) = ν

∂Ψ

∂Q

∣∣∣∣
tf

= 0 (4.51)

J∗
W (tf ) = ν

∂Ψ

∂W

∣∣∣∣
tf

= 0 (4.52)

where ν is a Lagrange multiplier.

The Hamilton’s equations for the co-states are

J̇∗
x = −∂H

∂x
= 0 (4.53)

J̇∗
y = −∂H

∂y
= 0 (4.54)

J̇∗
Q = −∂H

∂Q
= 0 (4.55)

J̇∗
W = − ∂H

∂W
= −J̄∗

Q

βDWv

ηU
− J̄∗

W (1− β)SfcDW (4.56)

where DW is the partial derivative of the drag force with respect to the weight W . From

(4.53), (4.54), and (4.55), one can observe that the co-states J∗
x , J∗

y , and J∗
Q are constant.

Therefore, the co-state J∗
Q is equal to its final condition (4.51),

J∗
Q(t) = 0, ∀t ∈ [0, tf ] (4.57)

Replacing (4.57) into (4.48), one can write

J̄∗
Q = (1 + CE)κiU (4.58)

From (4.47) and Pontryagin’s minimum principle, the first-order necessary condition for a
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minimum is

∂H

∂v
= J̄∗

Q

β(Dvv +D)

ηU
+ J̄∗

W (1− β)SfcDv + J∗
x cosψ + J∗

y sinψ = 0 (4.59)

where Dv is the partial derivative of the drag D with respect to the airspeed v. Based on

(4.58) and on the necessary condition (4.59), one can derive an expression for the co-state

J∗
x as

J∗
x cosψ = −β(1 + CE)κi

η
(Dvv +D)− J̄∗

WSfc(1− β)Dv − J∗
y sinψ (4.60)

The second-order necessary condition for a minimum is

∂2H

∂v2
= (1 + CE)κiβ

(
Dvvv + 2Dv

η

)
+ J̄∗

W (1− β)SfcDvv ≥ 0 (4.61)

where Dvv is the second-order partial derivative of the drag D with respect to the airspeed

v.

Using the drag model (2.7), one can write

Dv = ρSCD,0v −
4CD,2W

2

ρSv3
(4.62)

Dvv = ρSCD,0 +
12CD,2W

2

ρSv4
(4.63)

DW =
4CD,2W

ρSv2
(4.64)

From (4.63), one can conclude that Dvv > 0, which means that the drag function is strictly

convex on the variable v.

From (2.49) and since the Hamiltonian does not depend explicitly on time, one can write

Ḣ =
∂H

∂t
= 0 (4.65)
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and hence, using (4.50)

H(t) = H(tf ) = 0, ∀t ∈ [0, tf ] (4.66)

Substituting (2.7), (4.58), (4.60), and (4.62) into the Hamiltonian (4.47) and using (4.66),

one obtains the quintic equation (4.42) which is the same expression as in Theorem 3.

4.3.3 Simulation Results

4.3.3.1 Shooting Method

Based on (4.41), (4.43), (4.44), and (4.52), one constructs the augmented system

ẋ = v cosψ

ẏ = v sinψ

Q̇ = −βDv
ηU

Ẇ = −(1− β)SfcD

J̇∗
W = −4(1 + CE)κiβCD,2W

ηρSv
− J̄∗

W (1− β)Sfc
4CD,2W

ρSv2

x(0) = x0, x(tf ) = xf , y(0) = y0, y(tf ) = yf

Q(0) = Q0, W (0) = W0

J∗
W (tf ) = 0

v > 0

(4.67)

The objective of the shooting method is to find an initial condition J∗
W (0) for a trajectory

which satisfies the final condition (4.52). Algorithm 4 describes the shooting method. This

algorithm will be applied to the case of a small unmanned aircraft.
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Algorithm 4 Shooting Method

1. Starting Point:

(a) Provide an initial guess for J∗
W (0).

(b) Initialize the parameter k = 0.

(c) Define a tolerance tol, a maximum number of iterations kmax, and a step size b.

2. Loop:

(a) Simulate (4.67) using a numerical method for ordinary differential equations where
the airspeed v is obtained using (4.42) and a root-finding method. Only the
strictly positive real root of (4.42) is chosen.

(b) Compute ε = J∗
W

[k](tf )− J∗
W (tf ).

(c) Update J∗
W

[k+1](tf ) = J∗
W

[k](tf )− bε.
(d) Update k = k + 1.

3. Stopping Criterion: Stop if |ε| < tol or k ≥ kmax

The parameters of Algorithm 4 used for the simulations are as follows

tol = 10−18

kmax = 10

b = 1

(4.68)

4.3.3.2 Effects of Different CE

The aircraft model used in the following simulations is that of NASA’s GL-10 Greased

Lightning hybrid-electric aircraft. Its parameters are listed in Table 3.2.

The simulation parameters to examine the effects of different values of CE on the aircraft

trajectory are listed in Table 4.2. The total distance traveled is selected to be 50 km which

corresponds to the distance between the easternmost and westernmost points of Montréal

Island in Québec, Canada as shown in Figure 3.2.
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Table 4.2: Simulation parameters
Parameter Value
Air density (100 m) 1.225 kg/m3

Initial latitudinal position x0 0 km
Final latitudinal position xf 36.65 km
Initial longitudinal position y0 0 km
Final longitudinal position yf 34 km
Initial charge Q0 62,496 C
Initial weight W0 275 N
Heading angle ψ 42.86°
Hybridization coefficient β 0.5

Using the aircraft parameters of Table 3.2 and the simulation parameters of Table 4.2,

one can produce aircraft trajectories for different values of CE.

Figure 4.4: Aircraft trajectory in two-dimensional space at CI = 0 when CE = −1, CE = 0,
and CE = 1.
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Figure 4.5: Aircraft trajectory with respect to time at CI = 0 when CE = −1, CE = 0, and
CE = 1.

In Figure 4.4, one can observe that the aircraft trajectories in two-dimensional space for

the three CE scenarios are linear. One can expect such a result as the heading angle was

defined as a constant. Furthermore, in Figure 4.5, the aircraft trajectories for the three

different CE with respect to the flight duration is nonlinear, but close to linear. Such a

phenomenon is expected in the case where β 6= 1. As fuel is consumed, the aircraft becomes

lighter and its optimal airspeed changes consequently. As a result, the relationship between

the aircraft trajectories and time is nonlinear. However, if β = 1, then no fuel is consumed

and the relationship should be linear.
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Chapter 5

Conclusions and Future Work

To help transition to zero-emissions aviation and to meet the demands in optimal flight and

energy management for efficient advanced air mobility, this thesis addressed three problems

of optimal flight management and energy management of hybrid-electric aircraft based on

the direct operating cost of the aircraft.

The first problem was the minimization of the direct operating cost (DOC) of a hybrid-

electric aircraft in steady cruise flight without wind. In this problem, only the longitudinal

flight dynamics were considered. To solve this problem, an energy management parameter,

called the hybridization coefficient in this thesis, was first defined as the proportion of the

total thrust of the hybrid-electric aircraft which comes from electrical energy. A quintic

polynomial whose positive real roots are solutions to the minimum DOC problem was then

found using Pontryagin’s Minimum Principle (PMP).

The effects of varying the ratio between the time-related costs and the energy costs CI was

investigated and we concluded that as the time-related costs increased relative to the energy

costs, the aircraft flew faster (see Figures 3.3 and 3.6). Furthermore, the investigation found

that when the fuel cost is very large compared to the electricity cost, the optimal airspeed

of the aircraft approached the solution of the all-fuel aircraft presented in [5] while a large

electricity cost relative to fuel cost led the optimal solution to approach that of the all-electric
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aircraft in [3] (see Figure 3.3). In fact, from the definition of the direct operating cost (3.6),

one can see that, if the electricity cost Ci = 0, only the fuel and time components remain in

the DOC and, if the fuel cost Cf = 0, only the electricity and time components remain in the

DOC, which correspond to the all-fuel and all-electric formulation of the DOC, respectively.

Additionally, a greater CI led to greater fuel and electricity consumption (see Figures 3.4

and 3.7). Then, examining the effects of varying the energy management parameter led to

an interesting finding. The results suggested that an optimal energy management strategy

to minimize the DOC for hybrid-electric aircraft is either to use only fuel or only electrical

energy which was validated through multiple scenarios (see Figures 3.5 and 3.8). Finally, a

case study of hydrogen hybrid-electric aircraft was performed where it was found that, the

hydrogen aircraft can lead to lower direct operating cost than the kerosene-fuel aircraft (see

Figure 3.9).

The second problem extended the first problem to account for constant wind. A sextic

polynomial whose positive real roots are solutions of the minimum DOC problem was found

using PMP. An investigation of the aircraft airspeed under different wind speeds showed

that, as the tailwind speed increased, the optimal airspeed decreased and, conversely, as the

headwind speed increased, the optimal airspeed increased (see Figure 4.1). Furthermore,

a greater headwind led to more energy consumption while a greater tailwind led to lower

energy consumption (see Figure 4.2). Similarly, a greater headwind increased the DOC while

a greater tailwind decreased the DOC (see Figure 4.2).

Finally, the third problem was an extension of the first problem to the steady cruise

flight in the horizontal plane. The problem is defined for a weak wind and constant heading

scenario. A quintic polynomial whose positive real roots are solutions to this problem was

obtained using PMP with simulations supporting the solutions (see Figures 4.4 and 4.5).

To summarize, the main contributions of this thesis are the solutions of the optimal

airspeed which minimizes the direct operating cost of a hybrid-electric aircraft in steady

cruise flight subject to wind and in the horizontal plane not subject to wind, a case study of
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hydrogen hybrid-electric aircraft using the solutions found for the minimum direct operating

cost, and the investigation of a possible optimal energy management strategy based on the

hybridization coefficient. The key results from the simulations showed that in Figures 3.3 and

3.6, as CI increased, the optimal airspeed increased. Then, from Table 3.6, an optimal energy

management strategy for the hybrid-electric aircraft seems to be either to use only fuel or only

electrical energy. Furthermore, from Figures 4.1 and 4.2, as the tailwind speed increased,

the optimal airspeed, the DOC, and the energy consumption decreased. Conversely, as the

headwind speed increased, the optimal airspeed, the DOC, and the energy consumption

increased. Finally, from Figure 3.9, hydrogen hybrid-electric aircraft seems to lead to lower

direct operating costs than kerosene-fuel hybrid-electric aircraft.

5.1 Future Work

The work presented in this thesis may be extended along the following avenues:

• Formal proof of the optimal energy management strategy based on the hybridization

coefficient.

• Optimal DOC for the climb and descent phases of the hybrid-electric aircraft.

• Optimal DOC with lateral winds and time-varying wind fields.

• Optimal DOC for the hybrid-electric aircraft flight in three-dimensional space.

• Incorporating a battery charging model for the hybrid-electric aircraft.

• Implementation of the solutions in this thesis for optimal trajectory planning of hybrid-

electric aircraft.

• Development of optimal control laws based on the set-point solutions proposed in this

thesis.
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