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Abstract

Speech Enhancement with
Improved Deep Learning Methods

Mojtaba Hasannezhad, Ph.D.

Concordia University, 2021

In real-world environments, speech signals are often corrupted by ambient noises during their

acquisition, leading to degradation of quality and intelligibility of the speech for a listener. As

one of the central topics in the speech processing area, speech enhancement aims to recover clean

speech from such a noisy mixture. Many traditional speech enhancement methods designed based

on statistical signal processing have been proposed and widely used in the past. However, the

performance of these methods was limited and thus failed in sophisticated acoustic scenarios. Over

the last decade, deep learning as a primary tool to develop data-driven information systems has led

to revolutionary advances in speech enhancement. In this context, speech enhancement is treated

as a supervised learning problem, which does not suffer from issues faced by traditional methods.

This supervised learning problem has three main components: input features, learning machine,

and training target. In this thesis, various deep learning architectures and methods are developed

to deal with the current limitations of these three components.

First, we propose a serial hybrid neural network model integrating a new low-complexity fully-

convolutional convolutional neural network (CNN) and a long short-term memory (LSTM) net-

work to estimate a phase-sensitive mask for speech enhancement. Instead of using traditional

acoustic features as the input of the model, a CNN is employed to automatically extract sophis-

ticated speech features that can maximize the performance of a model. Then, an LSTM network

is chosen as the learning machine to model strong temporal dynamics of speech. The model is
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designed to take full advantage of the temporal dependencies and spectral correlations present in

the input speech signal while keeping the model complexity low. Also, an attention technique is

embedded to recalibrate the useful CNN-extracted features adaptively. Through extensive compar-

ative experiments, we show that the proposed model significantly outperforms some known neural

network-based speech enhancement methods in the presence of highly non-stationary noises, while

it exhibits a relatively small number of model parameters compared to some commonly employed

DNN-based methods.

Most of the available approaches for speech enhancement using deep neural networks face a

number of limitations: they do not exploit the information contained in the phase spectrum, while

their high computational complexity and memory requirements make them unsuited for real-time

applications. Hence, a new phase-aware composite deep neural network is proposed to address

these challenges. Specifically, magnitude processing with spectral mask and phase reconstruc-

tion using phase derivative are proposed as key subtasks of the new network to simultaneously

enhance the magnitude and phase spectra. Besides, the neural network is meticulously designed

to take advantage of strong temporal and spectral dependencies of speech, while its components

perform independently and in parallel to speed up the computation. The advantages of the pro-

posed PACDNN model over some well-known DNN-based SE methods are demonstrated through

extensive comparative experiments.

Considering that some acoustic scenarios could be better handled using a number of low-

complexity sub-DNNs, each specifically designed to perform a particular task, we propose another

very low complexity and fully convolutional framework, performing speech enhancement in short-

time modified discrete cosine transform (STMDCT) domain. This framework is made up of two

main stages: classification and mapping. In the former stage, a CNN-based network is proposed to

classify the input speech based on its utterance-level attributes, i.e., signal-to-noise ratio and gen-

der. In the latter stage, four well-trained CNNs specialized for different specific and simple tasks

transform the STMDCT of noisy input speech to the clean one. Since this framework is designed

to perform in the STMDCT domain, there is no need to deal with the phase information, i.e., no
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phase-related computation is required. Moreover, the training target length is only one-half of

those in the previous chapters, leading to lower computational complexity and less demand for the

mapping CNNs. Although there are multiple branches in the model, only one of the expert CNNs

is active for each time, i.e., the computational burden is related only to a single branch at anytime.

Also, the mapping CNNs are fully convolutional, and their computations are performed in parallel,

thus reducing the computational time. Moreover, this proposed framework reduces the latency by

%55 compared to the models in the previous chapters. Through extensive experimental studies, it

is shown that the MBSE framework not only gives a superior speech enhancement performance

but also has a lower complexity compared to some existing deep learning-based methods.
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Chapter 1

Introduction

In this chapter, a brief introduction about speech enhancement and its real-world applications is

first presented. Some traditional speech enhancement methods that are designed based on statistical

signal processing and have been widely used in the past are then addressed. Next, a short review

of basic deep learning methods in speech enhancement, including magnitude enhancement, phase

enhancement and enhancement of speech under unseen conditions, is followed. Afterwards, the

motivation and objectives of this research are expressed. Finally, the major contributions and

chapter-by-chapter organization of this thesis are described.

1.1 Speech Enhancement and Its Applications

Speech plays the most significant role in human communication as the most common and con-

venient information carrier. In everyday listening situations, speech signals are often corrupted

by ambient noises during their acquisition, leading to the degradation of quality and intelligibil-

ity of the speech for a listener. In a noisy environment, a normal human auditory system has a

remarkable capability to track the sound of a specific speaker; however, it becomes very difficult

for hearing-impaired listeners. The less the ratio of signal to noise is, the more challenging it is to

understand speech for both normal and hearing-impaired listeners. Speech enhancement is one of

the crucial topics in the speech processing area. It aims to suppress the unwanted ambient noise
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contained in the acquired speech signal, which may include non-speech noise, interfering speech,

and/or room reverberation, either to improve its quality or as a preprocessing procedure to make

these applications robust to various noises. As a signal processing problem, speech enhancement

aims to emulate the human auditory system to separate the particular target speech from a multi-

ple source mixture [7]. During past decades, many researchers have studied speech enhancement

methods to improve the user experience in speech communication.

Speech enhancement brings significant advantages in various applications such as automatic

speech recognition (ASR), smart home devices, hearing prosthesis, voice communications, etc.

[7]. For instance, many human-machine interfaces based on speech use ASR for interaction with

intelligent electronic devices, such as dictation systems, voice-enabled search for mobile devices,

and voice-controlled home entertainment systems. For large-scale real-world applications, speech

interfaces facilitate human-machine interactions and significantly enhance the efficiency and func-

tionality of home automation, which is emerging as one of the most popular applications of the

internet of things (IoT). Indeed, there is currently an increasing number of smart home devices

available on the market like Amazon Echo and Google Home that allow users to control various

devices in their home or access external information sources via source command, making their

lives more connected than ever to the internet. These cloud-based assistants equipped with arti-

ficial intelligence can respond in real-time to human needs via voice recognition. They can also

help people with kinetic disabilities and improve their quality of life. Also, they are advantageous

for the hearing prosthesis, and mobile communication [18]. Since the human-machine interfaces

have to perform under difficult acoustic conditions, like in a living room which involves a wide

variety of highly non-stationary noise sources, such as children’s voices, television, or ambient

music, robustness to noise has become an increasingly important issue, especially in the presence

of room reverberation [19]. Further and even more importantly, speech enhancement increases

hearing impaired users’ ability to understand speech. Hearing aids perform very well in a normal

situation, while the performance deteriorates in noisy environments. Hence, speech enhancement

as a pre-processing stage before amplification in these devices helps users have a better listening
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experience. Robustness to noise and reverberation remains a challenging problem that is actively

driving research on speech enhancement. Consequently, with the fast development of the systems,

like those mentioned above, there is an increasing demand for advanced speech enhancement al-

gorithms.

Speech enhancement methods can be categorized into single-channel (or monaural), where a

single microphone is used to capture the speech, and multi-channel, which takes advantage of

spatial information obtained from multiple microphones. Monaural speech enhancement is more

challenging as it relies on a smaller set of observations. When combined with spatial filtering

(e.g., beamforming), it also forms the basis for multi-channel techniques. Apart from that, speech

denoising, speech dereverberation, and speaker separation are considered three subtasks of speech

enhancement. Speech denoising aims to suppress the background noise from an acquired noisy

signal. When an acquired mixture contains two or more speech signals, speaker separation aims to

separate these voices from each other. In a real indoor environment, speech could also be corrupted

by reverberation, which is its echo, from surface reflections. Speech dereverberation deals with

this type of distortion that corrupts speech signals along with time and frequency. In this work, our

main interest lies in single-channel speech enhancement, although generalization to multi-channel

processing is possible to recover the desired clean speech signal from the noisy observation. To this

end, in this chapter, we briefly review the advances of speech enhancement from two perspectives,

namely, traditional statistical signal processing-based method and the cutting edge deep learning

approach methods.

1.2 Traditional Speech Enhancement Methods

Researchers have advanced numerous approaches to attenuate or remove noise from a corrupted

speech signal in past decades. One of the most intuitive traditional speech enhancement methods

is spectral subtraction [20]. In this method, the noise power spectrum is estimated in speech-absent

3



segments, which is then subtracted from the noisy speech spectrum. This method is easy to imple-

ment at low computational cost, and fast enough for real-time speech enhancement applications.

However, the accuracy of estimating the noise power spectrum limits to a large extent the perfor-

mance of this method. Extra distortions would appear in the processed clean speech with either

under or over-estimation of noise. One example of these distortions is called notorious musical

noise, which is due to the presence of residual peaks in the spectrum of the processed speech.

The existence of musical noise in the processed speech could be more annoying than the origi-

nal background noise. Hence, the difficulty of estimating an accurate noise impedes enhancement

performance with the spectral subtraction method. To tackle this problem and improve speech en-

hancement performance, extensions to the spectral subtraction method were introduced in [21–24]

which present a more flexible algorithm. The algorithms in [21, 22] aim to adjust the estimated

noise spectrum to regulate the remaining residual and musical noise in the processed signal. In the

former, the goal is to subtract an overestimate of the noise power spectrum from the noisy speech

one and use a spectral floor factor to prevent the resultant signal from crossing a preset minimum

level. The authors’ goal in the latter is to lessen the amount of noise that is to be subtracted from

the noisy speech spectrum and whiten it, leading to improved speech enhancement results. Bene-

fiting from the fact that the effect of noise on speech spectrum differs depending on the frequency

band, a multi-band spectral subtraction method was studied in [23, 24]. In these methods, spectral

subtraction performs on individual non-overlapping frequency sub-bands of noisy speech. The

authors showed that these methods lead to better speech enhancement results than the original

spectral subtraction method.

An alternative to spectral subtraction is the Wiener filtering that is a well-known traditional

speech enhancement method in the literature [7, 25, 26]. The idea behind this method is to multiply

the noisy speech spectrum by a Wiener gain function that can be considered as a linear filter. This

gain function is estimated by minimizing the mean square error (MSE) between spectra of the

estimated and clean speech signals. Unlike the spectral subtraction method that introduces musical

noise, Wiener filtering causes residual noise in the estimated speech signal. Many studies in the
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relevant literature have been carried out to implement Wiener filtering in a more efficient way

in order to tackle its shortcomings, such as [27–29]. In [27], a perceptually motivated approach

was proposed, which is a modified version of the Wiener filtering method to enhance the speech

corrupted by colored noise. This approach suppresses the perceptual effect of the residual noise

by considering the frequency masking properties of the human auditory system. The proposed

technique in [28] aims to estimate short-term linear predictive parameters of speech and noise

signals from noisy input mixture and exploit them in waveform enhancement schemes. An adaptive

time-domain Wiener filtering approach was proposed in [29] which depends on the local statistics

of the speech signal, including local mean and variance. The advantage of this method over the

original Wiener filtering was shown in the presence of adaptive white Gaussian noise and colored

noise.

Other class of traditional speech enhancement methods is the Bayesian estimators. The idea

is to drive an estimator by minimizing the statistical expectation of a minimum mean-square error

(MMSE) cost function that penalizes errors in the clean speech estimate. MMSE is commonly used

in the estimation theory due to the facility of its evaluation and the fact that it is mathematically

tractable. Many extensions to the Bayesian estimator approach have been proposed in the related

literature to model the error between the clean and estimated speech spectral magnitude, such as

in [30, 31]. Ephraim and Malah [30] proposed an MMSE-based speech enhancement method that

estimates the clean speech magnitude based on the noisy observation. They showed the superiority

of this speech enhancement class over spectral subtraction and Wiener filtering. The authors in [31]

proposed an extension to the Bayesian estimators where a power law and a weighting factor are

involved in the cost function. These parameters were chosen based on characteristics of the human

auditory system that leads to decreasing the estimator gain at high frequencies. These methods

generally yield lower residual noise but still produce speech distortion.

Most of these traditional methods rely on some assumptions which do not fit real-world sce-

narios. For instance, most of these methods assume speech and noise being uncorrelated and noise
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being stationary or more stationary than speech signal. These assumptions lead to inaccurate es-

timation of the underlying model statistics. In particular, these methods often fail to suppress

highly non-stationary noises and unexpected adverse real-world scenarios. Hence, we move on

with new deep learning-based methods not suffering from the limitations and shortcomings of the

aforementioned traditional methods.

1.3 Deep Learning-Based Speech Enhancement Methods

Recently, deep neural network (DNN) -based methods have drawn a lot of attention thanks to the

remarkable advances in parallel computing resources, including hardware and software. In terms

of software, the advent of computing platforms like compute unified device architecture (CUDA)

and deep learning libraries such as Tensorflow [32] and PyTorch [33] facilitated the implementation

of DNN-based algorithms. In the matter of hardware, graphics processing units (GPUs) and tensor

processing units (TPUs) provided high computational speed for DNN-based algorithms. DNN-

based methods were first used in the computer vision field, and they were then extended to many

other fields, such as handwriting classification [34], automatic machine translation [35], speech

recognition [36], and language modeling [37].

DNN-based approaches in the speech processing area, including speech enhancement, speech

synthesis, and speaker separation, do not rely on any prior assumption on the speech and noise, nor

suffer from the issues faced by traditional methods based on statistical and mathematical models.

It is believed that DNN-based methods outperform traditional ones on a large scale [7]. Moreover,

DNN can offer low latency processing, which is crucial to many real-time applications, such as

hearing aids [38].

Different DNN types, including fully-connected neural networks (FC), recurrent neural net-

works (RNN), and convolutional neural networks (CNN), were first vastly investigated in the com-

puter vision field. The analyzed images in this field are usually 2-dimensional (2D) (or 3D to con-

sider RGB channels). Unlike image, speech signal is 1D in the time domain and exhibits strong
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correlations between consecutive samples. To benefit from DNN-based approaches in the speech

processing field, short-time Fourier transform (STFT) of time-domain speech is usually calculated.

Speech STFT then becomes a 2D representation (spectrogram) in the time-frequency (TF) domain

where the horizontal and vertical axes represent time frames and frequency bins. Thus, most of the

advanced DNN-based approaches in the computer vision field can be used in the speech processing

area with the required adjustments [39].

The remarkable capability of DNN in modeling highly complex transformations has vastly

advanced speech enhancement in adverse and variable acoustic scenarios. A DNN typically learns

the highly complex relationship between a set of input signal features, either raw or processed data,

and the desired training target, which could be the speech spectrum, a spectral mask, or any of their

variations based on which the clean speech can be reconstructed.

Since speech enhancement in the STFT domain is desired, magnitude and phase enhancement

have to be dealt with. In the following, an overview of state of the art in magnitude and phase

enhancement is presented.

1.3.1 Magnitude Enhancement

Many studies have attempted to enhance the spectral magnitude of speech using DNN-based meth-

ods. Wang et al. in [40, 41], which was later extended to [42], proposed applying DNN to speech

enhancement within a masking-based framework, as shown in Fig. 1. The authors employed an

FC network for subband classification to estimate IBM. They initiated network parameters with

restricted Boltzmann machine pretraining and used FC as a binary classifier. Note that RBM is a

stochastic generative neural network. According to [43], the reason for using the RBM pretraining

is that the FC network training starting with a randomly initialized network might fall in a poor lo-

cal minimum, particularly in the case of a large number of hidden layers; hence, RBM pretraining

as an unsupervised learning machine is applied [1, 20]. The input is fed to a 64-channel Gamma-

tone filterbank to drive subband signals. The acoustic features are extracted for each TF unit, and

they are then fed to 64 subband FC networks to learn more discriminative features. Finally, the
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Figure 1: Schematic diagram of the FC-SVM system for IBM estimation.

input and learned features are concatenated, and the whole is fed to a simple linear support vector

machine (SVM) to estimate the subband IBM efficiently. The authors reported strong enhancement

results compared to some traditional speech enhancement methods [7].

The first mapping-based method in speech enhancement was introduced in [44] where the Mel-

frequency power spectrum of noisy speech is mapped to that of clean speech using a deep auto-

encoder comprising stacked multiple basic auto-encoders. A basic auto-encoder has an asymmetric

architecture with one hidden layer, which performs as an unsupervised learning machine that maps

an input signal to itself. They showed that adding depth of the deep auto-encoder consistently

increases the performance given a large training data set.

The other powerful mapping method has been introduced in [1] where an FC network was used

to map the log power spectrum of the noisy speech to the clean one. The block diagram of this

work is shown in Fig. 2. To avoid getting stuck in the local minimum, a pretraining step using a

restricted Boltzmann machine is adopted in this work as well. In the testing stage, the FC network

estimates the spectrum of the clean speech from the noisy one. A dropout training technique was

also adopted in this work to avoid over-fitting. Furthermore, to reduce discontinuity and obtain

better enhancement, the acoustic context information, including full frequency band and context
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Figure 2: Block diagram of a mapping-based speech enhancement system using an FC network.
In the testing stage, the network is trained with clean and noisy features of the input speech. In the
testing stage, the network maps the noisy input features to the clean ones and then reconstructs the
clean speech signal [1].

frame expanding, was utilized. This well-known framework showed significant improvements over

traditional MMSE-based methods and could suppress non-stationary noises. Moreover, through

the introduced DNN method, the musical noise does not appear in the output, which results in

enhanced speech quality. Further, this work yields very good enhancement results for a speech

signal mixed with unseen noises.

Some previous studies attempted to benefit from different training targets in their DNN-based

speech enhancement framework. For example, the authors in [2] aimed to take advantage of both

masking- and mapping-based methods. The argument is that neither of the training targets per-

forms perfectly, while they can complement each other. Hence, an FC network is employed to

jointly estimate IBM, IRM, and clean speech spectrogram, as shown in Fig. 3. This paper demon-

strates that the joint mask- and spectrum-based training targets lead to a better speech enhance-

ment performance than a single training target. Xu et al. [1], put one step further with introducing

a multi-target and multi-input framework, illustrated in Fig. 4. Their auxiliary structure learns

acoustic features, like MFCCs, and categorical information, like IBM, and integrates them into a
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Figure 3: A multi-target framework [2].

Figure 4: A multi-input and multi-target framework [3].

DNN-based architecture for joint optimization of all the parameters. The goal is to impose addi-

tional constraints to the network that are not available in a stand-alone mapping-based method. In

this paper, it is demonstrated that joint log power spectrum and MFCC learning improves speech

enhancement performance.

So far, we have reviewed some well-known mapping- and masking-based speech enhancement

studies using the FC network. The more popular DNN-based speech enhancement methods be-

came, the more advanced DNNs were studied in the field. In [4, 45, 46], RNN-LSTM network

10



Figure 5: Block diagram of an LSTM-based speech enhancement framework with different training
targets, (a) a mapping-based method with log power spectrum as the training target, (b) a masking-
based method with IRM as the training target, a multiple-target approach combining IRM and log
power spectrum [4].

was used for speech enhancement. The authors in [45] compared LSTM and FC networks to es-

timate a spectral mask and signal approximation, explained in Section 2.2.1. They compared an

optimally designed three-layer FC with a two-layer LSTM and reported the superiority of LSTM

for speech enhancement in their framework. The authors in [46] employed LSTM for speech

enhancement in a noise-robust ASR application. They reported that LSTM as front-end process-

ing remarkably improves speech recognition results. To be more precise, employing an LSTM

to enhance speech before speech recognition leads to a 13.76% average word error rate improve-

ment. In [4], an LSTM-based multi-target approach was proposed for speech enhancement, and

the authors presented exciting conclusions. Fig. 5 shows the speech enhancement approaches

studied in this work. In all three cases, the input is the log power spectrum of the noisy input
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Figure 6: Block diagram of a mapping-based speech enhancement framework using redundant
convolutional encoder-decoder [5].

speech while different training targets were used, including log power spectrum, IRM, and masked

log power spectrum. Comparing the first and second frameworks, the authors observed that the

mapping-based one yields better speech intelligibility at low SNR levels while the masking-based

one outperforms at high SNRs levels. Thus, a new multiple-target joint learning framework was

proposed to fully utilize the advantages of both masking- and mapping-based approaches that led

to better speech enhancement results.

Besides, CNN has also been widely used in speech enhancement. Due to the weight sharing

property of CNN, its number of parameters is less than FC and RNN, which is one of the reasons

that CNN became popular for the researchers. Park et al. [5] employed CNN for the first time

for speech enhancement in a mapping-based framework, shown in Fig. 6. They proposed a fully

convolutional CNN (they called it Redundant Convolutional Encoder-Decoder) that does not have

any FC layer; thus, it is very low complexity. Each layer in this DNN comprises a convolutional

layer, a batch normalization layer, and a ReLU activation function layer. As shown in the figure,

bypass connections are also added to facilitate training and improve performance. This encoder-

decoder structure’s input and training target are noisy and clean speech spectrogram, respectively.

The encoder transforms a single channel input to high dimensional features, and the decoder then
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transforms them to a clean speech spectrogram. This framework resulted in very good speech

enhancement results while having low complexity. Many other CNN-based frameworks attempted

to improve the speech enhancement performance in the frequency or time domain, such as [47–50].

1.3.2 Phase Enhancement

Most of the speech denoising methods focused on enhancing the speech magnitude solely and

used the noisy phase to restore the estimated speech, thereby underestimating the impact of phase

enhancement on the overall performance. Besides, the lack of clear structures in the phase spec-

trogram renders its estimation difficult, especially by DNN [44]. Nonetheless, the advantages of

exploiting phase information for speech enhancement have been demonstrated in [51], where the

authors showed that processing the phase spectrum along with magnitude can further improve per-

ceptual speech quality and boost both objective and subjective enhancement results. Besides, the

noisy speech phase follows the phase of background noise more than that of the target speech at

negative SNR levels. In other words, phase enhancement is prominent, especially for low input

SNR levels. Hence, phase enhancement has recently drawn researchers’ attention [8, 51].

Gunawan et al. [52] introduced a method that iteratively estimates the time domain source sig-

nals in a mixture using multiple input spectrogram inversions given the corresponding estimated

STFT magnitude responses. With the magnitude response as a constraint, the missing phase infor-

mation is iteratively recovered through spectrogram inversion estimates. At each iteration, source

estimates are updated utilizing the average error between the mixture and the sum of estimated

sources.

In another study [53], an MMSE phase estimation method is presented to estimate the phase

information for the signal reconstruction of sources from a single channel mixture observation,

assuming given knowledge of signal spectrum amplitude. The pair of phases with the lowest

group delay is chosen among several phase candidates, which are obtained from the minimization

problem. The estimated phase and magnitude response are combined to reconstruct the sources.
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Figure 7: Schematic diagram of an FC-based architecture used to estimate the real and imaginary
components of a ratio mask for simultaneous magnitude and phase enhancement [6].

Krawczyk et al. [54] introduced a method to use the noisy information and estimate the funda-

mental frequency to reconstruct the spectral phase between harmonic components across frequency

and time, while unvoiced frames are left unchanged.

All the methods mentioned above focused on phase enhancement, and only a few works have

considered simultaneous magnitude and phase enhancement. For example, Williamson et al. [6]

introduced a DNN to jointly estimate the real and imaginary components of a complex ideal ratio

mask defined in the complex domain, which can be considered a multi-target method, as shown in

Fig. 7. The network output, i.e., the real and imaginary components of the mask, is to be multiplied

by the noisy spectrogram of speech to enhance both the magnitude and phase of the noisy speech.

More details about phase enhancement will be presented in Chapter 4.

1.3.3 Generalization to Unseen Conditions

For supervised speech enhancement, generalization to untrained conditions is crucial. In other

words, the mismatch between training and the test conditions has to be addressed. Although DNNs

could be successful in noise-independent speech enhancement, they have limitations in modeling
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a large number of speakers. In this sense, generalization concerns three main aspects, namely

generalization to unseen noise types and different SNR levels, as well as generalization to many

speakers [7, 55].

The first generalization is for unseen SNR levels. Regarding [56], although experiments demon-

strated that the supervised speech enhancement is not sensitive to precise SNR levels, various SNR

levels can be embedded in the training set to tackle the generalization in terms of SNR. The rea-

son for this SNR level independence is that the local SNRs in the TF unit level usually vary over

a wide range which leads to the necessary range of SNR levels that should be provided for the

generalization task.

The second aspect of generalization involves unseen noise types. For mapping-based algo-

rithms like [1], a noise-aware training is proposed in [57] which means the input feature vector

includes an explicit noise estimate. It is shown that a DNN with noise-aware training can be better

generalized to accommodate the noise types which had not been included in the training dataset.

Moreover, for the masking-based methods, the authors in [58] proposed that DNN can be trained

to estimate IRM at the frame level. Moreover, IRM is simultaneously estimated over several con-

secutive frames, and different estimations for the same frame are averaged to produce a smoother

and more accurate mask [7]. Wang et al. in [42] demonstrated that the issue of generalization to

unseen noise types could be significantly tackled through large-scale training with a wide variety

of noises.

Finally, the speech enhancement task must not be affected by various speakers. According to

[59], an FC network cannot model numerous speakers if the speaker generalization is aimed to

be addressed by training with various speakers. Chen et al. in [55] proposed to use LSTM and

large-scale training with many speakers to overcome this problem.
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1.4 Motivations and Objectives of the Research

1.4.1 Motivations

Nowadays, the market of applications that require speech and audio processing is rapidly growing.

For instance, the market share of only smart speakers was valued at 11.9 billion U.S. dollars in

2019, while projections suggest that this annual figure could grow to over 35.5 billion U.S. dollars

by 2025 [60]. This sheds light on the necessity of research about high performance while low-cost

algorithms in speech processing. Although speech enhancement has been vastly studied over the

past decades, there is still a big room for improvement and several uncertain and unresolved issues.

In the following, we summarize the motivation behind this study from different perspectives.

Traditional vs. DNN-based methods: As discussed in Section 1.2, traditional speech en-

hancement methods that are unsupervised and rely on statistical models cannot achieve satisfac-

tory results in real-world environments. That is because these models are based on unrealistic

assumptions such as noise and speech being uncorrelated or stationary.

Nowadays, deep learning as a primary tool to develop data-driven information systems has

led to revolutionary advances in numerous areas, including speech enhancement. In this context,

speech enhancement is treated as a supervised learning problem, which does not rely on any prior

assumption about the statistical properties of speech and noise, nor suffers from the above issues

faced by traditional methods. This enables DNN-based speech enhancement methods to handle

highly non-stationary noises in real-world scenarios. Furthermore, the non-linearities of DNN

empower it in modeling highly complicated transformations between noisy and clean speech. As

such, a major motivation of this work is to investigate advanced supervised methods for speech

enhancement. As mentioned before, the desired supervised learning problem has three main com-

ponents, features, training target, and learning machine. Thus, we investigate all these components

to end up with an appropriate DNN-based framework for speech enhancement.

Magnitude solely vs. Magnitude and Phase Enhancement: As emphasized in Section 1.3.2,

16



most of the research about speech enhancement in the literature focused on magnitude enhance-

ment and ignored processing the phase due to lack of a clear structure in its spectrum and difficulty

of its estimation. Given DNN’s powerful learning ability, further improvement of the speech en-

hancement performance can be achieved by processing the phase alongside magnitude. Recently,

some studies attempted to embed phase processing as a part of their speech enhancement algo-

rithm by including phase information in a spectral mask, a complex spectrogram, or a derivation

of the phase itself. Although these studies have yielded good speech enhancement results, there

are still limitations and shortcomings with these methods. For instance, a complex spectrogram

that includes both magnitude and phase has been considered as the training target in some studies,

while it is shown that it fails to deal with unseen conditions. Hence, the advantage of simulta-

neously processing phase and magnitude that leads to a further enhancement from one side and

the shortcomings of the existing methods from another side motivate us to conduct research phase

processing using DNN-based algorithms.

Complexity vs. Performance: To design a speech enhancement algorithm that is suitable for

real-word applications, we have to consider not only the objective measurements, including quality

and intelligibility of the processed speech, but also the cost to achieve that performance. There

are a few concern about the model complexity that has to be taken into account while designing

an speech enhancement algorithm. Depending on the application, speech enhancement can be

accomplished online or on the edge (offline). The former case allows having almost no limitation

about the model complexity since very powerful machines can be used to take care of very fast

computations on the cloud; thus, the performance will be outstanding. However, the latter case,

which is most common, dictates the limitations that we have to take care of while designing the

algorithm. In order to have a DNN-based system that performs on the edge, low-complexity design

is as important as the performance because it affects both cost and size of the product. It has to be

noted that the DNN performing speech enhancement is supposed to be part of a bigger model, i.e.,

the complexity of a system is the summation of those of different components. Hence, our desired

DNN has to be as low-complexity as possible. It is worth pointing out that complexity includes
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two aspects: the number of trainable parameters of the model and the computational complexity.

As such, not only the model has to contain a small number of parameters, but also it has to have

low computations.

Besides, the higher the complexity, the more the computational time will be. In other words, a

high complexity model causes high computational latency that is not tolerable in many applications

such as hearing aids.

There are many DNN-based speech enhancement algorithms available in the literature; but,

they work well only offline because they are either high complexity models or their computations

are too high that cannot be accomplished on the edge. Furthermore, some of the available methods

suffer from large latency which can be as long as several seconds, which is not acceptable in many

real-word applications. Consequently, one of the major motivations of this work is to develop

DNN-based speech enhancement algorithms that are of low-complexity and low-latency while

achieving satisfactory performance.

1.4.2 Objectives

When treating speech enhancement as a supervised learning problem, there are three main com-

ponents, i.e., input features, training target, and learning machine, that have to be appropriately

designed so that the maximum performance is achieved while keeping the model complexity low.

As such, the main objectives of this work are summarized as follows:

• The input of DNN in a supervised speech enhancement algorithm has to be discriminative so

that the learning machine can make a proper transformation of it to the desired training target.

Many acoustic features have been introduced in the literature as the input of DNN, and some

studies even considered a combination of them as the input. However, the best features that

suit a DNN-based method are the Gammatone-domain ones extraction of which takes a long

time and requires a huge deal of computations. Furthermore, these features do not fit well the

DNN-based speech enhancement framework. To this end, we suggest DNN itself performs

the feature extraction so that the most suitable and discriminative features are extracted.
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Hence, we employ a fully convolutional and low-complexity CNN with some modifications

to maximize its performance as the feature extractor. Besides, since speech contains strong

temporal dependencies, we adopt an LSTM to transform the features extracted by CNN

to the training target while benefiting from temporal contextual information of the speech.

Moreover, as the training target, the phase information is embedded in a spectral mask called

phase sensitive mask so that the speech phase is partially processed along with magnitude.

The whole model complexity is relatively lower than most speech enhancement methods in

the literature while it takes care of not only transformation but also feature extraction.

• Since the main focus of this work is to enhance phase along with magnitude using a very low

complexity model, we propose a composite model where the components perform in parallel

to accelerate the process, and it requires very low computational resources. A modified CNN

with attention mechanisms and LSTM with grouping strategy are employed to lower the

complexity while enhancing the performance and speeding up the process. Besides, a multi-

target strategy is adopted where a spectral mask as a subtask for magnitude enhancement

and a phase derivative as another subtask for phase enhancement are considered. Different

phase derivatives are investigated specifically for phase enhancement in this framework. The

advantages of this model over some well-known DNN-based speech enhancement methods

are demonstrated through extensive comparative experiments. It is worth mentioning that

this work presents one of the simplest models in the literature with the smallest amount of

computations and memory footprint.

• Both methods mentioned above are masking-based methods performing in the STFT do-

main that comprises complex values and requires processing phase and magnitude sepa-

rately. However, performing speech enhancement in modified discrete cosine transform

(MDCT) domain leads to dealing with only real values that contain the whole speech in-

formation. Moreover, the MDCT domain saves calculations since the network deals with

only real magnitude values, not both magnitude and phase. The employed DNN in this
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work is fully convolutional, allowing parallel computation that makes processing very fast.

In addition, we decreased the latency by almost 45% in this model compared with the two

previous models. Further and even more importantly, we add a speech classifier as a pre-

processor before the main DNN. The idea is based on the fact that speech enhancement is

mainly affected by SNR level and gender. Hence, we use a simple speech classifier to clas-

sify the input speech into male with high SNR, female with high SNR, male with low SNR,

and female with low SNR. Then, a very low complexity DNN takes care of the enhancement.

1.5 Organization

The thesis organization is as follows. Detailed background about deep learning hyperparameters,

the prevalent datasets, and evaluation metrics will be presented in Chapter 2. In Chapters 3 and

4, two masking-based methods that are based respectively on serial and parallel models, both

performing in STFT domain, will be presented. In Chapter 5, a mapping-based method in the

MDCT domain is presented, and finally, Chapter 6 concludes the thesis. The structure of this

thesis is detailed below.

Chapter 2 provides the background information in which the noisy speech model is first ex-

plained, and the equations are presented in both time and STFT domain. Then, Section 2.3 pro-

vides detailed explanations about DNN hyperparameters that have to be decided during the model

design. Finally, the clean and noise datasets and the evaluation metrics are presented in Section

2.4.

Speech enhancement using a serial hybrid DNN is proposed in Chapter 3. The high-level

block diagram of this model is presented in Section 3.2. Next, the details about different training

targets for this model are explained in Section 3.2.3. Afterward, the modified CNN and RNN are

presented in Sections 3.2.1 and 3.2.2, respectively. Finally, the experimental results, analysis, and

a wide range of comparisons are provided in Section 3.3.

A low-complexity and phase-aware parallel DNN for Speech Enhancement is proposed in
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Chapter 4. The high-level block diagram of this model is provided in Section 4.2. The composite

model structure is discussed in Section 4.2.1. The training target of this model is comprised of a

spectral mask and a phase derivative that is expressed in Section 4.2.2. Next, the clean speech is

reconstructed using the estimated mask and phase derivative in Section 4.2.3. The detailed model

architecture and experimental results are finally presented in Section 4.2.4 and 4.3, respectively.

A mapping-based model in the MDCT domain for speech enhancement is presented in Chap-

ter 5. The transformation from time to the MDCT domain and then the reconstruction of time-

domain speech based on MDCT values are explained in Sections 5.2.1. The speech classifier along

with different classification approaches is explained in 5.2.2. Section 5.2.3 explains the fully-

convolutional expert DNNs architecture. The system description is then provided in Section 5.2.4.

Finally, the experimental results and comparisons are provided in Section 5.3.

In Chapter 6, the concluding remarks that highlight these thesis contributions are presented.

Moreover, the three models presented in the previous chapters are compared in many respects.

Finally, the plausible future work beyond this thesis research will be presented.
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Chapter 2

Background

The background for DNN-based speech enhancement is presented in this chapter. First, the noisy

speech is mathematically modeled. Then, a DNN-based speech enhancement frame work is intro-

duced, including input speech features, output training targets and popular neural network models

as learning machines. Next, hyper parameters of DNN that we frequently refer to throughout this

thesis are expressed. Finally, several prevalent databases that are commonly used for testing and

training, and evaluation metrics that we used in this thesis are introduced.

2.1 Noisy Speech Model

The target speech is usually corrupted by background noise which can be broadly divided into two

main categories of additive noise from other sound sources and convolutive noise from surface

reflections. As the former is the most common factor which degrades speech quality, the noisy

speech is modeled in the time-domain as follows,

y(t) = x(t) + n(t) (1)

where y(t), x(t), and n(t) denote the noisy observation, clean speech, and noise at time t, respec-

tively. There is a common assumption that speech and noise are statistically independent of each
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other [8][61].

STFT is usually employed to model the noisy speech in the transform domain. It describes the

sinusoidal frequency and phase content of local sections of a signal as it changes over time, where

the harmonic structure of the speech can be clearly distinguished [62]. After sampling the input

speech signal in discrete-time, by segmentation (framing), windowing, and applying FFT, we have

the following complex-valued model for the noisy speech in the TF domain.

Y (k, l) = X(k, l) +N(k, l) (2)

where Y (k, l), X(k, l) and N(k, l) are STFT of the noisy speech, clean speech, and the noise

signal, at frequency bin l and time frame k [61].

There are two expressions for Y (k, l). The first one is polar coordinates, i.e., magnitude and

phase, which is used to enhance STFT of a noisy speech. It is defined as follows,

Yk,l = |Yk,l| ei∠Yk,l (3)

where |Yk,l| and ∠Yk,l represent the magnitude and phase response of STFT at time k and fre-

quency l. Each TF unit in the STFT representation is a complex number with real and imaginary

components by which the magnitude and phase responses are computed below:

|Yk,l| =
√
< (Yk,l)

2 + = (Yk,l)
2 (4)

∠Yk,l = tan−1
< (Yk,l)

= (Yk,l)
(5)

The other expression is the definition of Y (k, l) with Cartesian coordinates using the expansion

of the complex exponential as given below,

Yk,l = |Yk,l| cos (∠Yk,l) + i |Yk,l| sin (∠Yk,l) (6)
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< (Yk,l) = |Yk,l| cos (∠Yk,l) (7)

= (Yk,l) = |Yk,l| sin (∠Yk,l) (8)

Clearly, these real and imaginary spectrograms are the same except for a shift of π/2 radians.

2.2 DNN-based Speech Enhancement Framework

A high-level block diagram of a DNN-based speech enhancement framework is shown in Fig.

8. There are two main stages: training and testing. In the training stage, the features of noisy

input speech are extracted and fed to the DNN. Also, the training targets are calculated based

on clean and noisy speech and set as the output of the DNN. Then, the network will be trained

using the input features and training targets, i.e., the DNN learns the relationship between its input

and output. In the training stage, the features of noisy input speech are calculated and fed to the

well-trained DNN that is supposed to estimate the corresponding training target. Finally, the clean

speech will be reconstructed using the estimated training target. As shown, there are three main

components that have to be carefully designed: input features, training targets, and the DNN. The

more discriminative the input features are, the less demand on the DNN to successfully perform the

desired testing/estimation. Moreover, an appropriately chosen training target can boost the learning

and generalization capabilities of the model in unseen conditions [7]. Furthermore, each DNN type

possesses specific attributes. Thus, DNN has to be accurately designed considering its input and

output for the specific task of speech enhancement. Hence, we can divide the development of a

DNN-based speech enhancement algorithm into two subtasks: choosing an appropriate set of input

features and training targets and designing a suitable DNN. These two subtasks are detailed below.
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Figure 8: High-level block diagram of a DNN-based speech enhancement framework

2.2.1 Input Features and Output Training Targets

Input Features

Selecting proper discriminative features can greatly impact the DNN-based speech enhancement

performance. Many acoustic features have been introduced in the literature for the task of speech

enhancement. In [17], an extensive survey is conducted to evaluate and compare a list of acoustic-

phonetic features for speech enhancement at low signal-to-noise ratio (SNR) inputs. The com-

parison was carried out using a FC network and the enhancement performance is evaluated using

standard objective speech intelligibility metrics. The features investigated in this study can be

categorized as follows.

• Mel-domain features:

mel-frequency cepstral coefficient (MFCC),

log mel-spectrum feature (LOG-MEL),

delta-spectral cepstral coefficient (DSCC).

• Gammatone-domain features:

gammatone feature (GF),

gammatone frequency modulation coefficient (GFMC),
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gammatone frequency cepstral coefficient (GFCC).

• Linear prediction features:

perceptual linear prediction (PLP),

relative spectral transform PLP (RASTA-PLP).

• Zero-crossing feature:

zero-crossings with peak-amplitudes (ZCPA)

• Medium-time filtering features:

power normalized cepstral coefficients (PNCC),

suppression of slowly-varying components and the falling edge of the power envelope (SSF).

• Autocorrelation features:

relative autocorrelation sequence MFCC (RAS-MFCC),

phase autocorrelation MFCC (PAC-MFCC),

autocorrelation sequence MFCC (AC-MFCC).

• Pitch-based feature:

Time-frequency features based on pitch tracking (PITCH).

• Modulation domain features:

Gabor filterbank (GFB),

amplitude modulation spectrogram features (AMS).

• Time-domain feature:

raw waveform (WAV).

• Spectral magnitude feature:

log spectral magnitude (LOG-MAG).

• Multi-resolution feature:

Multi-Resolution Cochleagram (MRCG).
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Table 1: Comparison of different feature complexity [17].

In [17], an interesting comparison is presented to show the computational complexity of the

above-mentioned features. They compared different features in terms of their dimension per time

frame, the frame size (milliseconds), and the extraction time (millisecond per frame), as shown in

Table 1. It is worth mentioning that a Dell OptiPlex 780 PC with a quad-core processor at 2.66 GHz

and 8 GB RAM is used to perform this comparison. The authors in [39] divided these features into

highly engineered modulated features and low engineered plain features based on their computa-

tions. Hence, considering Table 1, features like MRCG and LOG-MAG fall into the former and

latter groups, respectively, regarding complexity of their computations, where Gammatone-domain

features take a long extraction time compared to spectrum-based ones.

Furthermore, Table 2 shows a comparison of the above-mentioned features in terms of the

percentage of short-time objective intelligibility (STOI) improvement averaged on a set of testing
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Table 2: Comparison of different features in terms of STOI improvement (%) averaged on a set
of test noises. Sim. Room Impulse Responses and Sim. RIRs denote simulated and recorded
reverberation, respectively [17].

noises. It is worth noting that the authors compared these features under three different conditions:

no reverberation, simulated reverberation (indicated by Sim. RIRs), and recorded reverberation

(indicated by Sim. RIRs). The highest average score achieved by MRCG features are due to the

fact that they are built using high-quality GF features with additional contextual information that

improves the speech enhancement performance.

To take the advantage of some of the aforementioned features together, [63] proposed a com-

plementary set of features through feature selection using group Lasso. This complementary set,

which have been used in many studies, comprises AMS, RASTA-PLP, MFCC, and PITCH, and it

is demonstrated that this feature set can boost performance of speech enhancement.
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Although these comparisons could give a good idea about the performance of a DNN-based

speech enhancement method using different speech features, we have to note that these compar-

isons are made based on a FC network as the DNN and a spectral mask as the training target.

Hence, the result would differ if using other DNN types and training targets. Consequently, the

optimal choice of input features depends on not only the quality of the features themselves, but

also other components of the system.

Training Targets

Training target, or the objective function, is estimated by DNN given the input features. There

are two main types of training targets in the literature, namely masking-based and mapping-based.

The former describes time-frequency relationships of clean speech and background interference,

and the latter corresponds to a spectral representation of clean speech. In the literature, several

types of mapping and masking based training targets are introduced [1, 6, 45, 64–69]. We present

two examples of each types in this section.

The very first masking-based training target was the ideal binary mask (IBM) through which

speech intelligibility for both normal-hearing and hearing-impaired people is dramatically im-

proved [64]. The IBM is defined on spectrogram or cochleagram of a noisy speech where it assigns

1 to a TF unit if the SNR within this unit exceeds a certain local criterion and 0 otherwise. Despite

the very good performance of IBM, it labels each TF unit sharply. So, ideal ratio mask (IRM) was

introduced, as the soft version of IBM, by dividing clean over noisy speech power spectrogram,

with the assumption that speech and noise are uncorrelated [65]. It is shown that IRM leads to

better speech ineligibility than IBM. The estimated mask by DNN is then multiplied by the input

noisy speech spectrogram to reconstruct the clean speech magnitude one. The clean speech is then

reconstructed using the estimated magnitude and the phase of noisy input speech.

Furthermore, some mapping-based training targets have been introduced in the literature. Gam-

matone frequency target power spectrum (GF-TPS) is a mapping-based training target which is

defined on a cochleagram based on a gammatone filterbank [66]. Target magnitude spectrogram
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Figure 9: An illusion of different training targets for an utterance mixed with a factory noise at
SNR level of -5 dB, (a) IBM, (b) IRM, (c) GF-TPS, (d) TMS [7].

(TMS) is another mapping-based training target that is defined on a spectrogram where the ma-

chine aims to estimate the magnitude spectrogram of the clean speech from the noisy input speech

[57]. The estimated training target is then directly transformed to the clean speech.

In [45], a combination of masking- and mapping- based training targets is introduced as signal

approximation (SA) seeking to maximize segmental SNR (SSNR). The goal of SA is to train a

ratio mask estimator that minimizes the difference between the spectral magnitude of clean speech

and that of the estimated one. SA training target achieves better a good enhancement performance.

An illusion of the above-mentioned training targets for an utterance mixed with a factory noise at
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SNR level of -5 dB is shown in Fig. 9.

To comprise mapping and masking based training targets, it is generally concluded that, on the

one hand, for higher input SNR and the purpose of dereverberation, masking-based training targets

perform better. And, on the other hand, for lower input SNR and denoising purposes, mapping-

based training targets give higher performance in terms of speech intelligibility [4]. Furthermore,

according to performance comparisons in [7], IRM mask and spectral magnitude mask (SMM) map

emerge as preferred training targets. The argument made in these papers is based on experiments

that are conducted using a simple FC network and specific input features, while the conclusion

may differ when changing the system components, like network architecture, the complexity of

the model, the input features, etc. Hence, the superiority of a training target depends on all the

model components.

2.2.2 Common DNNs as the Learning Machine

Typically, a DNN comprises multiple layers, each containing components, like neurons, weights,

biases, and activation functions, the values of which change according to build an appropriate

transformation function between DNN input and output. Changing the arrangement of these com-

ponents and the computation style leads to different DNN architectures with various attributes. The

most common DNNs in the literature are fully-connected neural network (FC), recurrent neural

network (RNN), convolutional neural network (CNN), and generative adversarial network (GAN).

Each of these DNNs exhibits specific attributes and have their advantages and limitations. In the

following, we briefly explain each DNN type along with some well-known related studies where

these DNNs are adopted as the learning machine.

Fully-Connected Neural Network

Fully-connected neural network, which we call FC for simplicity, is the most popular class of

DNNs that has been commonly used in many applications including speech enhancement. FC

network consists of an input and output layer as well as several hidden layers between them. An
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Figure 10: An FC network with three hidden layers.

example of a three-layer FC network is shown in Fig. 10. Each current layers’ input is the output

of its previous layer. All the neurons between two consecutive layers are connected to each other,

and that is why it is called fully-connected network. Since DNN must be highly non-linear to be

able to model any transformation function, an activation function is adopted in every neuron, which

provides DNN with the required non-linearity (different activation functions will be detailed in the

next chapter).

The parameters, i.e., weights and biases, of such a network are adjusted using the classic back-

propagation method which aims to minimize the prediction error between the actual and estimated

training target values through a gradient descent algorithm [7]. It is worth mentioning that very

deep FC networks have suffered from the vanishing problem in their training process. Vanishing

problem happens when the input and output layers are far from each other, i.e. there are many hid-

den layers between them, which makes the absolute value of gradient become smaller progressively

during the backpropagation. This causes the layers close to the input layer not to be effectively

modified, i.e. the training is not accomplished properly. To solve this problem, restricted Boltz-

man machine is first introduced to pre-train a DNN before the subsequent supervised training [70].

Later, the ReLU activation function was replaced with the traditional sigmoid activation function
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showing that the moderately FC network can be effectively trained without any pre-training [71].

Also, in order to facilitate training, He et al. [72] introduced skip connection technique for very

deep FC networks where the input of some layers close to input are directly connected to those

close to the output layer. This way, the gradients find a shortcut to get to the layers close to the

input layer so that they are being trained.

Although FC network is a very popular DNN as a powerful learning machine for the regression

and classification purposes, it has its own limitations. One of the most important drawbacks of a

FC network is its high complexity. The issues with a high-complexity model will be discussed later

in detail; but in short, a high complexity model cannot be implemented in many small applications

such as smart living assistants. Even if the manufacturer accepts the cost of embedding huge DNNs

in the device, these DNNs have high computational complexity that cannot be accomplished on the

edge, i.e., the computations must be done on the cloud, thus the device cannot perform offline. An

simple example is the speech-to-text application on mobile phones that does not work offline.

Furthermore, such a DNN suffers from high computational time that is not tolerable in many

applications such as real-time speech communication and hearing aids, where in the latter case,

even a very short latency can be noticeable to a wearer.

Recurrent Neural Network

The other class of DNNs is called recurrent neural network (RNN) that has been vastly studied

in the speech enhancement field because of its capability in modeling temporal information of the

speech. The word recurrent refers to feedback connections formed among RNN neurons which

are associated with a time-delay operation. This operation gives rise to a memory structure in

the RNN, which allows it to model temporal dynamics of the input data. In effect, due to RNN

temporal unfolding, it can be considered as a DNN with several layers depending on the length of

input data varying from one to infinity [73, 74].

RNN can easily replace FC with no significant modification since they both have similar usage

in speech enhancement. FC network treats input samples independently and is unable to relate

33



Figure 11: Unrolling an RNN, Xt and ht denote input and hidden state at time step t.

Figure 12: An example of an LSTM network. The information are passing through time, as well
as passing from the input to output layer [8].

contiguous frames to each other. As a common practice hence, several input time frames are

provided at once to the FC network so that it somehow captures temporal dependency between

speech current and previous time frames. However, RNN using its memory attribute is enabled to

exploit the temporal information; thus, it requires only one speech time frame as input to model

the contextual relation between consecutive time frames. In other words, RNN is able to treat input

speech time frames as a sequence, though it is fed by only one single-frame input, and models the

changes over time which makes it a natural choice for modeling the temporal dynamics of speech

[75].

The learning method for RNN is backpropagation through time (BPTT) where the recurrent
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Figure 13: An FC network with three hidden layers [8].

model is treated as an FC with an unlimited number of layers, as shown in Fig. 11. BPTT concep-

tually works by unrolling all input time steps. Although training RNN with BPTT looks straight-

forward, there are well-known problems of exploding and vanishing gradients introduced in [76].

The former refers to the exponential growth of the gradient norm due to the explosion of the long-

term dependencies, while the latter refers to the exponentially fast decrease of those dependencies

[77]. Thus, LSTM was introduced to solve these problems that stop RNN from learning long-term

dependencies. To build an LSTM network, as shown in Fig. 12, the neurons in RNN are replaced

with LSTM units containing a memory cell with gates, facilitating the information flow over time,

avoiding very long term dependencies. In the LSTM block, there are one memory cell and three

gates where the forget gate controls how much previous information should be erased from the

cell, and the input gate controls how much information should be added to the cell. The details

of an LSTM unit and a DNN built up of them will be discussed later. To emphasize the temporal

modeling in an LSTM network, the dash lines in Fig. 12 show that the information passes along

the time dimensions, in addition to the information pathway from the input to output layer.

Convolutional Neural Network

Convolutional neural network (CNN) is the other DNN class that is well suited for pattern recog-

nition. The CNN structure is highly customizable, allowing researchers to develop an extensive

range of designs. An example of a traditional CNN is shown in Fig. 13, a so-called two-layer CNN.
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CNN is made up of a cascade connection of pairs of a convolutional layer and a sub-sampling layer.

Convolutional layers, comprising several feature maps, learn to extract local features with many

filters, or called kernels interchangeably, which are applied in a sliding window across the entire

input through weight sharing. It means that the neurons within the same module are constrained to

have the same connection weights despite their different receptive fields. Multiple convolutions are

performed on the input using different kernels resulting in disparate feature maps. Convolutional

layers are usually followed by a sub-sampling layer, such as max-pooling, average pooling, or a

combination of them, which performs a down-sampling operation along the spatial dimensions

leading to reduced resolution and sensitivity to local variations. Conventionally the pair of a con-

volutional and sub-sampling layer is considered as one layer. The role of these pairs is to exploit

high-level features of the input. Finally, an FC network receives the information extracted by its

previous layers to perform the final regression or classification [7, 8, 78]. More details about CNN

and its new architectures will be presented in the next chapter.

Generative Adversarial Network

Generative adversarial networks (GANs) have been recently introduced as generative models that

can be supervised or unsupervised. GAN has drown researchers’ attention due to its capability in

synthesizing convincing images when it is trained with a dataset of natural images [79]. GAN aims

to map samples from some prior distribution to the ones in another distribution of actual image or

audio training data. There are two main components in a GAN structure, a generative model G

and a discriminative model D, which are simultaneously trained. The main task of G is to generate

samples that are as similar as possible to the training data through imitation of real data distribution,

while D, which is usually a binary classifier, discriminates between the generated samples by G and

the target ones from the training data. The goal of D is to distinguish the real data from dataset and

the fake ones generated by G. This framework is similar to a two-player adversarial game where

G, in the training stage, tries to lean an accurate mapping to generate samples similar to those in

the real dataset so as to fool D, while D is also getting better at distinguishing the real data from
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Figure 14: GAN architecture in the training stage. Genc and Gdec refer to generative encoder and
decoder, respectively. Dashed lines represent gradient backpropagation. (a) D backpropgates a
batch of real samples, (b) D backpropgates a batch of fake samples generated by G and classify
them as fake, (c) D is frozen and G backpropgates to make D misclassify [8, 9].

the fake ones. The training will continue until both G and D increase their accuracy as much as

possible and the generated samples by G and the real samples in the dataset are indistinguishable.

The final goal is to shape the generator’s loss function under the discriminator’s guidance. An

example of enhancing the noisy speech magnitude is shown in Fig. 14 where the structure of G is

similar to an auto-encoder that aims to generate the clean speech magnitude given the noisy one

[79]. Although both G and D are used in the training stage to improve their accuracy so that the

output of G is corrected towards the realistic distribution, only the trained G will be used in the

testing stage to generate the desired samples. In the speech enhancement field, GAN is mostly
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adopted as a supervised learning problem in a deterministic manner, which is employed to map the

noisy speech spectrum to the clean one [7, 8].

2.3 Hyper Parameters of DNN

While designing a DNN-based method, some hyperparameters have to be carefully chosen to ac-

complish the training correctly. Choosing correct values for these parameters guarantees better

results, while inappropriate values would make the DNN not to be trained. In the following, these

parameters are shortly expressed.

2.3.1 Neurons and Layers

In a DNN architecture, the number of layers and neurons per layer are the primary parameters that

have to be carefully chosen. Typically, the first layer is crucial as it links the input data with the rest

of the network, which has to be carefully designed to capture enough and appropriate information

from the input and transfer them to the next layer. In case that some layer does not comprise

enough neurons, it will be a bottleneck for the rest of the network and might cause performance

degradation. In effect, DNN tries to transform input information from a low-dimensional into a

high-dimensional space where more discriminative information is exposed to the network to form

an accurate mapping between input and output. It is worth mentioning that increasing the number

of layers and neurons would result in better results in theory; however, such a deep and wide

network encounters vanishing and over-fitting problems in practice. According to [73], a network

that is wide, a large number of neurons per layer, and shallow, a small number of layers, are easier

to overfit, while a deep network, a large number of layers, and narrow, a small number of neurons

per layer, are easier to underfit.

38



Figure 15: Activation functions, (a) linear, (b) sigmoid, (c) hyperbolic tangent, (d) ReLU [10].

2.3.2 Activation Function

DNNs are considered universal function approximates, i.e., they can compute and learn any func-

tion at high levels of non-linearity. Almost any process can be represented as a functional com-

putation in DNNs. Hence, there is a need for non-linear activation functions to add non-linearity

to DNN to make it more powerful to learn complicated transformations between input and output.

These non-linear functions have a degree more than one and a curvature form. In addition, another

significant feature of an activation function is to be differentiable so as to perform a backpropaga-

tion optimization strategy that uses gradient descend or any other optimization technique. In the

following, we explain some essential and commonly used activation functions.

Linear activation function: This activation function performs as a constant multiplication to

its input, i.e., f(x) = cx, which means that no non-linearity will be added to the network with

all linear activation functions. This function in shown in Fig. 15 (a). In other words, using

linear activation function for the whole network leads to an output that is a multiplication of the

input data. In a DNN framework, when the values of the training target have no limitation, linear
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activation function is used to allow DNN output values have wide and arbitrary fluctuations.

Sigmoid activation function: One of the most common activation functions is sigmoid that

performs like a constrain on its output, i.e., it limits its output to a value between zero and one, as

shown in Fig. 15 (b). The equation for this activation function is given below.

sigmoid(x) =
1

1 + exp−x
(9)

The gradient of this activation function is a smooth bell-shaped function that maximizes at zero.

Although this activation function is widely used, especially for classification tasks, there are some

disadvantages to it. Firstly, the vanishing gradient problem might happen since its gradient is

almost zero for large and small inputs. Secondly, this activation function is computationally ex-

pensive due to its exponential form. Lastly, its output is not symmetric around zero that would be

problematic in some cases.

Hyperbolic tangent activation function (tanh): This activation function that is a shifted version

of sigmoid is defined as follows,

tanh(x) =
2

1 + exp−2x
= 2 ∗ sigmoid(2x)− 1 (10)

Unlike sigmoid, hyperbolic tangent activation function is symmetric around zero, making it easier

to model data with values varying from a negative to the positive range, as shown in Fig. 15

(c). Although this activation function is suitable for many applications, it might cause a vanishing

gradient problem if used for the hidden layers. Besides, this activation function suffers from high

computations like sigmoid.

Rectified linear unit activation function (ReLU): This activation function is the most widely

used one for different classes of DNN. Its equation is very simple as ReLU(x) = max(0, x).

ReLU, shown in Fig. 15 (d), is very simple and efficient since its gradient is either zero or one

that makes it a very low computation activation function and resistant to the vanishing gradient

problem. It was recently proved that ReLU has six times improvement in convergence than tanh.
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It is worth pointing out that a linear activation function is an ideal option for a DNN to be optimized

well with common gradient-based methods, while DNN requires non-linearity to be able to model

complex relationships in the training data. ReLU activation function is optimal in the view of

both criteria mentioned above since it is nearly linear that makes the model easy to optimize while

providing enough non-linearities to the model. ReLU is often used as the activation function of the

hidden layers, while for the output layer of a DNN, other activation functions are commonly used

[80].

2.3.3 Batch Size

Backpropagation, as the most common optimization method in the deep learning field, uses the

gradient of prediction error to update weights and biases of a DNN. The empirical gradient is

estimated from a subset of training samples that is called a batch. To shed light on the importance

of the batch size, it is to be mentioned that it directly affects the resulting model and convergence

speed.

The gradient descent method can be categorized into three forms given the batch size: (a) batch

gradient descent where the whole dataset is considered as a big batch, (b) stochastic gradient

descent where each sample is considered as batch size, and (c) mini-batch gradient descent where

the whole dataset is divided into several batches. Each of these methods brings pros and cons as

studied in [73]. In short, the case a leads to the best convergence; but, requires passing the whole

dataset at once through the network that is not efficient in many large-scale problems. Case b can

easily jump out of poor local optima, and it is very fast; but, it causes a very noisy gradient because

the parameters are updated based on every single sample and may fluctuate around the minimum.

Case c offers the best trade-off with an unbiased gradient and small variance, which can converge

fast enough. As such, the entire dataset is divided into several batches, and the network is then

updated once per batch. For example, the network parameters are being updated twice if there are

two batches.
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2.3.4 Epoch

The training algorithm has to work through the entire dataset many times to minimize the loss

function. The number of times that this process repeats is called epoch that is traditionally a

large number so that the loss function is minimized. Each epoch contains one or several batches.

Monitoring the curve of the loss function against the epoch gives an idea about under-fitting, over-

fitting, or suitably fitting to the given dataset [8].

2.3.5 Learning Rate

Learning rate is one of the most critical configurable hyper parameters that highly impact the

training process. The step size with which the trainable parameters of a model are updated per

batch is called learning rate, i.e., it controls how quickly the model is adapted to the problem.

It accepts values between 0 and 1, where a very small learning rate causes a prolonged training

process or might have stuck training to a local minimum, while its large value might make the

training process unstable or causes quickly learning a sub-optimal set of trainable parameters. The

choice of the best learning rate is still based on trial and error, and there is no theoretical way to

obtain an optimal learning rate. It is worth pointing out that a combination of the learning rate and

batch size directly impacts the learning behavior [73]. It is common to adopt a dynamic learning

rate during the training process. Hence, training usually starts with a large learning rate and small

batch size. After several epochs, the learning rate gets smaller while the batch size becomes bigger.

2.4 Evaluation Tools

To model speech enhancement as a supervised learning problem, large datasets are required for

training and testing. Besides, evaluation of these methods requires speech quality measurement

metrics representing the end-user opinion of perceived speech quality. This section will introduce

several common datasets and metrics for speech enhancement.
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2.4.1 Training Datasets

DNN must be trained with large datasets to obtain a good speech enhancement performance. Two

datasets are required in both training and testing stages: clean speech and noise. Hence, the noisy

speech can be simulated by mixing clean utterances and noises at the desired SNR level. Several

clean and noise datasets are introduced below.

Clean Speech

An appropriate dataset for supervised speech enhancement should include utterances with good

audio and text characteristics. The former refers to the recording quality of utterances and their

total duration, as well as the number of speakers and their attributes. We mean the accent, dialect,

tempo, and distribution of age group and gender by attribute. The latter includes language and

richness of contexts in terms of inclusiveness of many words and their repetition [8, 39]. Some

common clean speech datasets are given below.

TIMIT [81]: This dataset provides recordings for acoustic-phonetic studies that are used to

develop and evaluate speech recognition algorithms. TIMIT dataset consists of utterances from

438 male and 192 female speakers featuring eight major dialect divisions of American English.

Ten short phonetically rich sentences are recorded from each speaker, leading to 6300 utterances.

The dataset is recorded at a 16 kHz sampling rate.

IEEE Corpus [82]: This corpus comprises a collection of utterances originally utilized for

standardized communication system testing, like Voice over IP, cellular phones, or other tele-

phones. Since speech enhancement requires repeatable and standardized sequences, the IEEE

corpus has been commonly utilized in this field. This corpus consists of 720 utterances spoken

by a single male, recorded at a sampling frequency of 25 kHz. These utterances are phonetically

balanced in a way that the appearance frequency of a specific phoneme is matched with that in

English.

MUSAN [83]: MUSAN is a complementary dataset that includes speech utterances in 12

languages, music in several genres, and many noises. This dataset is mainly designed for evaluating

43



voice activity detection systems and discrimination of speech and noise. The duration of the speech

portion of MUSAN is about 60 hours, including 40 hour recordings of US government hearings,

committees, and debates, and the rest 20 hours is speech in 11 other languages. It is worth pointing

out that the 40-hour portion is totally in English.

TED-LIUM [84]: Laboratoire Informatique de l’Universite du Maine (LIUM) has developed

this dataset for automatic speech recognition systems using the English content of Technology,

Entertainment, and Design (TED) talks. The first version of this dataset released in [84] comprised

118 hours of speech, 82 and 36 hours by males and females, respectively. This dataset is made

up of 774 talks; each is around 9 minutes on average. Then, the second and third versions were

released in [85] and [86], respectively, to enrich the dataset in terms of language. The new dataset

includes 2.56 million words. Since the talks are recorded in large arenas and conference halls

packed with the audience, there is noticeable reverberation and noise in the recordings.

LibriSpeech [87]: This dataset is originally designed for automatic speech recognition sys-

tems. LibriSpeech includes recordings of free public domain audiobooks called LibriVox [88]

readings, all completely in English. The sampling rate of recordings of this dataset is 16 kHz, and

its entire duration is about 1000 hours. The readings are spoken by 5500 speakers, almost half

males and females. Each recording is limited to 25 minutes in this dataset to avoid imbalances in

per-speaker audio duration. This dataset is subsequently extended to multi-language in [89].

Noise

Noise audio files are often employed to generate noisy speech for training and testing a supervised

speech enhancement algorithm. Noise can be recorded in an actual noisy or simulated environment.

The more noises are included in the training dataset, the better the model will be generalized to the

unseen acoustic environments, as mentioned in Section 1.3.3. Several common noise datasets in

the supervised speech enhancement field are explained below.

Aurora-2 [90]: This dataset is mainly designed to feature the most plausible noisy environ-

ments for telecommunication terminals. The duration of each noise file is 10 seconds, recorded
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at a sampling rate of 8 kHz. The noises in this dataset are recorded in an exhibition hall, subway,

restaurant, babble, car, street, train, and airport.

NOISEX-92 [91]: One of the most popular and commonly used noise datasets in DNN-based

speech enhancement is NOISEX-92. This dataset contains white noise and various highly non-

stationary noises. The duration of each of these audio files in this dataset is around four minutes.

The sampling rate of the recordings is 16 kHz. One of the reasons for the popularity of this

dataset is its inclusiveness, i.e., including many noise types such as factory noise, pink noise,

various military noises like fighter jets (Buccaneer and F16), HF radio channel noise, babble noise,

destroyer noises like engine room and operations room, tank noises like Leopard and M109, car

noises like Volvo, and machine gun.

CHiME-5 [92]: There is a biannual competition for speech recognition and separation (sepa-

rating speech from background noise) where the organizer releases a corresponding dataset each

time. There is a common practice that researchers utilize this dataset in academic research as well.

The background noise in this dataset is recorded in 20 different real dinner parties in the home.

These parties occur in different locations, i.e., kitchen, living room, and dining room. There are

four people at these parties, two guests and two hosts. All the participants know each other and act

naturally. The duration of these noises is half an hour.

2.4.2 Objective Evaluation Metrics

There are two approaches to evaluate the processed speech quality: subjective listening and objec-

tive metrics. The former refers to evaluating the processed speech by real listeners. This method

provides more trustful evaluation results; however, it requires experienced or trained listeners and

extensive resources. This method is thus expensive and time-consuming. The latter refers to the

proposed engines that evaluate the processed speech considering linguistics, psychoacoustics, and

semantics knowledge. These metrics are usually highly correlated with subjective results. Some

common objective metrics are explained below.
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PESQ

This metric, proposed in [93], aims to characterize the quality of speech perceived by users. The

process to calculate the PESQ score is as follows. The processed and original speech passes

through a normalizer to have an equal listening level. Afterward, they are aligned in time to avoid

time delays. Finally, an auditory transform processes them to calculate the loudness spectra of both

signals. The difference between loudness spectra is averaged over time and frequency to produce

the prediction of subjective perceptual mean opinion score. PESQ faithfully reflects the subjective

score; thus, it is a reliable metric to measure speech quality.

STOI

The second important and common measure to evaluate the objective assessment of speech in-

telligibility is short-time objective intelligibility (STOI) [94]. This metric measures speech intel-

ligibility by averaging the correlation of short-time temporal envelopes between the original and

processed speech. The range is between 0 and 1, the higher, the better intelligibility. STOI is

shown to be highly correlated with subjective scores.

SSNR

The segmental SNR (or SSNR) in dB is one of the most widely used scores for speech enhancement

evaluation, which measures speech distortion physically [95]. SSNR can be evaluated in both the

time and frequency domain, while the time domain one is usually adopted for speech enhancement.

After time alignment of the original and processed signal, SSNR is calculated using the following

equation.

SNRseg =
10

M

M−1∑
m=0

log10

∑Nm+N−1
n=Nm ‖x(n)‖2∑Nm+N−1

n=Nm ‖x̂(n)− x(n)‖2
(11)

where M and N denote the number of frames and frame size, respectively.
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Chapter 3

A Serial Hybrid Neural Network for Speech

Enhancement

3.1 Introduction

Nowadays, deep learning as a primary tool to develop data-driven information systems has led to

revolutionary advances in speech enhancement. In this context, speech enhancement is treated as a

supervised learning problem where DNN learns the highly complex relationship between a set of

input signal features and a desired training target. In this chapter, we develop a DNN-based speech

enhancement framework to remove the background noise in STFT domain.

As mentioned in Section 2.2.1, there are two main types of training targets in the literature,

namely mapping-based and masking-based. Well-known mapping-based methods using FC and

CNN networks for speech enhancement were presented in [96] and [5], respectively. Other ex-

amples of mapping-based methods for supervised speech enhancement can be found in [44, 97].

However, these approaches entail the use of a large training dataset to achieve an accurate mapping

[12].

Instead of mapping the input noisy speech to the enhanced version, DNN can be exploited to

predict a spectral mask to be applied to the noisy speech spectrogram. The masking-based methods
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are inspired by the masking effect of the human auditory mechanism. The goal is to estimate a

spectral mask using DNN and then apply it to the noisy speech; thus, the speech-dominant regions

are retained and the noise-dominant ones are suppressed. Wang et al. [66] carried out a study

to evaluate the enhancement performance of DNN models using different training targets. They

employed an FC network to either directly estimate the STFT of the spectral magnitude of the

clean speech or a spectral mask, including IRM and SMM. They concluded that estimating a

spectral mask is more efficient than directly estimating the clean speech magnitude spectrum as far

as quality and intelligibility scores are concerned.

Most of the above-mentioned training targets focused on enhancing the speech magnitude

solely and used the noisy phase to restore the estimated speech, thereby underestimating the impact

of phase enhancement on the overall performance. As discussed in Section 1.3.2, some researchers

showed the advantages of exploiting phase information in speech enhancement. Erdoghan et al.

[68] introduced a phase-sensitive spectrum approximation (PSSA) as an extension of SMM and

showed that the incorporation of phase information leads to a better signal-to-distortion ratio of

the estimated clean speech in comparison to SMM. Williamson et al. [6] introduced a DNN-based

technique to predict a complex IRM (cIRM) to enhance the noisy speech phase and magnitude si-

multaneously. In [6] and [98], respectively, an FC network and a composite model were employed

to estimate cIRM, leading to improved quality and intelligibility of the enhanced speech. Accu-

rate estimation of the mask is very important to the enhancing performance. As such, a delicately

designed DNN is required in addition to designing an efficient mask.

As mentioned in Section 2.2.2, DNN-based methods for speech enhancement often employ an

FC network that comprises a large number of parameters. More importantly, these methods ne-

glect temporal information even though speech exhibits strong temporal dependencies. Unlike an

FC network that processes input samples independently, RNN with self-connections treats input

samples as a sequence and models the information flow over time. Making RNN a natural choice

to model the temporal dynamics of speech using information extracted from previous frames; thus,

RNN can be employed as a learning machine for speech enhancement [7, 55]. Besides, LSTM
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networks were introduced for sequence learning because RNN suffers from the vanishing and ex-

ploding gradient problem. Jitong et al. [55] employed an LSTM network to estimate IRM and

showed that compared to FC networks, LSTM significantly improves speech enhancement per-

formance while boosting speaker generalization capability. In [99], a modified version of LSTM

called bidirectional LSTM (BLSTM) was proposed, which combines information from past and

future states to calculate the output sequence, thus taking full advantage of the input signal’s con-

textual information.

The choice of features for the network input is very important in the learning process since

inappropriate inputs may result in deviation of the output from its reference value. Instead of

using conventional features, a CNN can be employed to extract the most appropriate input speech

features for the enhancement task. As an efficient method of feature extraction, a traditional CNN

made up of cascade connections of convolutional and pooling layers was employed for speech

recognition in [100] and for acoustic scene classification in [101]. However, due to the small

receptive field of CNN filters, the general contextual information of speech is suppressed. To

address this problem, a new CNN structure with 1D convolution in the frequency domain and 2D

dilated convolution in the STFT domain was proposed in [12] to enlarge the receptive field while

keeping the number of parameters and memory footprint small.

In this chapter, we propose a novel serial hybrid neural network that integrates a CNN and

LSTM for speech enhancement based on phase sensitive mask (PSM) estimation. The novel con-

tributions of this framework are summarized as follows.

1. A new low-complexity fully-convolutional CNN that facilitates learning, accelerates conver-

gence, and reduces the number of model parameters is proposed to extract the most appro-

priate features of the input speech.

2. An attention technique is adopted to adaptively emphasize the valuable features extracted by

CNN and suppress less important ones.
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Figure 16: A high-level block diagram of the serial hybrid model.

3. An LSTM is employed to take advantage of temporal dependencies of speech and accom-

plish the regression between the CNN-extracted features and the mask values.

4. Different RNN variations are evaluated and analyzed to optimize the network structure in

terms of performance, computation time, memory footprint, and number of model parame-

ters.

5. A grouping strategy is adopted to reduce the number of RNN parameters. Moreover, differ-

ent forms of grouping strategy are compared in terms of the objective quality of the enhanced

speech and the number of trainable parameters.

6. The proposed model is evaluated using different datasets and compared to some related

DNN-based methods. Different training targets are also investigated to exploit the phase

information alongside magnitude enhancement so as to achieve the best performance.

The rest of this chapter is organized as follows: the high-level block diagram of this model is

presented in Section 3.2. The details about different training targets for this model are explained in

Section 3.2.3. The modified CNN and RNN are presented in Sections 3.2.1 and 3.2.2, respectively.

Finally, the experimental results including a wide range of comparisons and relevant discussions

are provided in Section 3.3.
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3.2 Proposed Serial Hybrid Model

Fig. 16 shows the high-level block diagram of the proposed serial hybrid model. In this model,

feature extraction is executed by a modified CNN structure that is fully-convolutional with fre-

quency dilated convolutions. An attention block emphasizes the valuable features, and a modified

RNN variation then maps these features to the training target by exploiting the speech’s temporal

information. The key components of the model are discussed in the following.

3.2.1 Modified CNN Structure

Dilated Convolution

CNN was initially designed for image classification. A conventional CNN is made up of pairs of

convolutional and pooling layers followed by an FC network. The former aims to extract features,

while the latter accomplishes classification. As mentioned in Section 2.2.2, a pair of convolutional

and pooling layers is usually called a convolutional layer. This kind of CNN structure can be easily

employed for speech enhancement in the STFT domain since the speech spectrogram looks like an

image.

The conventional CNN kernels were initially designed to capture local correlations of an im-

age for the image processing purpose because the image usually exhibits local correlations while

speech spectrogram mainly possesses non-local correlations along the frequency axis [102]. On

the one hand, non-local correlations in speech spectrogram, like the correlation of harmonics, can

be exploited to improve the clean speech spectrogram’s prediction. However, since the frequency

dimension of speech spectrogram as the input of CNN is at the rate of a few hundred, limita-

tion of the receptive field (the local area from the previous layer) of convolution layers results in

destroying global correlations of speech spectrogram [12]. On the other hand, the pooling layer

reduces resolution and sensitivity to local variations; this is so obstructive for the CNN architecture

if used for spacial dimension reduction [7]. As pointed out in [103], max-pooling keeps merely

very rough information and discards the rest. Besides, average pooling neglects the importance of
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local structure by attenuating individual grid contribution in a local region.

A common practice is to enlarge the CNN kernel size along the frequency axis to meet large

receptive field requirements, like in [104] where filters with the size of 25 are utilized, which,

however, leads to high complexity and consequently low speed. Another approach to enlarge the

receptive field of the convolution layer is to use stride convolution, which can reduce run time by

reducing the size of intermediate representations and introduce some translation invariance [105].

However, striding makes the TF cell prediction overly smooth and less accurate which means

reducing the spatial resolution.

To overcome the limitations mentioned above, dilated convolution was introduced and already

successfully applied for imaging segmentation [106], and speech synthesis [11]. Consider a regular

causal convolution for 1D data, as shown in Fig. 17. In this figure, four causal convolutional

layers are stacked, and the kernel size is two. This leads to the receptive field size of only five,

which is very small and does not benefit from contextual information. It is worth pointing out

that this convolution guarantees no use of future time steps while calculating the current time step.

Furthermore, the run time of CNNs is faster than RNNs since there is no feedback connection in

the network. With the stacked causal convolutional structure, there is a need for many layers to

enlarge the receptive field, or a large CNN kernel size, as mentioned above.

However, dilated convolutional layers address this issue without increasing the model size or

computational cost. Such layers expand the area that the kernel covers by skipping a certain number

of values. The way it works is similar to using a large kernel by dilating it with zeros while it is

pretty more efficient. This is like a pooling layer; but, the input and output sizes are similar. A

CNN with stacked dilated convolutional layers is shown in Fig. 18. In this figure, the kernel size

is still two, but dilations of 1, 2, 4, and 8 for each layer lead to a receptive field of 16. Hence,

the receptive field can be exponentially expanded by stacking dilation convolution layers while the

input resolution and coverage are kept intact.

Based on the conventional convolution of a 1D signal F and a kernel k, we define the dilated
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Figure 17: Visualization of stacking of causal convolutional layers [11].

Figure 18: Visualization of stacking of dilated causal convolutional layers [11].

convolution with dilation factor l as,

(k ∗l F )(t) =
∞∑

τ=−∞

k(τ)F (t− lτ) (12)

where t and ∗l denote the discrete time and dilated convolution, respectively. Obviously, this defi-

nition reduces to a regular convolution when l=1. Also, it can be easily extended to 2D convolution.

Figure 19 shows a dilated 2D frequency convolution with an increasing dilation factor along the

frequency axis. It is worth pointing out that the CNN in the hybrid model is designed to capture

the spectral information; thus, there is no dilation alongside the time axis.

Inspired by [11], we employ a fully-convolutional CNN with frequency dilated convolution to
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exploit the most appropriate speech features. This CNN obtains a large receptive field along the

frequency axis while keeping CNN filter size relatively small. Furthermore, to facilitate the model

training, residual learning and skip connection techniques [72] are adopted. It is worth mentioning

that there is no pooling layer in this CNN structure.

Time
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eq
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nc

y

Figure 19: Frequency-dilated convolution. With filter size 3 × 3, the dilation rate from left to right
is 1, 2, and 4, respectively. No dilation along the time axis [12].

Attention Techniques

CNN contains many feature maps that may have different levels of significance. Accordingly,

emphasizing informative feature maps improves the model performance. By recalibrating fea-

ture maps, an attention mechanism adaptively emphasizes the informative ones while suppressing

others.

A successful attention mechanism termed squeeze-and-excitation (SAE) was introduced in

[107] focusing on channel relationships. In this approach, illustrated in Fig. 20 (a), an average-

pooling operation spatially aggregates the global information of each feature map to a channel

descriptor in the squeeze stage. Then, an FC network captures channel-wise dependencies by ad-

justing the descriptor in the excitation stage. Finally, the original feature maps are recalibrated by

the excitation values, and the results are delivered to the subsequent layer.
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Figure 20: SAE attention techniques, (a) channel-wise, (b) spatial, (c) spatial using both max and
average pooling.
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Inspired by SAE but aiming to take advantage of pixel-wise spatial information, Roy et al.

[108] introduced spatial SAE, illustrated in Fig. 20 (b), wherein the squeeze operation is performed

along channels while the excitation is spatial.

Inspired by [108], we employ a spatial SAE between CNN and LSTM to emphasize significant

features generated by CNN. In particular, we use both average and max pooling across different

channels to squeeze the input information, as shown in Fig. 20 (c). A convolutional layer then

combines the results, and finally, the output is element-wise multiplied with the input feature maps.

In this work, we investigate the use of these attention techniques in the proposed model.

3.2.2 Modified RNN Variations

RNN Variations

Most studies on speech enhancement try to take advantage of strong temporal dependencies of

speech and provide useful temporal contextual information to a neural network by utilizing a win-

dow of frames as input due to the impact of contiguous frames on the current frame [19, 55].

However, not all contiguous frames have the same impact on the current frame. Also, the infor-

mation beyond this window is not exploited. In this context, an RNN treats input samples as a

sequence and can model the changes over time, making it the best choice to model the temporal

dynamics of speech. Furthermore, it is demonstrated in [109] that LSTM, as the most widely used

type of RNN, is beneficial for low-latency enhancement and it, even without using future frames,

outperforms a fully connected model with future frames. More importantly, LSTM is an effective

approach for speaker-independent speech enhancement compared to an FC network that fails to

model various speakers [55].

LSTM prevents a general RNN from vanishing and exploding the gradient, a problem caused

by very long-term dependencies. It contains a memory cell with three gates, i.e., input gate, forget

gate, and output gate, to facilitate information flow over time. The input gate controls how much

information should be added to the cell; the forget gate decides how much previous information

should be erased from the cell; and the output gate computes the next hidden state. Figure 21 (a)
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Figure 21: RNN variations. Block diagrams of (a) LSTM, (b) GRU, (c) BLSTM.
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illustrates an LSTM unit. Assume xt ∈ RM×1 is an external input at time t, and ht−1 ∈ RN×1 is a

recurrent hidden state at time t− 1. Then, the three gates can be defined as it, f t, and ot ∈ RN×1,

respectively, which are expressed as:

it = σ(Wix
t + Uih

t−1 + bi) (13)

f t = σ(Wfx
t + Ufh

t−1 + bf ) (14)

ot = σ(Wox
t + Uoh

t−1 + bo) (15)

where σ is a sigmoid activation function; W ∈ RN×M and U ∈ RN×N are are the weight matrices

and b ∈ RN×1 represents the bias vector. The current value of memory cell state, ct, is calcu-

lated based on an intermediate candidate and the previous value of the internal memory cell state,

represented by ĉt and ct−1, respectively, as expressed below.

ĉt = tanh(Wcx
t + Uch

t−1 + bc) (16)

ct = f t � ct−1 + it � ĉt (17)

ht = ot � tanh(ct) (18)

where � denotes element-wise multiplication, and ht is the current hidden state. Considering the

dimension of cell state and input vector as N and M , the total number of parameters for an LSTM

network is 4× (N2 +NM +N).

Combining the forget and input gates in LSTM into a single one, GRU is introduced with

two gates rt and zt, named reset and update gates, respectively. GRU as a variation of LSTM is

faster and computationally more efficient than LSTM, while in some cases, it yields even better

performance on less training data [110]. GRU structure is depicted in Fig. 21 (b). At each step,
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GRU is implemented by the following set of equations,

zt = σ(Wzx
t + Uzh

t−1 + bz) (19)

rt = σ(Wrx
t + Urh

t−1 + br) (20)

ĥt = σ(Whx
t + Uh(r

t � ht−1) + bh) (21)

ht = (1− zt)� ht−1 + zt � ĥt (22)

Equations (21) and (22) are similar to (16) and (17) where one gate and its associated parameters

are omitted. The total number of parameters for a GRU-based network is then 3×(N2+NM+N)

[111]. GRU has no memory unit and exposes full hidden content without any control. Thus, it is

computationally more efficient, while its performance is sometimes on par with LSTM [110].

Other variations of RNNs are bidirectional networks, such as BLSTM and BGRU, introduced

to take full advantage of input information. A bidirectional cell is made up of two LSTM layers

connected to the same output where the output sequence is calculated using both forward and

backward hidden sequences, i.e., past and future states, simultaneously. Figure 21 (c) illustrates a

BLSTM structure.

As will be seen from our experimental results and comparison in Section 3.3.4, LSTM is the

best trade-off among the RNN variations for the proposed model for speech enhancement in terms

of quality of the results, computational time, memory footprint, and the number of model parame-

ters. As such, an LSTM network is employed to perform the final regression in our enhancement

system.

Complexity Reduction using Grouped Recurrent Networks

RNNs have been widely used for sequence learning and achieved state-of-art results in many ap-

plications. However, RNNs suffer from high complexity caused by parameter redundancies in

weight matrices that transfer hidden states between different steps and those transforming feature
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Figure 22: A two-layer RNN network with (a) no group strategy, (b) group strategy, (c) group
strategy and representation rearrangement.
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representations from a low to a high level. To alleviate this issue, group recurrent layers were

introduced in [112] that reduce the complexity of RNN while maintaining the same level of per-

formance. This technique is successfully employed in the RNN part of a high complexity gated

convolutional recurrent networks [113].

Ignoring the bias vector bi, the number of required parameters to implement equation (13) is

N2 + N × M . If the input x and recurrent layer h are split into K disjoint groups performing

independently, the number of parameters becomes,

K ×
(

(
N

K
)2 +

N

K
× M

K

)
=
N2 +N ×M

K
(23)

As such, the number of RNN parameters drops by K. Fig. 22 (a) and (b) depicted a stan-

dard and grouped RNN, respectively. In a grouped RNN, intra-group dependencies are efficiently

learned. However, inter-group dependencies, i.e., the dependencies across different groups, are lost

since individual groups perform independently. Since inter-group correlations are cut off in this

architecture, the representation power drops. To tackle this issue, a parameter-free representation

rearrangement technique between consecutive group layers was introduced [112], as illustrated

in Fig. 22 (c). It is to grant the subsequent layers access to all groups’ outputs to capture the

inter-group dependencies. This regrouped RNN reduces our model’s complexity while keeping

the performance nearly intact.

3.2.3 Training Targets

The noisy speech model in both time and STFT domain was explained in Section 2.1. As men-

tioned, Y (k, l), X(k, l), N(k, l) represent the STFTs of noisy speech signal, y(t), clean speech

signal, x(t), and noise signal, n(t), over consecutive frames, respectively, and k and l denote the

time frame and frequency discrete indices, respectively.

In the sequel, we shall often represent complex STFT coefficients in terms of their magnitude

and phase, asX(k, l) = |X(k, l)|∠X(k, l), or in terms of the real and imaginary parts, asX(k, l) =
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Figure 23: Spectrogram plot of clean speech (a) magnitude, (b) phase, (c) real component, and (d)
imaginary component.

<(X(k, l)) + i=(X(k, l)). Fig. 23 (a) and (b) show the spectrogram plots of the magnitude and

phase of a representative clean speech utterance, while Fig. 23 (c) and (d) depict the real and

imaginary spectrogram components of the same utterance, respectively. As shown, the magnitude

spectrum of the clean speech exhibits a clear structure that is amenable to supervised learning

and thus has been considered as the training target in many studies, such as [44, 97], where the

DNN-estimated magnitude spectrogram is combined with the noisy phase to resynthesize the clean

speech. Besides, some studies such as [65, 66], consider IRM as the training target, as below,

IRM(k, l) =

√
X2(k, l)

X2(k, l) +N2(k, l)
(24)
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The estimated IRM will be multiplied by the noisy speech spectrogram, and then the estimated

clean speech will be resynthesized using the noisy phase. Meanwhile, phase processing is promi-

nent for speech enhancement, particularly at low SNR levels, as the phase of background noise is

dominant at these SNR levels. Hence, the PSM as an extension to IRM was introduced in [68] to

exploit the phase information in the enhancement procedure, which is defined as,

PSM(k, l) = <
(
X(k, l)

Y (k, l)

)
= <

(
|X(k, l)|
|Y (k, l)|

ei(∠X(k,l)−∠Y (k,l))

)
=
|X(k, l)|
|Y (k, l)|

cos(ζ) (25)

where ζ is the difference of noisy and clean speech phases within each TF cell.

As shown in Fig. 23 (b), the phase spectrogram looks quite random since the wrapped phase

values fall in (−π, π]. Thus, direct estimation of the phase spectrogram is intractable for DNN [6].

Hence, some studies like [12] considered the complex spectrogram’s real and imaginary compo-

nents as the training target and had the neural network directly estimate them. Since both com-

ponents appear similar, except for a shift of π/2 radians, and possess a clear structure akin to the

magnitude spectrogram, as shown in Fig. 23 (c) and (d), they are amenable to supervised learn-

ing. Furthermore, the similarity and correlation between the two components make it possible to

estimate both components by a single neural network. From another perspective, the parameter

sharing mechanism to simultaneously predict both components boosts learning and generalization

capability. In particular, the authors of [12] and [114] improved the estimation of these real and

imaginary components as two highly correlated subtasks through parameter sharing.

In [6], cIRM was suggested as the training target of the neural network. From X(k, l) =

M(k, l) ◦ Y (k, l), the complex ratio mask M(k, l) can be computed as,

M =
YrXr + YiXi

Yi
2 + Yr

2 + i
YrXi − YiXr

Yi
2 + Yr

2 (26)

where r and i denote the real and imaginary components, and ◦ represents element-wise multi-

plication. Here, the argument (k, l) is discarded for brevity. The authors of [6] considered both

real and imaginary components of M as two subtasks to be estimated by a single DNN to enhance
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Figure 24: Spectrogram plot of (a) cIRM real part, (b) cIRM imaginary part, (c) Estimated cIRM
imaginary part.

magnitude and phase simultaneously.

Different statements about whether mapping or masking performs better for speech enhance-

ment can be found in the literature. In [66] , it is claimed that estimating cIRM outperforms direct

estimation of real and imaginary components of a complex clean speech spectrogram for speech

enhancement, while in [114] the advantage of direct estimation of a complex spectrogram over

cIRM is stressed. These controversial comments likely stem from different DNNs and training

datasets employed in these methods. An ideal cIRM can faithfully recover the complex spectro-

gram of clean speech and the clear structure of its real and imaginary components, as shown in

Fig. 24 (a) and (b), making it amenable to supervised learning. However, the neural network is

surprisingly unable to estimate the imaginary component of cIRM. In [115], the authors supposed

that it is because of the lack of a learnable pattern in the imaginary component of the cIRM. Fig.

24 (c) shows the imaginary part of the cIRM estimated by a well-trained DNN. As shown, there

is no information in the imaginary part. This complies with the argument made in [102] about the

disability of DNN to estimate the imaginary component of cIRM, and supports the results shown

in [116]. Meanwhile, the marginal advantage of cIRM over PSSA reported in [6] could result from

using a different number of model parameters to estimate the training target. Based on the above

observations, we are motivated to employ PSM as the training target in our proposed hybrid model.
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Figure 25: Detailed serial hybrid model.

3.2.4 Detailed Serial Hybrid Neural Network

As shown in Fig. 25, the first stage of the proposed hybrid model is to exploit a CNN with dilated

1D frequency convolution to extract an enriched set of input speech features. CNN’s input is the

real and imaginary parts of the noisy speech spectrogram. In this CNN, four 1D convolutional

layers are stacked with an increasing dilation rate of two, i.e., 1, 2, 4, and 8. All kernel sizes are

1×7, and the number of channels for four layers is 16, 32, 16, and 8 in order for the CNN structure

to be symmetric. ReLU is employed as the activation function. Residual learning is also applied

to ease training by bypassing each layer’s input to its output by an identity mapping layer, with

1 × 1 kernels, which fixes the number of channels. The output of the 1D convolution layer and

the bypassed input signal are summed as input to the next layer. Each layer’s skipped outputs

are then forwarded using 32-channel identity mapping layers, and their summation is later fed

to the attention block. It is worth mentioning that, instead of summation, the outputs could be

stacked; but, we found that the summation here yields better results. Average and max pooling

operations are simultaneously applied to the input feature maps of the attention block, and the

results are concatenated and then combined using a convolutional layer with kernel size of 1×7 and

sigmoid activation function. The input feature maps are reweighted by their multiplication with the

output of this convolutional layer. The attention block’s output is later fed to the last two-channel

identity mapping layer. Consequently, both channels’ outputs are reshaped and concatenated to be

delivered to the LSTM network.

The LSTM network has three hidden layers, each comprising 256 units. Grouping strategy

and representation rearrangement are applied between layers 2 and 3. A dynamic RNN is used
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to perform fully-dynamic unrolling of inputs which speeds up the process in the sense that the

input can have variable time steps. Here, the time step is the number of previous frames the cell

used to compute the hidden state. Recurrent dropout is applied at a rate of 0.3 to mitigate the

probable over-fitting problem. It is worth pointing out that because the number of parameters is

limited compared to the high volume of the training dataset, the model learns merely basic data

information. It means that the network does not suffer from over-fitting and is well generalized to

unseen conditions.

Finally, a single affine dense layer transforms the LSTM network output to the PSM. On the one

hand, choosing a mask as the training target addresses the global variance problem. As reported in

[96], direct estimation of spectrogram causes an over-smoothing problem in the estimated signal

compared to the reference signal, leading to a muffling effect, while a masking-based approach

does not encounter this problem. On the other hand, mask estimation narrows the dynamic range

of information that the network has to estimate. Besides, the advantage of PSM over other training

targets in the hybrid model is demonstrated in Section 3.3.6.

3.3 Experimental Results

3.3.1 Experimental Setup

The proposed serial hybrid model is evaluated with TIMIT dataset. A 60-utterance subset is ran-

domly selected from the dataset and kept aside for the testing stage, i.e., it is not used in training.

Highly non-stationary noises from NOISEX-92 corpus, namely restaurant, babble, street, and fac-

tory, are selected to evaluate the model. Each noise file is divided into two parts, one for training

and the other for testing, to ensure that the noise is unseen during the testing stage. We mix random

chunks of the first part of the noises mentioned above with the clean utterances at different SNR

levels. To this end, an energy ratio is defined as follows,

ER =

√
X2(t)

N2(t)× 10(SNR
10 )

(27)
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where X(t) and N(t) denote the energy of clean and noise signals, respectively. Then, the noisy

signal is derived as below,

y(t) = x(t) + n(t)× ER (28)

The clean utterances are mixed with the noises at SNR levels of −5, 0, 5, and 10 dB results

in more than 100 k mixtures (6300 utterances ×4 SNR levels ×4 noises) for the training stage.

In the testing stage, the unseen utterances are mixed with random cuts of the unseen noise part at

unmatched SNR levels of −6, 0, 6, and 12 dB, which gives 960 utterances (60 utterances ×4 SNR

levels ×4 noises), half males and half females.

Furthermore, the proposed model is trained with 300 utterances from IEEE corpus mixed with

the first half of 20 noises from NOISEX-92 (including airport, babble, buccaneer1, car, destroy-

erengine, destroyerops, exhibition, f16, factory, hfchannel, leopard, m109, machinegun, pink,

restaurant, street, subway, train, volvo, and white) at SNR levels of −5, 0, 5, and 10 dB, i.e., 24

k mixtures (300 utterances ×4 SNR levels ×20 noises.) Then, 50 unseen utterances mixed with

random cuts of unseen part of different noises at unmatched SNR levels of −6, 0, 6, and 12 dB,

i.e. 4 k mixtures (50 utterances ×4 SNR levels ×20 noises) for the testing stage. Moreover, the

model is evaluated with totally unseen noises named Coffee Shop and Busy City Street from [117]

to show the generalization capability of the model to unseen noises at unmatched SNR levels.

The sampling rate is 16 kHz for all utterances segmented using the Hanning window with a

frame length of 20 ms and 50% overlap between adjacent frames, i.e., 10 ms frame shift. A 320-

point discrete Fourier transform (DFT) is computed where each frame consists of 160 samples.

The cost function is defined as the mean square error (MSE) to measure the difference between

the mask-filtered and ground-truth spectrograms, as follows,

MSE =
1

LK

∑
l

∑
k

[
M̂(k, l)Y (k, l)−X(k, l)

]2
(29)

where L and K are, respectively, the total number of time frames and that of frequency bins in

each batch. An alternative is to measure the error between the estimated and ground-truth mask
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values, as follows,

MSE =
1

LK

∑
l

∑
k

[
M(k, l)− M̂(k, l)

]2
(30)

We have found that better results can be obtained if the cost function is defined between the

estimated and ground-truth mask values. Adam optimizer [118] as an extension to stochastic

gradient descent is used to update model parameter values during the training stage iteratively.

The learning rate is initially 0.001, and then decays at a rate of 0.9 after each 1000 training steps.

By each training step, we mean updating the model parameters based on the samples in one batch.

In our experiments, each batch contains time frames of one noisy utterance. It is worth mentioning

that these utterances have a minimum size of 100 and whatever maximum size. In case that the

number of frames of an utterance is more than 500, we break it into more batches.

It is worth mentioning that all the experiments are performed using a single NVIDIA GeForce

RTX 2080 GPU with 8 GB memory and a 2.2 GHz AMD Ryzen Threadripper 2920X 12-Core

Processor. The average processing time of a 1-second utterance using the proposed model is around

8 milliseconds.

3.3.2 Feature Extraction and Analysis

Numerous acoustic-phonetic feature types have been introduced in the literature, and each could

outperform others depending on the application. To investigate the impact of different inputs on

the hybrid model performance, we evaluate the network with high-quality Gammatone-domain

MRCG features [119], spectrum-based log Mel-filterbank energy features [69], and CNN-extracted

features.

It is a common practice to concatenate original features (static) with their delta (first-order time

derivative) and acceleration (second-order time derivative), called dynamic features, as they carry

the temporal information of the static features [120]. As such, the dimension of log Mel-filterbank

and MRCG features is 78 (26 static + 2 × 26 dynamic) and 768 (256 static + 2 × 256 dynamic),

respectively. However, static and dynamic features appear in different ranges. Fig. 26 (a) shows
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Figure 26: Input features visualization, (a) Log Mel-filterbank energy features concatenated with
their delta and acceleration, (b) Normalized to zero mean and unit variance log Mel-filterbank
energy features concatenated with their delta and acceleration.
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Figure 27: Features extracted by CNN.

log Mel-filterbank energy features concatenated with their delta and acceleration for several frames

of a speech signal where there is a considerable gap between the difference of static and dynamic

features in terms of mean and variance. To unify the values and also provide unbiased involvement

of different elements of feature vectors, normalization to a standard range across all the features is

required [99]. Input features are commonly normalized to zero mean and unit variance, as shown

in Fig. 26 (b).

Besides, since the mapping is to be done by a neural network, we can let the network also decide

what sort and combination of features are better to be exploited to improve the performance. To

this end, we employed a CNN with dilated 1D and 2D frequency convolution with a kernel size of

1× 7 and 5× 7, respectively, to observe which one gives better performance. To get a perspective

about how the CNN-extracted features look like, the features for several consecutive frames are

shown in Fig. 27.

Fig. 28 shows the average PESQ score improvement resulting from using different features and

illustrates a comparison of computational time, memory footprint, and the number of the model’s

whole parameters using different feature extraction methods. It is to be mentioned that time and

memory are normalized to 1 for simplicity, and the number of model parameters is in million. Note
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Figure 28: Feature comparison in terms of the average PESQ score improvement, computational
time, memory, and number of parameters (in Million).

that the comparisons are performed using TIMIT dataset and four noises, namely, babble, factory,

restaurant, and street, as mentioned in Section 3.3.1.

As shown in the figure, on the one hand, log Mel-filterbank energy features concatenated with

dynamic features do not lead to satisfactory enhancement results in comparison with other experi-

mented feature extraction methods. In contrast, in terms of computational time, memory footprint,

and the number of parameters, they lead to the lowest. The reason is that these features do not bear

the necessary and adequate information required for the network to establish an accurate mapping.

On the other hand, MRCG features give very good results, indicating that this high-dimensional

feature set carries a significant amount of information. Obviously, this feature set’s high dimen-

sionality leads to a high number of model parameters. Also, these features benefit from both local

and contextual information as they are computed from four cochleagrams at different spectro-

temporal resolutions with enriched information. However, Gammatone-domain feature extraction

usually takes a long time. As shown in the figure, extracting MRCG features takes the longest

71



No A
tte

ntio
n

Channel-w
ise

Spatia
l

Paralle
l S

patia
l

0.6

0.65

0.7

0.75

0.8

P
E

S
Q

 I
m

p
ro

v
em

en
t

Figure 29: Comparison of different attention techniques in the hybrid model.

time.

Besides, the performance using CNN with 1D convolution is similar to that using CNN with 2D

convolution, while it is better than using log-Mel features as CNN extracts the most appropriate

features in our model. Exacting features using CNN takes less time than Gammatone-domain

features like MRCG, requiring more memory for its computations. As seen in the figure, CNN

with 1D convolution entails less time and parameters. As such, we can conclude that the best

trade-off regarding performance, computational time, memory, and number of parameters is to

extract features using a CNN with 1D convolution.

3.3.3 Benefit of Attention

As explained in Section 3.2.4, the CNN output contains 32 feature maps that will be sent to the

attention block. The attention mechanism is to model the interdependencies among feature maps

to boost their representative capability.
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Figure 30: Comparison of different units in terms of the average PESQ score improvement, com-
putational time, memory, and number of parameters (in Million).

As described in Section 3.2.1, three different attention mechanisms, namely, channel-wise,

spatial, and parallel spatial, are investigated in the hybrid model. The comparison in terms of the

average PESQ improvement is shown in Fig. 29. Clearly, using the attention technique improves

the performance in general, and moreover, the parallel spatial attention outperforms the other two

techniques. This is because the importance of the feature maps’ pixels is emphasized through both

average and max pooling operations. As such, we adopt the parallel spatial attention technique in

the hybrid model.

3.3.4 Comparison of RNN Types

In this section, we aim to investigate the model performance using LSTM, BLSTM, GRU, and

BGRU. All the networks are trained and tested with the same configuration, each comprising 3
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Table 3: Comparison results of different Grouped RNN configurations.

Model a b c d e
Avg. PESQ improvement 0.64 0.61 0.54 0.63 0.56
No. Parameters (Million) 1.53 0.79 0.42 1.00 0.74

hidden layers of 256 units. The training and testing datasets are as mentioned in Section 3.3.2.

Figure 30 shows the average of PESQ improvement for different noises and SNR levels, as well

as computational time, memory footprint, and the number of parameters. As shown, GRU does

not yield satisfactory results PESQ-wise, while in terms of other measurements, it achieves the

lowest. BLSTM, BGRU, and LSTM yield almost the same results in terms of PESQ score, while

the number of model parameters using BLSTM and BGRU is roughly twice and 1.5 times than

LSTM. Consequently, BLSTM and BGRU take longer computational time and entail more mem-

ory than LSTM. Hence, we can conclude that LSTM is the most appropriate RNN variation for

mask estimation in the proposed model.

3.3.5 Comparison of Evaluation of Different Grouping Strategies

In this section, we evaluate five LSTM network configurations as shown in Fig. 31 in terms of

the PESQ score of the results and the number of model parameters to find the best trade-off for

our model. Fig. 31 (a) shows a standard three-layer LSTM structure with 256 units per layer

where no grouping strategy is adopted. Fig. 31 (b) and (c) illustrate the same network using a

grouping strategy where both input and hidden layers are split into 2 or 4 groups, respectively,

and representation rearrangement is applied to the hidden layers. Fig. 31 (d) and (e) show similar

architectures, but the grouping strategy and representation rearrangement are only adopted between

layers 2 and 3, respectively.

The comparison results, in terms of the average quality and the number of parameters, are

shown in Table 3. The training and testing datasets are as mentioned in Section 3.3.2. As illus-

trated, a standard LSTM network (a) yields an average PESQ score of 0.64 with 1.53 M parameters,

while using the grouping strategy only between layers 2 and 3 (d) not only does yield roughly the
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Figure 31: LSTM network with grouping strategy and representation rearrangement, (a) a standard
LSTM network, (b) LSTM network with 2 groups and representation rearrangement for input and
all layers, (c) LSTM network with 4 groups and representation rearrangement for input and all
layers, (d) LSTM network with 2 groups and representation rearrangement between layers 2 and
3, (e) LSTM network with 4 groups and representation rearrangement between layers 2 and 3.
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same results concerning quality but also cuts the number of whole model parameters by 35%.

Also, using the grouping strategy between every contiguous layer (b) gives 0.61 for quality with

only 0.79 M parameters which means the number of whole model parameters is cut by 52%. As

shown, grouping by 4 does not give good results despite whether grouping for all layers (c) or two

layers (e). In this paper, we choose the grouping strategy with two groups between layers 2 and 3

(d).

3.3.6 Training Targets Comparison and Analysis

Label Compression

A neural network would be better and easier trained if input and output are in the same range.

Since the mask values (equation (25)) might have a wide range, a compression function should be

adopted to make these values amenable to a neural network. The most straightforward compression

method might be to limit the values within [−1, 1]. This technique’s problem is that some mask

values can go very high because of a small denominator. As such, normalization to unity with re-

spect to these large values will result in undesired TF cells’ over-compression. Other methods are

hyperbolic tangent, and a variation of it introduced in [121] which we call QC, as shown in Fig.32

(a) and (b). Figure32 (c) illustrates a slice of the label vector showing how different compression

techniques influence label magnitude. As shown, employing hyperbolic tangent compression gives

a better resolution while limits the label values to −1 and 1. To show the impact of label compres-

sion on the enhancement performance, we evaluated the hybrid model with different compression

methods to compare the average PESQ score improvement. As shown in Fig. 32 (d), hyperbolic

tangent gives the best results for our model.

Comparison of Different Training Targets

As mentioned in Section 3.2.3, there are different claims in the literature about which training target

is preferred for a DNN-based speech enhancement. As such, we compare different training targets
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Figure 32: Label compression. (a) QC compression methods, (b) hyperbolic tangent, (c) a cut of
mask values, (d) Average PESQ score improvement of different compression methods.

including IRM [66], cIRM [6], complex spectrogram (CS) [12], and PSM [68] in terms of average

PESQ score improvement in the hybrid model with IEEE dataset and 20 noises, as mentioned in

Section 3.3.1. As known, all these training targets consider phase information alongside magnitude

enhancement except for IRM.

Figure 33 shows the results of comparison. Comparing IRM with other training targets reveals
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Figure 33: Comparison of training targets with hybrid model.

the advantage of incorporating phase information and its direct impact on the quality of results.

Also, we can see that the quality improvement using cIRM as a mask is better than the direct

estimation of complex spectrogram using the hybrid model. It is because complex spectrogram

estimation is more challenging as the network has to precisely estimate every single element of the

complex spectrogram, leading to more cumulative error while the network amounts to a subset of

TF cells in the cIRM case. However, the hybrid model using PSM performs the best compared to

using other training targets, while the number of model parameters using PSM is almost 5% less

than using complex spectrogram and cIRM. This reduction in the number of model parameters

stems from the PSM training target size, which is one-half of that of other training targets.

3.3.7 Comparison with other DNN-based Methods

We compare the proposed model with some other mapping- and masking-based techniques. For

brevity’s sake, we call different methods based on their training targets. FFT-Mag and target mag-

nitude spectrum (TMS) are two direct mapping-based methods introduced in [66] and [96], respec-

tively. Both methods use FC networks with three hidden layers with 1024 and 2048 units per layer,
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Table 4: The number of trainable parameters in each method (in Million).

Method
FFT-M

ag

TM
S

IR
M

SM
M

PSSA
cIR

M
C

cIR
M

Prop
os

ed

Number of
Parameters 2.66 12.35 2.66 2.66 0.91 0.99 2.82 1.00

respectively. The former captures 5 frames to exploit contextual information and uses a set of

complementary features as the neural network input, while the latter uses 11 frames and log-power

spectral magnitude as the neural network input. FFT-MAG and TMS predict the STFT magnitude

and log-power spectral magnitude of clean speech, while both methods utilize the noisy phase to

resynthesize the clean speech.

SMM, IRM, and cIRM are three masking-based methods first introduced in [66] and [6], each

tested with a 3 hidden layer network and 1024 units in each layer. For all of them, 5 frames are

used to capture temporal contextual information, and the input is a complementary set of fea-

tures. cIRM estimation is also performed using a composite model in [98]. The model uses

Mel-frequency cepstral coefficients (MFCCs) features and STFT of the noisy speech as input, and

a parallel model. We call this model cIRMC in comparison tables. Also, a two-layer LSTM is

used for phase-sensitive spectrum approximation (PSSA) in [68]. This network’s input is 100-bin

log-Mel filterbank features, and a sigmoid function is used as the activation function of the output

FC layer. IRM, SMM, and PSSA resynthesize the estimated speech signal with the noisy phase.

All networks are evaluated with the same datasets, noises, and SNR levels for a fair comparison.

The number of trainable parameters in each method is presented in this table 4. As illustrated,

the number of trainable parameters of the proposed framework is less than that of other models,

except for PSSA and cIRMC. The methods are evaluated on the TIMIT dataset and four noises,

as mentioned in Section 3.3.1. Tables 5, 6, 7, and 8 present performance scores of the mentioned

methods for different noises and SNR levels where BBE, FTRY, STRT, and RTRT denote babble,

factory, street, and restaurant, respectively. The top number in each table cell represents the average

PESQ score with all aforementioned noises at different SNR levels for males and the bottom one

for females. As shown, the proposed framework prioritizes other models for every noise at almost
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Table 5: Performance of Different Methods at -6 dB.

Method PESQ SSNR
BBE FTRY STRT RTRT BBE FTRY STRT RTRT

Unprocessed 1.24
0.94

1.10
0.83

1.22
0.98

1.29
0.90

-10.26
-9.50

-9.65
-9.14

-9.48
-9.09

-9.57
-8.97

FFT-Mag 1.57
1.22

1.78
1.34

2.10
1.54

1.72
1.22

-0.25
0.03

0.38
0.20

1.39
1.35

0.34
0.46

TMS 1.49
1.29

1.62
1.37

1.88
1.67

1.61
1.31

0.05
0.45

0.27
0.60

1.33
1.77

0.38
0.80

IRM 1.61
1.29

1.73
1.34

2.11
1.66

1.91
1.46

-3.25
-2.60

-1.95
-1.77

1.05
1.21

0.06
0.67

SMM 1.61
1.23

1.72
1.32

2.05
1.66

1.86
1.37

-2.70
-2.36

-1.79
-1.71

-0.19
0.42

-1.25
-0.85

PSSA 1.56
1.22

1.73
1.42

2.06
1.73

1.74
1.35

-1.94
-1.59

-0.47
-0.22

1.75
2.37

0.43
0.78

cIRMC 1.73
1.53

1.84
1.62

2.28
2.05

1.89
1.61

-0.29
0.07

0.20
0.42

2.53
2.90

0.74
1.48

cIRM 1.60
1.35

1.81
1.50

2.30
1.90

1.94
1.60

-0.14
-0.16

0.79
0.66

2.19
2.51

0.66
1.05

Proposed 1.69
1.59

1.85
1.75

2.34
2.11

2.03
1.76

0.47
1.03

0.80
1.25

2.94
3.46

1.44
2.10

all SNR levels regarding PESQ score. With reference to SSNR, the proposed model outperforms

other models at SNR levels of−6 and 0 dB, while IRM shows higher scores at SNR 6 dB and IRM

and PSSA yield slightly better results at 12 dB SNR levels.

We also evaluated the aforementioned methods using the IEEE corpus where they are trained

with TIMIT dataset at unmatched SNR levels. Results can be seen in Table 9, where PESQ and

SSNR scores of the proposed model are higher than others, except for SMM that outperforms

others at SNR level of −6 dB.

Table 10 shows a comparison of different models trained with IEEE corpus mixed with 20

different noises at unmatched SNR levels. Obviously, the proposed model again outperforms others

in almost all the cases except for the SNR level of 12 dB, where PSSA yields marginally better

results. Furthermore, the model is evaluated with unmatched utterances mixed with unseen noises,

Coffee Shop and Busy City Street represented by CF and BCS, respectively, at unmatched SNR

levels. The results are shown in Table 11. Clearly, the proposed model outperforms other methods

in terms of both PESQ and SSNR scores.
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Table 6: Performance of Different Methods at 0 dB.

Method PESQ SSNR
BBE FTRY STRT RTRT BBE FTRY STRT RTRT

Unprocessed 1.64
1.38

1.52
1.30

1.74
1.48

1.64
1.32

-5.33
-4.95

-5.20
-5.01

-4.90
-4.77

-4.82
-4.71

FFT-Mag 2.10
1.61

2.16
1.73

2.43
1.86

2.19
1.66

1.63
1.40

1.99
1.71

2.54
2.40

1.81
1.88

TMS 1.92
1.72

2.06
1.86

2.28
2.07

2.04
1.77

1.90
2.17

2.16
2.55

2.85
3.39

1.89
2.53

IRM 2.22
1.86

2.30
1.95

2.66
2.29

2.42
2.01

1.59
2.07

2.66
2.82

4.80
5.45

3.49
4.11

SMM 2.13
1.79

2.20
1.86

2.43
2.13

2.27
1.87

0.89
1.20

1.78
1.93

2.68
3.69

1.72
2.32

PSSA 2.12
1.86

2.27
1.98

2.56
2.25

2.27
1.91

1.93
2.50

2.97
3.14

4.51
5.25

3.12
3.72

cIRMC 2.30
2.08

2.40
2.15

2.77
2.48

2.41
2.12

2.84
3.12

3.12
3.32

4.91
5.33

3.52
4.15

cIRM 2.21
1.90

2.28
2.02

2.70
2.35

2.45
2.06

2.95
3.04

3.34
3.34

4.74
4.93

3.51
3.73

Proposed 2.30
2.12

2.40
2.21

2.83
2.54

2.50
2.26

3.46
3.71

3.68
4.06

5.36
5.93

4.01
4.38

Table 7: Performance of Different Methods at 6 dB.

Method PESQ SSNR
BBE FTRY STRT RTRT BBE FTRY STRT RTRT

Unprocessed 2.10
1.88

1.99
1.78

2.23
2.01

2.06
1.82

0.34
0.30

0.16
0.28

0.82
0.81

0.65
0.67

FFT-Mag 2.50
1.97

2.52
1.99

2.65
2.06

2.56
1.96

3.13
2.84

3.25
2.90

3.50
3.26

3.33
2.94

TMS 2.31
2.17

2.40
2.25

2.58
2.38

2.40
2.17

3.64
3.99

3.89
4.27

4.22
4.52

3.68
4.12

IRM 2.79
2.44

2.86
2.54

3.10
2.83

2.95
2.58

6.16
6.59

6.71
7.07

7.78
8.70

6.95
7.48

SMM 2.59
2.29

2.64
2.33

2.84
2.53

2.65
2.29

4.56
5.15

5.32
5.59

5.95
6.72

5.14
5.70

PSSA 2.73
2.41

2.78
2.49

3.04
2.67

2.80
2.40

5.97
6.47

6.41
6.55

7.76
8.23

6.43
6.84

cIRMC 2.87
2.61

2.89
2.66

3.16
2.89

2.90
2.61

6.33
6.60

6.38
6.59

7.32
8.08

6.44
6.76

cIRM 2.82
2.49

2.82
2.57

3.10
2.79

2.92
2.54

6.03
5.64

6.24
5.95

7.27
7.29

6.45
6.19

Proposed 2.82
2.66

2.90
2.70

3.22
3.01

2.96
2.72

6.43
6.67

6.63
6.83

7.82
8.57

6.85
7.32
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Table 8: Performance of Different Methods at 12 dB.

Method PESQ SSNR
BBE FTRY STRT RTRT BBE FTRY STRT RTRT

Unprocessed 2.55
2.35

2.45
2.28

2.71
2.51

2.51
2.31

6.05
6.00

6.09
5.95

6.77
6.76

6.40
6.36

FFT-Mag 2.71
2.14

2.74
2.14

2.80
2.16

2.76
2.14

4.13
3.59

4.24
3.64

4.08
3.72

4.24
3.75

TMS 2.66
2.47

2.66
2.55

2.79
2.64

2.69
2.50

5.23
5.28

5.24
5.56

5.34
5.53

5.21
5.19

IRM 3.28
3.05

3.33
3.13

3.47
3.27

3.33
3.05

9.35
10.24

9.95
10.71

10.04
11.02

9.40
10.26

SMM 3.05
2.76

3.04
2.82

3.26
2.97

3.05
2.74

8.90
9.21

9.41
9.61

9.98
10.49

9.28
9.55

PSSA 3.23
2.90

3.19
2.96

3.38
3.12

3.21
2.89

9.97
10.07

10.08
10.23

10.89
11.47

9.93
10.20

cIRMC 3.30
2.02

3.09
3.00

3.28
3.17

3.03
2.98

9.13
9.25

9.19
9.40

9.78
10.46

9.21
9.52

cIRM 3.26
2.94

3.27
3.00

3.48
3.17

3.31
2.98

8.80
8.08

8.81
8.23

9.78
9.29

9.02
8.31

Proposed 3.31
3.18

3.35
3.16

3.55
3.35

3.40
3.14

9.58
9.76

9.66
9.63

10.29
10.80

9.89
9.94

Table 9: Average SSNR and PESQ Score of Different Methods Trained with TIMIT
Dataset and Tested with IEEE Corpus.

Method PESQ SSNR
-6 0 6 12 -6 0 6 12

Unprocessed 1.36 1.73 2.12 2.51 -9.50 -5.34 0.04 5.83
FFT-Mag 1.64 1.97 2.25 2.45 0.06 0.93 1.53 1.92

TMS 1.62 1.90 2.19 2.43 0.62 1.83 2.86 3.67
IRM 1.78 2.16 2.58 2.98 -0.88 2.24 4.96 6.85
PSSA 1.73 2.12 2.51 2.90 -0.39 2.15 4.59 7.00
SMM 1.81 2.12 2.44 2.74 -1.26 1.45 4.33 7.41

cIRMC 1.69 2.13 2.52 2.93 0.30 2.57 4.35 5.96
cIRM 1.80 2.19 2.60 2.96 0.18 2.23 4.15 5.89

Proposed 1.73 2.21 2.68 3.10 0.86 3.08 5.31 7.47
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Table 10: Average SSNR and PESQ Score of Different Methods evaluated with IEEE
Corpus.

Method PESQ SSNR
-6 0 6 12 -6 0 6 12

Unprocessed 1.40 1.74 2.14 2.55 -7.79 -3.90 1.40 7.21
FFT-Mag 1.95 2.39 2.76 3.00 1.49 3.53 5.14 6.18

TMS 1.87 2.34 2.73 3.01 1.47 3.74 5.56 6.80
IRM 1.87 2.45 3.00 3.39 -0.81 4.20 8.46 11.65
PSSA 1.90 2.46 2.97 3.37 0.71 4.84 8.47 11.86
SMM 1.84 2.32 2.76 3.14 -0.96 2.82 6.37 10.13

cIRMC 2.03 2.56 3.05 3.44 2.02 5.14 8.07 10.88
cIRM 1.90 2.44 2.95 3.34 1.81 4.66 7.50 10.15

Proposed 2.13 2.66 3.11 3.48 2.95 5.90 8.93 11.68

Table 11: SSNR and PESQ Score of Different Methods where unseen utterances are mixed with
unseen noises at unmatched SNR Levels.

Method
PESQ SSNR

-6 0 6 12 -6 0 6 12
CF BCS CF BCS CF BCS CF BCS CF BCS CF BCS CF BCS CF BCS

Unprocessed 1.36 1.31 1.70 1.80 2.11 2.25 2.54 2.71 -8.24 -8.10 -4.41 -4.10 0.93 1.00 6.60 6.90
FFT-Mag 1.49 1.92 2.04 2.40 2.60 2.78 2.97 3.04 -0.76 0.98 2.17 3.01 4.65 4.92 6.24 6.28

TMS 1.46 1.96 1.97 2.38 2.49 2.77 2.89 3.06 -0.63 0.79 2.28 3.15 4.68 5.18 6.42 6.73
IRM 1.52 1.80 2.09 2.42 2.70 2.99 3.19 3.38 -3.52 -1.72 1.18 2.91 6.34 7.21 10.51 10.77
PSSA 1.46 1.90 2.08 2.49 2.68 2.99 3.21 3.40 -2.03 0.04 2.39 3.61 6.48 7.25 10.34 10.89
SMM 1.52 1.83 2.06 2.29 2.55 2.78 2.99 3.19 -3.15 -1.53 0.77 2.24 4.76 6.08 8.93 10.05

cIRMC 1.74 2.01 2.26 2.53 2.82 3.05 3.28 3.45 0.03 1.45 3.72 4.51 7.16 7.56 10.30 10.61
cIRM 1.42 1.95 2.03 2.48 2.69 3.01 3.22 3.39 -0.12 0.89 2.97 3.93 6.13 6.85 9.34 9.72

Proposed 1.68 2.12 2.33 2.68 2.84 3.12 3.30 3.50 -0.12 2.31 3.75 5.09 7.22 7.90 10.55 11.07
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3.4 Conclusion

In this chapter, a serial hybrid model based on the integration of CNN and LSTM was proposed

for speech enhancement. First, CNN was employed to extract the most appropriate features from

the speech spectrogram. An attention technique is adopted to recalibrate the CNN feature maps.

A grouped LSTM network structure was then exploited to map the CNN-extracted features to a

PSM training target to benefit from strong temporal dependencies of speech while keeping the

complexity low.

CNN as a feature extractor was compared with some high-quality conventional acoustic fea-

tures to demonstrate CNN’s advantage at feature extraction. Also, the most common RNN vari-

ations have been considered for the mapping part in the proposed model, where the LSTM was

shown to be the best trade-off in terms of the performance, computational time, memory footprint,

and the number of model parameters. We also evaluated different grouping strategies within the

LSTM to find the hybrid model’s best performance.

Moreover, various training targets were compared in the hybrid model to demonstrate the ad-

vantage of PSM, which takes into account both magnitude and phase information in the enhance-

ment process.

Finally, the proposed model is compared with some well-known DNN-based speech enhance-

ment methods, showing significant improvement in speech enhancement in the presence of highly

non-stationary noise at different SNR levels. It was also shown that the hybrid model has a smaller

number of model parameters as compared to some related models in the literature.
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Chapter 4

A Low-Complexity Phase-Aware Parallel

Deep Neural Network for Speech

Enhancement

4.1 Introduction

In the previous chapter, a hybrid serial neural network was introduced, where a CNN extracted

the features, and then an LSTM performed the transformation between these features and a phase-

sensitive mask. Despite the fact that this model achieved satisfactory speech enhancement results,

there is still room for improvement in terms of the number of parameters of the model, compu-

tational complexity, and memory footprint. Moreover, the model can be designed in parallel to

speed up the process. In addition, the phase information can be more specifically studied and in-

volved in the enhancement process. A brief literature review about two topics will be presented in

the following. Specifically, DNN classes and their complexity and some well-known DNN-based

speech enhancement methods along with their limitations will be presented. Furthermore, we will

categorize and discuss the well-known available phase-aware methods in the literature along with

their shortcomings.
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Park et al. [5] investigated CNN for speech enhancement and compared its required number

of parameters with that of FC and LSTM. In particular, they showed that these three methods al-

most give the same speech enhancement performance, although CNN requires a smaller number of

parameters. However, this study only considers the number of parameters, while the actual com-

plexity and implementation cost also depend on the memory footprint, which can be significantly

larger for CNN than for LSTM and FC. As mentioned in the previous chapter, CNN was origi-

nally conceived to capture local information from an image, while speech spectrograms generally

exhibit non-local correlations. Moreover, the CNN network’s max-pooling layers only retain the

coarse information of its input. Consequently, a generative model with no max-pooling layer but

containing a stack of dilated causal convolutional layer instead was introduced in [11]. This model

expands the CNN filters’ receptive field without adding more complexity to the model. Inspired

by this work, a fully convolutional model in the frequency domain was introduced in [12] showing

promising speech enhancement results.

In contrast to the aforementioned stand-alone methods, some recent studies have considered a

combination of networks as the learning engine for speech enhancement. Tan et al. [122] intro-

duced a convolutional recurrent neural network (CRN) as an encoder-decoder network for speech

enhancement. They also extended CRN by introducing a gated convolutional recurrent network

and obtained better speech enhancement results in [113]. Some other CRN-based networks oper-

ating in the frequency and time domain were proposed in [123], and [124], respectively. Although

the CRN model yields good speech enhancement results, Strake et al. [125] argued that the internal

relations and local structures of CNN feature maps are ravished due to the reshaping of data among

different CRN components. Thus, they employed convolutional LSTM for speech enhancement,

where the fully-connected mappings in LSTM are replaced with convolutional mappings. Based on

this argument, another model block named gruCNN was recently utilized for speech enhancement

in [126], where recurrency is added to feature extracting CNN layers. These combined networks

achieved good speech enhancement results; however, they all exhibit very high complexity models,

and some of them (due to their non-causal formulation) introduce additional latency. Moreover,
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CRN-based methods perform well when the training and testing datasets are the same but break

down on unseen datasets [127].

Besides, researchers have proposed several different phase-aware methods. For the DNN-

based methods, the earliest attempt was to incorporate the phase information into the magnitude

processing, in which the phase spectrum can be considered as implicitly enhanced. Two phase-

sensitive masks are proposed in [68, 128], where the mask is defined with the information of the

difference between the noisy phase spectrogram and the clean one. However, these methods still

process the magnitude only and employ the noisy phase in speech reconstruction.

The second kind of phase-aware methods resorts to processing the real and imaginary part of

the speech spectrogram to avoid the difficulty of phase processing. A complex IRM was intro-

duced in [6] where the mask is divided into real and imaginary components to enhance complex

spectrogram. Unfortunately, the cIRM algorithm suffers distortion in practice because the imag-

inary part of the cIRM has no notable trainable pattern and thus is difficult to be estimated as

proven in [102, 116]. The direct estimation of the complex spectrogram was then proposed in

[12, 104, 113, 122], where the DNN is employed to estimate the real and imaginary parts of the

complex spectrogram of the clean speech from those of noisy speech. However, these methods

require large datasets to build an accurate mapping function; otherwise, the performance might be

worse than a simple spectral magnitude mapping method on unseen databases [127].

The third kind of phase processing aims to recover the phase spectrogram directly. For in-

stance, the authors in [54, 129] adopted a harmonic model to reconstruct the phase spectrogram

and achieve better enhancement results over their counterparts without phase reconstruction. Yin

et al. [102] introduced a phase and harmonics-aware model for noise reduction, where a novel two-

stream DNN architecture with information exchange between the magnitude and phase spectra is

proposed to recover the complex spectrogram of the clean speech. Since the phase spectrogram

itself has an irregular structure, researchers also use the phase variations in phase reconstruction,

as these variants exhibit a similar structure as magnitude [130]. Consequently, Zheng et al. [131]

presented a phase-aware model to joint process the magnitude and phase spectrogram, where the
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estimated magnitude is obtained with a spectral mask, and the phase is reconstructed through a

phase derivative (PD): i.e., instantaneous frequency derivation (IFD). Experimental results demon-

strate that this phase-aware model performs better than both magnitude-only mask and cIRM al-

gorithm, but the limitations of this work are also obvious: 1) FC and LSTM networks are used in

the estimation, which might not achieve the most accurate training targets; 2) the paper only used

IFD in phase reconstruction; however, there are other phase derivatives such as group delay (GD)

should be investigated.

In this chapter, we propose a low-complexity composite model in which carefully designed

LSTM and CNN are integrated to extract a complementary set of features by taking full advantage

of the temporal and spectral dependencies of input speech. LSTM and CNN perform indepen-

dently and in parallel to speed up the computation, thereby addressing fundamental concerns from

the aspects of real-time processing, limited latency, and low complexity in speech enhancement

applications. Moreover, inspired by [131], we present a new model called phase-aware composite

deep neural network (PACDNN) that involves two subtasks: magnitude processing with a spectral

mask and phase reconstruction with PD, where a DNN estimates both training targets simultane-

ously. We investigate different types of masks and PDs as well as their possible combinations to

select the best training targets for the DNN. Our analysis and experimental studies reveal that the

proposed PACDNN model yields a significantly improved speech enhancement performance com-

pared to several existing DNN based methods while exhibiting a significantly lower computational

complexity and memory footprint. The advantages of the proposed MBSE model over some well-

known DNN-based speech enhancement methods are demonstrated through extensive comparative

experiments.

The rest of this chapter is organized as follows: the high-level block diagram of the proposed

model is provided in Section 4.2. The composite model structure is discussed in Section 4.2.1.

The training target of this model is comprised of a spectral mask and a phase derivative that is

expressed in Section 4.2.2. Next, the clean speech is reconstructed using the estimated mask and

phase derivative as explained in Section 4.2.3. The detailed model architecture and experimental
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Figure 34: High-level block diagram of the proposed PACDNN model.

results are finally presented in Section 4.2.4 and 4.3, respectively.

4.2 Proposed PACDNN Model

A high-level block diagram of the proposed PACDNN model is shown in Fig. 34. The composite

model integrates CNN and LSTM streams to extract a complementary set of features that are then

transformed into the network training targets. The composite model input consists of the noisy

speech, while its output includes a spectral mask and PD. The mask and PD are calculated and set

as the training target model output in the training stage. The clean speech is reconstructed using

the estimated mask and PD in the testing stage. The individual components of the PACDNN model

are discussed in the following.
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4.2.1 Composite Model

Speech exhibits strong dependencies among its samples in both time and frequency domains. The

proposed low-complexity composite model integrates carefully designed CNN and LSTM net-

works to exploit the spectral and temporal information of input speech and extract a complemen-

tary set of features. The CNN and LSTM structures are very similar to those in the previous

chapter, with some minor modifications. To recap, the CNN is enabled to capture non-local spec-

tral information via dilated frequency convolutions. It also incorporates an attention mechanism to

recalibrate its weights without imposing considerable additional complexity. A grouping strategy

is adopted for LSTM implementation to reduce its complexity while keeping performance almost

unchanged. These modules perform independently and in parallel to speed up the computation,

thereby facilitating low-latency and low-complexity real-time applications.

This complementary set of features is then transformed into a spectral mask and PD values.

This transformation can be achieved by either a low-complexity CNN or an FC network. These

two DNN types have different attributes, although they both can accomplish the required regression

task. As stated in [49], CNN can model rapid fluctuations between contiguous elements while

FC fails to do so. Besides, CNN requires much fewer model parameters than FC, while the latter

requires way fewer computations. We will compare these two networks for the regression task from

different perspectives, including speech enhancement performance and computational complexity.

4.2.2 Mask and Phase Derivative Calculation

As mentioned above, the training targets of the composite model in the PACDNN consists of

two parts, i.e., spectral mask and PD. The former is applied to the noisy magnitude spectrum to

obtain the enhanced one, while the latter is employed to reconstruct the phase spectrum, given

the noisy observations. Selecting appropriate training targets is crucial for the final enhancement

performance.

The following introduces several popular masks as well as PDs. In our study, the enhancement

performance is evaluated by considering different possible combinations of these masks and PDs.
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Spectral Mask

Inspired by the masking effects of the human auditory system, masking algorithms aim to retain

the speech-dominant regions of the noisy speech in the TF domain while suppressing the noise-

dominant ones. To this end, different masks have been introduced in the literature. In this chapter,

we investigate four spectral masks as a subtask to the main model, including: IRM, PSM, SMM,

and optimal ratio mask (ORM). In Section 3.2.3, IRM and PSM were introduced. SMM and ORM

are summarized below.

Spectral Magnitude Mask (SMM) [66], which is conceptually similar to IRM, is defined as the

ratio of the spectral magnitude of the clean speech to that of the noisy speech, that is,

SMM(k, l) =
|X(k, l)|
|Y (k, l)|

(31)

where X(k, l) and Y (k, l) denote clean and noisy speech spectrogram, respectively.

Optimal Ratio Mask (ORM) [132] is derived based on the minimization of MSE between the

clean and estimated speech. It is given by,

ORM(k, l) =
|X(k, l)|2 + <(X(k, l)N∗(k, l))

|X(k, l)|2 + |N(k, l)2|+ 2<(X(k, l)N∗(k, l))
(32)

where ∗ and < denote the conjugate operation and the real part, respectively. The main difference

between ORM and IRM is the presence of the term<(X(k, l)N∗(k, l)) in the former. Accordingly,

ORM can be viewed as an improved version of IRM, which takes the correlation between the clean

speech and noise into consideration.

Since we use the sigmoid as the output layer’s activation function in PACDNN, the values of

training targets have to be limited to [0, 1]. Although IRM values fall in the desired range, those of

ORM, PSM, and SMM are not limited to this range. Hence, these three masks’ outlier values are

truncated to [0, 1].
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Figure 35: Spectrogram plot of speech at sampling frequency 8 kHz: (a) magnitude; (b) phase; (c)
IFD; (d) GD.

Phase Derivative

Processing PD instead of the phase itself has been adopted in some phase-aware speech enhance-

ment methods. In this regard, the instantaneous frequency (IF) [133] and group delay (GD) [134]

are two of the most well-known PDs.

Instantaneous frequency (IF) formally defined as the first time-derivative of the phase spec-

trum. In the case of spectrograms, IF can be approximated by the phase difference between two

successive frames as,

IF(k, l) = princ {φ(k + 1, l)− φ(k, l)} (33)
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where the function princ{·} denotes the principal value operator, which projects the phase differ-

ence onto [−π, π). Since IF is limited to its principle value, the wrapping effects would occur

along the frequency axis. To alleviate the problem, the instantaneous frequency deviation (IFD) is

then adopted,

IFD(k, l) = IF(k, l)− l (34)

It is demonstrated in [133] that the IF values track the frequencies of pitch harmonic peaks,

while the IFD values capture pitch and formant structures as in the magnitude spectrogram. Similar

findings are presented in [131], in which the authors reconstructed the phase from the estimated

IFD for speech enhancement. They also showed that the IFD could be estimated with DNN as it

exhibits similar patterns as the magnitude spectrogram, as illustrated in Fig. 35 (a, c).

Group delay (GD) is the negative of the derivative of the spectral phase with respect to fre-

quency, as is given by:

GD(k, l) = − [φ(k, l + 1)− φ(k, l)] (35)

The authors demonstrated that the GD function behaves like a squared magnitude response at

the resonance frequency in [134]. It also exhibits structural patterns similar to the magnitude spec-

trum, as seen from Fig. 35 (a, d). Moreover, the high-resolution property discussed in [135] reveals

that GD has a higher resolving power than the magnitude spectrum. Specifically, the formants are

resolved more accurately in the group delay spectrum when compared to the magnitude or linear

prediction spectrum. Based on this finding, we infer that GD can also be employed as a training

target of the DNN-based speech enhancement, in the same way as the widely-adopted magnitude

training targets or their variants.

As the mask and PD are jointly estimated with a single DNN, their values should be in the

same range to balance the training process. We adopted the normalization scheme in [131], where

the range of the spectral mask is truncated into [0, 1], and the PD values are normalized as follows,

PDn(k, l) =
1

2π
PD(k, l) +

1

2
(36)
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Figure 36: Group delay regularization of 3 seconds clean speech with sampling frequency 16 KHz:
(a) GD spectrogram; (b) Distribution of GD values; (c) RGD spectrogram; (d) Distribution of RGD
values.

As can be seen from Fig. 36 (a, b), the distribution of the normalized GD values exhibits a

U-shaped over the range [0, 1], which renders their accurate estimation with DNN more difficult.

As such, we propose to use the following transformation to regularize the normalized GD, namely,

RGD (k, l) = µ+
√

2σ · erfinv (2GDn (k, l)− 1) (37)

where erfinv(·) is the inverse error function 1, and σ and µ are set to 0.1 and 0.5, respectively. The

RGD and its distribution are shown in Figs. 36 (c, d), where the values are pulled close to the
1erfinv and erf are functions in MATLAB and Scipy (Python library).
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Figure 37: Magnitude and phase reconstruction procedure.

center point (0.5), which makes the RGD a better training target.

4.2.3 Magnitude and Phase Reconstruction

As shown in Fig. 34, there is a magnitude and phase reconstruction block where the magnitude and

phase spectra are recovered from the spectral mask and the PD estimates. The whole reconstruction

procedure is illustrated in Fig. 37, and will be explained below.

Magnitude Reconstruction

After obtaining the estimated spectral mask M̂(k, l) from the trained DNN, the magnitude recon-

struction is accomplished by applying the spectral mask to the magnitude spectrogram of the noisy

96



speech, i.e.,

|X̂ (k, l) | = M̂ (k, l) |Y (k, l))| (38)

Typically, if a TF unit is speech dominated, M̂(k, l) will have a large value which helps preserve the

speech information in the unit. Otherwise, M̂(k, l) will be small, thereby contributing to suppress

the background noise. As mentioned in Section 4.2.2, four types of mask M(k, l), namely IRM,

SMM, ORM, and SMM, are investigated in this work.

Phase Reconstruction

Phase reconstruction is performed after obtaining the estimated PDs by the well-trained DNN.

Since IF and GD are defined as phase differences between TF units of the spectrogram along

the time and frequency axes, respectively, an appropriate initial phase estimate over some chosen

TF unit is required to recover the phase spectrogram. Based on the initial estimate, the entire

phase spectrogram can be reconstructed along the time and frequency axes through the difference

equations in (33) and (35).

1) Initial phase estimation: The noisy phase can be formulated as follows,

φy = arg
(
|X| ejφx + |N | ejφn

)
= φx + arg

(
1 +
|N |
|X|

ej(φn−φx)
)
. (39)

In this equation, when the clean speech magnitude, |X|, is quite larger than that of the noise,

|N |, the second term in the argument is close to zero, i.e., the phase of the noisy speech becomes

equal to that of the clean one, namely, φy ≈ φx. This means that the regions wherein the local

SNR is high, the phase is less corrupted by noise and thus the noise spectrogram follows the clean

one. Hence, using the noisy phase as an initial estimate is justified in TF units with higher SNR.

As suggested in [131], we adopt the noisy phase spectrogram as the initial estimate of the clean

phase, that is,

φ̂init (k, l) = φY (k, l) ,∀k, l. (40)

We then use the local SNR of each TF unit as an index to determine the initial estimate’s reliability,
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where the local SNR is approximated by the estimated mask M̂(k, l).

2) Phase reconstruction with GD: At first, the estimated RGD, denoted as R̂GD(k, l), should

be mapped back to GDn(k, l) using the following transformation,

ĜDn (k, l) =
1

2

(
erf

(
R̂GD (k, l)− µ√

2σ

)
+ 1

)
(41)

where the erf(·) is the error function. Then the estimated GD is obtained by denormalizing ĜDn,

ĜD (k, l) = 2π

(
ĜDn (k, l)− 1

2

)
(42)

Inspired by the phase reconstruction with IFD in [131], we compute the phase spectrogram

using the initial phase estimate and the GD between the initial estimate and the target phase. For

each TF unit, we generate 2Ns + 1 frame-conditioned phase estimates, given by,

φ̂i (k, l) =


φ̂init (k, l+i)+

i−1∑
n=0

ĜD (k, l+n) , i 6= 0

φ̂init (k, l+i) , i = 0

, (43)

where i ∈ [−Ns, Ns] is the frame distance between the initialized TF unit and the target TF unit.

These phase estimates are then unwrapped, i.e.,

φ̄i (k, l) = unwrap(φ̂i (k, l) |φ̂i (k, l − 1)) (44)

The reconstructed phase of the (k, l)th unit is finally obtained by smoothing the frame-conditioned

estimates φ̄i (k, l) with the following weighted average operation,

φ̂ (k, l) =

∑Ns

i=−Ns

(
s(i)M̂ (k, l+i)

)
φ̄i (k, l)∑Ns

i=−Ns
s(i)M̂ (k, l+i)

(45)

where s(i) denotes the proximity weight for φ̄i (k, l), which is inversely related to the absolute
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value of the frame distance, that is, a phase estimate φ̄i (k, l) with a larger distance |i| is assigned a

smaller proximity weight s(i), and to lessen its effect on φ̂(k, l). In this work, following [131], we

chose s(i) as the Hamming window. Moreover, the estimated mask M̂(k, l) is used as an measure

of the initial estimate’s reliability. For instance, a larger value of M̂(k, l + i) indicates that the

local SNR of the i-th TF unit is higher. In this case, the phase estimate φ̄i (k, l) is more reliable

and contributes more to the final estimate φ̂ (k, l).

3) Phase reconstruction with IFD: The procedure of phase reconstruction with IFD is presented

in [131]. To begin with, the estimated IFDn, denoted as ÎFDn(k,l), should be denormalized and

converted to ÎF(k, l). Then, the phase spectrogram is reconstructed using the noisy phase spectro-

gram and ÎF(k,l), with the help of the spectral mask M̂(k, l). Note that phase reconstruction with

IFD is similar to the reconstruction with GD. The only difference is that the former is reconstructed

along the time axis, while the latter is reconstructed along the frequency axis.

Besides reconstructing the phase with GD only or with IFD only, we also propose the following

combination schemes for reconstruction and investigate their corresponding performance in the

next section.

• Two-step reconstruction: In this scheme, we first take the noisy phase as the initial estimate

and use GD/IFD to get the preliminary reconstructed phase. The later is then treated as the

initial estimate, which is employed to obtain the final reconstructed phase with IFD/GD.

• Average reconstruction: In this scheme, we separately reconstruct the preliminary phase

with IFD and GD, respectively. The final reconstructed phase is obtained by averaging the

preliminary ones.

With the combination schemes, the final phase estimate φ̂S (k, l) is obtained along both time and

frequency axes.

Finally, the estimated clean speech spectrogram can be obtained by combining the recon-

structed magnitude and phase spectra.
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Figure 38: Composite Model Architecture.

4.2.4 Detailed PACDNN Architecture

The composite neural network architecture of our proposed PACDNN model is shown in Fig. 38.

The upper stream comprises an LSTM network with two layers, each having 128 LSTM units. We

use MFCCs as the LSTM network input, since MFCC is an optimal input for the LSTM network in

terms of complexity and performance, as demonstrated in [98]. More specifically, MFCC features

are concatenated with their first and second differences, and then normalized to zero mean and unit

variance. As mentioned in Section 4.2.1, the grouping strategy is adopted to reduce the LSTM

network complexity where the input and hidden layers are divided into K groups. Empirically, we

found that grouping only the second layer with K=2 leads to the best speech enhancement results.

In the bottom stream of Fig. 38, the noisy speech STFT magnitude is used as input to the CNN

network, which consists of a stack of four dilated-frequency convolutional layers with increasing

dilation rates of 1, 2, 4, and 8. The number of kernels in these layers is 16, 32, 16, and 8, with

rectified linear unit (ReLU) activation function. Since we want this stream to capture spectral

contextual information, the convolutions are 1D with kernel sizes of 1 along with the time and 7

along the frequency dimension. The feed-forward lines around these layers are residual paths, in
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the form of convolutional layers with kernel size (1, 1), are used to improve the training procedure.

As shown, the outputs of each layer are added up (with a skip connection) to make the output

of the CNN network. The output then goes to an attention block, which is spatial with max and

average-pooling. The spatial information gathered by max and average pooling are combined using

a convolutional layer with sigmoid activation function and kernel size (1, 7), and the final matrix

will be element-wise multiplied with the original signal.

The outputs of the LSTM and CNN networks are then concatenated along the channel dimen-

sion to form the complementary feature set. Subsequently, another low complexity attention-driven

CNN transforms this feature set into the desired targets. This CNN is made up of three convolu-

tional layers with kernel size (1,3) where the number of channels is 32, 16, and 2. The first two

layers are followed by ReLU, while the activation function of the output layer is the sigmoid.

As explained before, the network estimates a spectral mask and PDs in two channels. Since the

structures of these estimators are similar, they are included as two subtasks for the same network

through a parameter sharing mechanism. This mechanism provides better generalization and im-

proves learning because it induces a regularization effect between the two subtasks [113]. In the

signal reconstruction block, the information from these two channels is used to resynthesize both

magnitude and phase as explained in Section 4.2.3. Finally, the clean speech samples in the time

domain are generated using inverse STFT and overlap-add operation.

4.3 Experimental Results

4.3.1 Experimental Setup

To evaluate the performance of the proposed PACDNN model, clean utterances are selected from

the TIMIT database [81] and IEEE corpus [82], and the noise files from NOISEX-92 [91]. The

same setting as described in Section 3.3.1 is used here to prepare the pairs of noisy and clean

speech. Four unseen highly-nonstationary noises, namely, Coffee Shop, Busy City Street, Car

Interior, and Street Traffic, are selected from [117] to evaluate the generalization capability of the
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proposed model.

The speech STFT is directly fed to the CNN as its input, and used to extract 26 MFCCs as the

LSTM input, using a suitable mel-scale filter bank. The MFCCs are finally concatenated with their

first and second time differences. Hence, the total length of the feature vector used as input to the

LSTM network is 78 (i.e., 26 × 3).

The MSE is selected as the cost function, while the ADAM optimizer is used as an extension

to the stochastic gradient descent [118] to minimize the error between ideal (ground truth) and

estimated values of the desired mask and PD, as follows,

MSE =
1

LK

∑
l

∑
k

[(M(k, l)− M̂(k, l))2 + (PD(k, l)− P̂D(k, l))2] (46)

where L and K respectively denote the number of time frames and frequency bins.

PESQ, STOI, and SSNR are used as the objective evaluation metrics, with the higher these

scores are, the better speech enhancement.

4.3.2 Phase-Aware Method Evaluation

The proposed DNN aims to simultaneously estimate the values of both PD and spectral mask. We

treat IFD, GD, and their combinations as general PDs. Besides, we investigate four spectral masks,

i.e., IRM, ORM, PSM, and SMM.

The comparative performance of the PACDNN model using different combinations of the

masks and PDs is shown in Table 12. The experiments are performed using the TIMIT dataset

and restaurant, factory, street, and babble as noises. The numbers in the table are averaged over

all noises and SNR levels. The table is made up of six parts as explained below.

A. This part shows the evaluation metric scores when only a mask is considered as the net-

work’s training target with no PD. As seen, PSM yields the best PESQ score while SMM and IRM

lead to better STOI and SSNR scores, respectively.

B. This part compares the use of different masks alongside IFD. The results are better than the
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Table 12: Comparison of different model targets.

Cases Objective PESQ STOI SSNR

A

IRM 2.61 0.818 4.33
ORM 2.61 0.814 4.10
PSM 2.66 0.824 4.28
SMM 2.54 0.831 4.26

B

IFD+IRM 2.67 0.847 5.51
IFD+ORM 2.66 0.837 4.52
IFD+PSM 2.71 0.853 6.42
IFD+SMM 2.64 0.860 5.73

C

GD+IRM 2.67 0.848 5.60
GD+ORM 2.68 0.844 5.64
GD+PSM 2.75 0.853 6.47
GD+SMM 2.66 0.861 5.62

D

(GD-IFD)+IRM 2.70 0.849 5.69
(GD-IFD)+ORM 2.70 0.843 5.73
(GD-IFD)+PSM 2.74 0.854 6.43
(GD-IFD)+SMM 2.65 0.860 5.58

E

(IFD-GD)+IRM 2.70 0.850 5.72
(IFD-GD)+ORM 2.70 0.844 5.74
(IFD-GD)+PSM 2.74 0.854 6.42
(IFD-GD)+SMM 2.65 0.860 5.56

F

Avg(IFD&GD)+IRM 2.70 0.849 5.67
Avg(IFD&GD)+ORM 2.70 0.843 5.72
Avg(IFD&GD)+PSM 2.74 0.853 6.41
Avg(IFD&GD)+SMM 2.65 0.860 5.58

previous scenario, showing the advantage of enhancing phase alongside magnitude. In this case,

IFD+PSM performs better in terms of PESQ and SSNR, while IFD+SMM yields a slightly better

STOI score.

C. This part compares the use of different spectral masks alongside GD. The results are better

than both previous scenarios illustrating GD’s advantage over IFD. GD+PSM outperforms other

combinations in this group in terms of PESQ and SSNR, but not STOI.

D. In this part, a two-stage phase reconstruction is investigated where the noisy phase and GD

estimation are used to reconstruct the phase in the first stage, and then the reconstructed phase and

IFD estimation are used to obtain the final clean phase estimate in the second stage.

E. This part is similar to the previous one, but in a reverses order, i.e.: the noisy phase and IFD
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are first used to reconstruct the phase, and the reconstructed phase is the used with GD estimation

to obtain the final phase estimate.

F. This part shows the results when the average of the reconstructed phase using IFD and GD

estimation is considered as the clean phase. Although these combinations give good results, the

best PESQ and SSNR are obtained using GD+PSM, and the best STOI with GD+SMM.

Hence, we can conclude that the model using PSM+GD as the training target outperforms other

scenarios, and thus we adopt it for the rest of our experiments.

4.3.3 Advantages of Grouped LSTM

In the PACDNN model, the LSTM stream exploits the input speech spectrogram’s temporal con-

textual information. LSTM is the most common RNN variation, which is used in this work to

avoid the exploding and vanishing gradient problems [55]. Other RNN variations are also con-

sidered, such as, GRU and bidirectional forms called BLSTM and BGRU. Furthermore, we adopt

the grouping strategy in the LSTM stream to reduce its complexity. This section evaluates the

PACDNN model performance using the above-mentioned RNN variations with and without the

grouping strategy.

In addition to the metrics mentioned in Section 4.3.1, we compare these variations in terms

of: the number of parameters and the required memory to store them; computation time for pro-

cessing one second of input noisy speech; and the amount of computations measured in terms of

the required floating-points operations (FLOPs). These additional measurements are essential for

characterizing the implementation complexity of speech enhancement algorithms. These measure-

ments are all made during the testing stage since the trained model parameters are to be saved in

the device hardware.

Fig. 39 presents the performance results of the PACDNN model using GRU, LSTM, BGRU,

BLSTM, and their grouped versions. In this figure, M and MB denote million and megabyte,

respectively. Note that the dataset is the same as in Section 4.3.2, and the values for PESQ, STOI,

and SSNR (dB) show the average improvement over all the noises and SNR levels. As shown in
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Figure 39: Comparison of PACDNN performance when using different RNN variations.

the figure, using grouped-LSTM yields the best STOI and SSNR scores, while LSTM outperforms

others in terms of PESQ score. While the objective results do not show a considerable difference,

the results for the complexity measures, especially FLOPs and number of parameters, display
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Figure 40: Comparison of PACDNN performance when embedding different attention methods.

huge variations. With respect to processing time, GRU is clearly the fastest while BLSTM is

the slowest approach. The grouped variations lead to models with smaller number of parameters

and FLOPs, and among them, grouped-GRU requires the least number of parameters and FLOPs,

while grouped-LSTM ranks second. Considering both objective speech quality and computational

complexity metrics, the grouped-LSTM offers the best trade-off among the RNN variations in the

PACDNN model.

4.3.4 Benefits of Attention-Driven CNN

CNN generates many feature maps, each containing some spectrogram characteristics. These fea-

ture maps mostly convey noise or speech information. In the PACDNN model, the attention tech-

nique is embedded in CNNs to recalibrate feature map weights and emphasize the speech-bearing

ones. As mentioned in Section 4.2.1, we consider three attention techniques, i.e., channel-wise,

spatial, and parallel, to be embedded in the PACDNN model, and compare the overall model perfor-

mance. The results of the different cases, using the same dataset as in Section 4.3.2, are illustrated

in Fig. 40, where the values show the average improvement over all the noises and SNR levels.
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Considering the PESQ score, the PACDNN model with no attention gives the lowest score, while

embedding the parallel attention technique yields the highest score. Regarding STOI, the model

with the parallel attention again outperforms others, while that with no attention leads to the low-

est score. These results demonstrate the effectiveness of attention techniques in emphasizing the

informative feature maps. The parallel attention technique made up of average and max pooling

can also capture important information of the input feature maps from different perspectives and

further improve their representation power. Regarding SSNR, the use of attention model tends to

reduce, although marginally, the attainable values.

4.3.5 Investigation of the Regression Model

Two parallel streams in the PACDNN model exploit a complementary set of features, which is to

be transformed into the spectral mask and phase derivative(s). This transformer could be both a

CNN as mentioned in Section 4.2.1 or an FC network. These two DNNs have different attributes

though they both accomplish the required regression task. As stated in [49], CNN can model rapid

fluctuations between contiguous elements while DNN fails to do such. Besides, CNN requires

much less model parameters than FC network, while the latter requires way less memory for its

computations.

This section evaluates the CNN against an FC network for the final regression part of the

PACDNN model. The FC network contains three layers, each having 512 nodes with a ReLU

activation function. A dropout at the rate of 0.3 is also applied to avoid over-fitting. The output

layer consists of 322 nodes with sigmoid activation functions to build the desired mask and PD.

The comparative performance of the two networks in terms of objective speech quality and

computational complexity metrics is presented in Fig. 41. As shown, FC network yields slightly

better results in terms of objective measurements. This marginal advantage of FC network stems

from its number of parameters. Using FC network in PACDNN requires around five times more

trainable parameters than using CNN, which means the model with FC network can learn more

specific patterns of the training dataset. It is worth mentioning that a low complexity model is
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Figure 41: Comparison of PACDNN model performance while using CNN or FC for the final
regression.

preferable from the implementation and generalization perspectives. While a model with a low

number of parameters does not have the capacity to learn specific patterns or detailed information

about noise and speech utterances in the training dataset, and it can perform very well under un-

seen acoustic conditions. Apart from that, using CNN and FC network in the model respectively

requires 0.74 MB and 3.82 MB of memory to store the fixed model parameters, which is propor-

tional to the number of parameters. While the basic computations in FC network are conceptually

simpler than in CNN, the former still requires 1.46 times more FLOPs than the former, which

is due to the larger number of model parameters. At last, the computation time of CNN, which

performs a large number of matrix multiplications, slightly exceeds that of FC network.
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Figure 42: Comparison of the number of trainable parameters of different methods.

4.3.6 Comparison with other DNN-Based Methods

This section compares the proposed PACDNN model with some well-known DNN models in the

speech enhancement task. The selected models have moderate complexity. All the selected meth-

ods consider phase information for speech enhancement along with magnitude enhancement. All

the models, including PACDNN, are trained and tested with the same dataset under the same con-

dition to ensure a fair comparison. The selected methods are summarized below:

1. IRM-MIFD-FC [131]: A FC network with three layers is employed in this multi-objective

DNN method. Each hidden layer contains 1024 nodes with ReLU activation function while

the output layer contains 512 nodes with sigmoid activation function. IRM and IFD are used

as training targets.

2. cIRM-FC [6]: In this method, three-layer FC network is employed to approximate cIRM.

Each layer has 1024 nodes with ReLU activation function. The output layer with linear
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activation function estimates the real and and imaginary parts of cIRM. The input to the

network is a complementary set of acoustic features. To incorporate temporal information,

the features from 5 frames are concatenated and fed to the network at once.

3. MCIRM-CNNGRU [116]: In this method, a hybrid model is used to estimate the real and

imaginary parts of a modified cIRM. The network is made up of a CNN for feature extraction

and a GRU network for regression. The complex spectrogram is used as the input and a 322-

node output layer with linear activation function generates the desired mask values.

4. cIRM-CNNLSTM [98]: Here, CNN, LSTM, and FC networks are integrated to estimate

cIRM. The feature extraction is performed by the CNN and LSTM networks while the re-

gression is accomplished by the FC network, which maps the features into the real and

imaginary components of cIRM.

5. CS-CNN [12]: A fully-convolutional CNN is utilized to estimate the real and imaginary

parts of the clean speech complex spectrogram. The input consists of 13 frames of the noisy

speech complex spectrogram presented to the network. The middle frame of the output

(frame 7) is considered as the enhanced output frame.

Fig. 42 illustrates the number of trainable parameters of each method. As expected, the FC net-

work based models, i.e., IRM-MIFD-FC and cIRM-FC, contain the highest number of parameters

and, consequently, require a large memory to store them. Two other hybrid models, i.e., MCIRM-

CNNGRU and cIRM-CNNLSTM, have a fair number of parameters, each around 1 million. The

lowest number of parameters belongs to CS-CNN and the proposed model, with the latter requir-

ing slightly less parameters. Although the number of model parameter of PACDNN is 6% that of

IRM-MIFD-FC, it outperforms all these aforementioned models in the speech enhancement task,

as further discussed below.

The comparison results for male test utterances from the TIMIT dataset are shown in Table

13 where bble, ftry, rtrt, and strt denote babble, factory, restaurant, and street noises, respectively.

As shown, the proposed model outperforms all the other ones in terms of the various objective
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Table 13: Comparison of different methods with unseen male utterances from TIMIT dataset.

SNR Method PESQ STOI SSNR
bble ftry rtrt strt bble ftry rtrt strt bble ftry rtrt strt

-6 dB

Unprocessed 1.23 1.08 1.29 1.25 0.522 0.509 0.516 0.609 -10.6 -10.3 -9.97 -9.64
IRM-MIFD-FC 1.57 1.57 1.68 1.95 0.588 0.591 0.647 0.724 -3.83 -2.52 -1.78 -0.30

cIRM-FC 1.57 1.74 1.68 2.06 0.562 0.568 0.624 0.712 -1.02 0.29 0.14 1.65
MCIRM-CNNGRU 1.57 1.71 1.53 1.90 0.523 0.544 0.545 0.657 -2.42 -0.80 -2.01 0.45
cIRM-CNNLSTM 1.67 1.80 1.84 2.04 0.578 0.589 0.667 0.716 -1.29 -0.80 -0.26 1.53

CS-CNN 1.53 1.41 1.48 1.72 0.515 0.518 0.506 0.612 -4.25 -3.86 -5.22 -1.95
Proposed 1.72 1.81 1.87 2.19 0.591 0.591 0.660 0.740 -1.10 -0.46 0.17 1.66

0 dB

Unprocessed 1.66 1.52 1.65 1.74 0.659 0.647 0.651 0.718 -5.97 -5.72 -5.45 -4.84
IRM-MIFD-FC 2.12 2.15 2.24 2.49 0.732 0.738 0.762 0.803 0.97 1.96 2.22 3.98

cIRM-FC 2.17 2.25 2.24 2.53 0.724 0.716 0.744 0.796 2.21 2.84 2.76 4.18
MCIRM-CNNGRU 2.10 2.17 2.03 2.42 0.696 0.700 0.698 0.767 1.36 1.65 1.44 3.22
cIRM-CNNLSTM 2.24 2.31 2.32 2.53 0.736 0.743 0.773 0.813 1.84 2.12 2.52 3.91

CS-CNN 2.01 1.87 1.88 2.12 0.667 0.662 0.652 0.722 0.17 0.28 -1.23 1.35
Proposed 2.28 2.34 2.34 2.67 0.751 0.750 0.778 0.824 2.48 3.04 3.23 4.60

6 dB

Unprocessed 2.12 1.98 2.08 2.23 0.778 0.780 0.789 0.806 -0.17 -0.21 0.21 0.29
IRM-MIFD-FC 2.71 2.70 2.73 2.97 0.837 0.840 0.852 0.862 5.46 5.83 5.73 6.79

cIRM-FC 2.74 2.73 2.74 2.94 0.828 0.824 0.845 0.854 5.49 5.35 5.59 6.49
MCIRM-CNNGRU 2.60 2.63 2.57 2.82 0.811 0.810 0.819 0.836 4.13 4.13 4.33 5.40
cIRM-CNNLSTM 2.79 2.86 2.84 3.13 0.850 0.850 0.859 0.872 5.33 5.38 6.32 5.44

CS-CNN 2.41 2.24 2.33 2.51 0.780 0.770 0.776 0.800 3.48 3.48 2.87 4.06
Proposed 2.83 2.89 2.85 3.08 0.860 0.855 0.875 0.882 6.26 6.66 6.51 7.72

12 dB

Unprocessed 2.53 2.46 2.51 2.66 0.877 0.890 0.896 0.886 5.51 5.46 5.88 6.05
IRM-MIFD-FC 3.22 3.16 3.20 3.37 0.906 0.907 0.918 0.913 8.42 8.56 8.28 9.09

cIRM-FC 3.16 3.17 3.19 3.33 0.897 0.896 0.909 0.903 7.86 7.80 7.79 8.49
MCIRM-CNNGRU 3.02 3.08 3.04 3.25 0.888 0.882 0.896 0.891 6.73 6.31 6.72 7.51
cIRM-CNNLSTM 3.27 3.25 3.26 3.49 0.910 0.910 0.920 0.916 8.13 8.19 8.21 8.78

CS-CNN 2.77 2.63 2.74 2.86 0.854 0.848 0.856 0.860 6.01 5.96 5.83 6.42
Proposed 3.30 3.26 3.27 3.47 0.920 0.921 0.930 0.927 10.08 10.33 10.18 11.11

quality metrics, except for a few cases, including PESQ at SNR levels of 6 and 12 dB for street

noise where MCIRM-CNNGRU give slightly better scores. Also, at the SNR level of -6, cIRM-FC

yields marginally better SSNR for babble and factory noises. Table 14 illustrates results for the

female utterances from the TIMIT dataset. Again, we can see that the proposed model outperforms

the others in nearly all cases, except for STOI at SNR level of -6 for factory and restaurant noises

where IRM-MIFD-FC gives better results.
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Table 14: Comparison of different methods with unseen female utterances from TIMIT dataset.

SNR Method PESQ STOI SSNR
bble ftry rtrt strt bble ftry rtrt strt bble ftry rtrt strt

-6 dB

Unprocessed 0.95 0.87 0.93 0.93 0.512 0.504 0.497 0.588 -9.97 -10.0 -9.51 -9.51
IRM-MIFD-FC 1.22 1.23 1.28 1.54 0.568 0.579 0.631 0.693 -3.51 -2.26 -1.19 -0.13

cIRM-FC 1.27 1.43 1.31 1.67 0.545 0.549 0.601 0.679 -0.92 0.40 0.32 1.97
MCIRM-CNNGRU 1.28 1.37 1.23 1.60 0.506 0.526 0.544 0.635 -2.15 -0.95 -1.90 0.56
cIRM-CNNLSTM 1.38 1.45 1.44 1.79 0.551 0.564 0.635 0.690 -0.93 -0.58 0.48 1.90

CS-CNN 1.27 1.23 1.23 1.45 0.505 0.517 0.497 0.588 -3.85 -3.04 -5.03 -1.58
Proposed 1.40 1.48 1.46 1.80 0.570 0.561 0.629 0.703 -0.70 -0.12 0.94 2.35

0 dB

Unprocessed 1.36 1.28 1.36 1.48 0.640 0.635 0.641 0.694 -5.58 -5.64 -5.00 -4.89
IRM-MIFD-FC 1.77 1.81 1.82 2.09 0.709 0.718 0.743 0.784 1.34 2.13 2.50 3.97

cIRM-FC 1.81 1.94 1.88 2.15 0.687 0.690 0.729 0.765 2.46 2.90 3.09 4.40
MCIRM-CNNGRU 1.83 1.92 1.75 2.10 0.674 0.676 0.699 0.754 1.44 1.83 1.63 3.61
cIRM-CNNLSTM 1.92 1.98 1.93 2.41 0.710 0.716 0.749 0.787 2.12 2.32 3.15 4.33

CS-CNN 1.76 1.65 1.67 1.91 0.653 0.649 0.643 0.702 0.46 0.59 -0.73 1.65
Proposed 1.94 2.06 1.96 2.30 0.721 0.711 0.750 0.798 3.00 3.50 3.80 5.35

6 dB

Unprocessed 1.85 1.77 1.84 2.01 0.766 0.763 0.777 0.798 -0.18 -0.30 0.16 0.49
IRM-MIFD-FC 2.34 2.37 2.35 2.63 0.822 0.824 0.838 0.849 5.61 6.00 6.06 7.31

cIRM-FC 2.34 2.42 2.36 2.63 0.805 0.802 0.823 0.836 5.31 5.41 5.68 6.94
MCIRM-CNNGRU 2.31 2.37 2.25 2.54 0.795 0.788 0.810 0.824 4.34 4.23 4.59 5.75
cIRM-CNNLSTM 2.47 2.52 2.52 2.85 0.824 0.830 0.845 0.857 5.67 5.59 5.76 7.08

CS-CNN 2.17 2.11 2.09 2.31 0.768 0.763 0.770 0.790 3.70 3.84 3.13 4.41
Proposed 2.50 2.58 2.47 2.78 0.836 0.837 0.849 0.869 6.82 7.09 7.06 8.75

12 dB

Unprocessed 2.34 2.30 2.31 2.50 0.869 0.883 0.888 0.882 5.53 5.50 5.91 6.11
IRM-MIFD-FC 2.90 2.92 2.85 3.09 0.896 0.900 0.905 0.899 8.61 8.67 8.42 9.24

cIRM-FC 2.86 2.96 2.84 3.05 0.882 0.887 0.892 0.891 7.67 7.65 7.71 8.62
MCIRM-CNNGRU 2.82 2.85 2.76 2.99 0.875 0.873 0.887 0.881 7.23 6.69 7.15 7.74
cIRM-CNNLSTM 3.00 2.99 2.95 3.25 0.898 0.903 0.909 0.907 8.25 8.4 8.52 9.46

CS-CNN 2.56 2.47 2.52 2.70 0.843 0.840 0.847 0.853 6.16 6.07 5.95 6.52
Proposed 3.02 3.07 2.97 3.23 0.915 0.916 0.922 0.920 10.89 11.04 10.89 12.16

In another experiment, we compare the different methods on the IEEE corpus where 20 noises

are mixed with the selected utterances, with unmatched SNR levels between the training and testing

stages. As can be seen from Table 15, which presents the average scores for the PESQ, STOI and

SSNR metrics, the proposed model clearly outperforms all the other methods in all cases, except

for the SSNR scores at SNR levels of -6 and 6 dB, where CS-CNN gives slightly better results. This

experiment demonstrates that although the proposed model has a very small number of parameters,
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Table 15: Comparison of different methods with unseen utterances from IEEE corpus and 20
different noises.

Method PESQ STOI SSNR
-6 0 6 12 -6 0 6 12 -6 0 6 12

Unprocessed 1.40 1.76 2.13 2.54 0.588 0.708 0.825 0.913 -8.99 -5.17 0.01 5.75
IRM-MIFD-FC 1.83 2.36 2.88 3.30 0.711 0.824 0.898 0.942 -1.77 3.19 7.30 10.16

cIRM-FC 1.85 2.37 2.86 3.27 0.690 0.810 0.889 0.938 1.03 4.35 7.26 10.02
MCIRM-CNNGRU 1.85 2.34 2.78 3.15 0.658 0.782 0.869 0.922 0.22 3.45 6.14 8.26
cIRM-CNNLSTM 2.06 2.58 3.06 3.44 0.720 0.832 0.907 0.949 1.02 4.54 8.07 10.88

CS-CNN 1.98 2.46 2.82 3.09 0.685 0.817 0.896 0.939 2.11 4.98 9.23 11.01
Proposed 2.07 2.60 3.08 3.46 0.724 0.838 0.911 0.955 1.63 5.08 8.34 11.76

it can perform well under different noise conditions.

Under the same training conditions as for Table 15, we tested the different methods with un-

seen highly-nonstationary noises mixed with unseen utterances from IEEE corpus at unmatched

SNR levels to evaluate their generalization capability in unseen conditions. The comparison results

are shown in Table 16 where bscs, cair, cfsp, and sttc denote Coffee Shop, Busy City Street, Car

Interior, and Street Traffic. It can be seen that the proposed model generally outperforms all the

other methods, except for a few cases. This experiment demonstrates that the proposed model has

very good generalization capability thanks to its careful design and the small number of param-

eters making it not learn specific patterns of the training dataset but instead rely on the general

information of speech and noise.

As shown in [127], there can be a considerable performance degradation with DNN methods

when the training and testing datasets are different, especially at low SNR levels. This study reveals

that some well-known but highly complex speech enhancement methods do not perform well on

untrained corpora. In this last experiment, we compare the cross-corpus generalization capability

of different methods. To this end, we trained different models with the TIMIT dataset and tested

them with the IEEE corpus. The results, shown in Table 17 for different SNR levels, reveal that

the proposed model outperforms the other ones when the training and testing datasets are different,

except at SNR -6 dB, where other methods yield somehow better results. Hence, we can conclude
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Table 16: Comparison of different methods with unseen utterances from IEEE corpus mixed with
unseen noises at unmatched SNR levels.

SNR Method PESQ STOI SSNR
bscs cair cfsp sttc bscs cair cfsp sttc bscs cair cfsp sttc

-6 dB

Unprocessed 1.30 1.12 1.71 1.18 0.587 0.506 0.715 0.497 -7.06 -8.66 -9.16 -9.26
IRM-MIFD-FC 1.76 1.37 2.20 1.42 0.693 0.579 0.817 0.584 -2.01 -3.35 -1.28 -3.50

cIRM-FC 1.73 1.25 2.23 1.34 0.678 0.557 0.814 0.544 0.58 -0.97 2.14 -1.00
MCIRM-CNNGRU 1.69 1.42 2.09 1.37 0.632 0.539 0.756 0.518 -0.71 -2.21 1.03 -2.85
cIRM-CNNLSTM 1.74 1.30 2.37 1.30 0.677 0.562 0.815 0.542 0.23 -1.18 2.73 -1.77

CS-CNN 1.64 1.46 2.14 1.53 0.657 0.554 0.786 0.535 0.99 -0.95 3.12 -2.08
Proposed 1.96 1.51 2.59 1.55 0.701 0.601 0.845 0.578 0.90 -0.65 3.86 -1.08

0 dB

Unprocessed 1.81 1.60 2.17 1.52 0.727 0.632 0.807 0.629 -4.33 -4.97 -4.96 -5.38
IRM-MIFD-FC 2.27 1.96 2.70 1.93 0.815 0.742 0.876 0.728 2.68 1.35 4.05 1.36

cIRM-FC 2.28 1.91 2.80 1.91 0.803 0.736 0.873 0.722 3.85 2.77 5.23 2.81
MCIRM-CNNGRU 2.18 1.89 2.58 1.84 0.777 0.686 0.852 0.682 2.55 1.36 3.90 1.36
cIRM-CNNLSTM 2.34 1.99 2.84 1.97 0.815 0.733 0.882 0.728 4.04 2.38 5.68 2.76

CS-CNN 2.29 1.96 2.63 2.05 0.827 0.731 0.882 0.725 5.66 3.35 6.09 2.65
Proposed 2.49 2.10 3.02 2.14 0.837 0.758 0.897 0.753 4.62 3.41 6.33 3.05

6 dB

Unprocessed 2.15 2.00 2.58 1.87 0.837 0.774 0.878 0.761 0.63 0.17 0.29 -0.18
IRM-MIFD-FC 2.76 2.54 3.17 2.51 0.897 0.853 0.916 0.849 6.85 5.99 7.75 6.16

cIRM-FC 2.76 2.52 3.24 2.50 0.885 0.853 0.915 0.848 6.89 6.08 7.75 6.04
MCIRM-CNNGRU 2.64 2.42 3.06 2.37 0.872 0.822 0.904 0.819 5.74 4.71 6.68 4.84
cIRM-CNNLSTM 2.86 2.61 3.30 2.55 0.903 0.858 0.928 0.854 7.13 6.16 8.90 6.68

CS-CNN 2.66 2.48 3.05 2.49 0.902 0.860 0.937 0.848 9.17 6.91 10.1 6.54
Proposed 2.92 2.67 3.41 2.67 0.906 0.873 0.935 0.866 7.86 7.12 8.92 6.97

12 dB

Unprocessed 2.54 2.44 2.98 2.30 0.927 0.889 0.933 0.883 6.56 6.10 6.15 5.49
IRM-MIFD-FC 3.29 3.04 3.59 2.99 0.947 0.922 0.950 0.922 10.07 9.37 10.34 9.62

cIRM-FC 3.21 3.02 3.63 3.01 0.940 0.920 0.949 0.922 10.00 9.27 10.21 9.25
MCIRM-CNNGRU 3.05 2.89 3.48 2.87 0.931 0.905 0.939 0.902 8.24 7.80 9.09 7.34
cIRM-CNNLSTM 3.26 3.10 3.63 3.07 0.950 0.932 0.954 0.923 10.22 9.12 10.15 9.91

CS-CNN 2.98 2.87 3.38 2.87 0.948 0.930 0.964 0.924 12.04 10.17 12.58 10.64
Proposed 3.36 3.19 3.70 3.17 0.955 0.936 0.962 0.936 11.45 10.79 11.80 10.93

that the proposed PACDNN model offers very good generalization capability to unseen datasets.

4.4 Conclusion

This chapter proposed a phase-aware composite deep neural network called PACDNN for speech

enhancement where both speech magnitude and phase are enhanced. Specifically, we designed a
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Table 17: Cross-corpus evaluation, where the training and testing are accomplished with TIMIT
dataset and IEEE corpus, respectively.

Method PESQ STOI SSNR
-6 0 6 12 -6 0 6 12 -6 0 6 12

Unprocessed 1.29 1.70 2.10 2.52 0.541 0.676 0.814 0.913 -8.27 -4.64 0.61 6.34
IRM-MIFD-FC 1.57 2.05 2.53 3.01 0.609 0.741 0.837 0.922 -2.44 1.63 4.76 6.51

cIRM-FC 1.53 2.03 2.51 2.97 0.591 0.731 0.840 0.907 -0.17 2.21 4.22 5.77
MCIRM-CNNGRU 1.55 2.00 2.44 2.87 0.531 0.703 0.822 0.891 -1.69 1.50 3.45 4.57
cIRM-CNNLSTM 1.66 2.09 2.58 3.01 0.598 0.740 0.843 0.907 -0.72 2.57 4.35 5.96

CS-CNN 1.48 1.84 2.24 2.57 0.513 0.658 0.764 0.827 -3.99 -0.32 2.84 4.88
Proposed 1.64 2.12 2.60 3.05 0.604 0.752 0.858 0.926 -0.30 2.62 5.37 7.96

masking-based method to enhance the magnitude and employed phase derivative to reconstruct the

clean speech phase. Due to the structural similarity of the spectral mask and phase derivative, a

single neural network was used to estimate both training targets through simultaneous parameter

sharing. The proposed network integrates improved LSTM and CNN, which perform in parallel to

exploit a complementary set of features. Different potential DNN solutions were investigated and

compared in terms of objective speech quality and computational complexity measures in order to

optimize the final regression between the features and the desired targets. Through extensive se-

ries of experiments, the resulting PACDNN model was evaluated and compared with several known

DNN-based speech enhancement methods using different datasets and objective measures. In par-

ticular, the capability of the proposed model in dealing with unseen noisy conditions, cross-corpus

generalization, and unmatched SNR levels in testing and training were investigated, demonstrat-

ing the advantages of PACDNN over other speech enhancement methods, in spite of its lower

complexity.
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Chapter 5

Multi-Mode Mapping-Based Speech

Enhancement in Discrete Cosine Transform

Domain

5.1 Introduction

In the previous chapters, the importance of processing speech phase along with the magnitude to

speech enhancement was discussed. Also, an overview of the available approaches for simulta-

neous magnitude and phase enhancement along with their pros and cons was presented, including

masking-based methods like PSM [68] and mapping-based complex spectrogram ones like CRN

[114]. All these methods use DFT to transform time-domain input speech to the frequency domain

that is more discriminative and appropriate for DNN-based methods than the time domain. Since

speech spectrogram contains complex values, its real and imaginary components have to be pro-

cessed simultaneously, leading to additional computational burden. As such, STFT variations like

log-Mel, magnitude, or energy spectrum are usually processed instead of complex STFT itself,

stressing only magnitude enhancement, and thus, limiting the speech enhancement performance.
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Discrete cosine transform (DCT) is another transformation that can be used in speech enhance-

ment. Unlike DFT, DCT is a real-valued transform that includes phase and magnitude information

of the signal; thus, no information is lost using this transformation. Very recently, Li et al. [136]

presented a DNN-based monaural speech enhancement methods in the DCT domain. They adopted

a CRN network as the learning machine that is fed by short-time DCT (STDCT) of input speech.

As the output, a ratio mask in the DCT domain is adopted. Since the length of input and output of

the DCT transformation is equal, a modified DCT (MDCT) was introduced in [137] and adopted

for speech enhancement in [138]. MDCT is a lapped transform where the output size is half of the

input. As such, the size of the training target in the MDCT domain is half compared to that in the

DCT domain. Thus, estimation of the training target with a small length in the MDCT domain is

easier for DNN, and the amount of computations is also reduced.

Another important factor that has to be taken into account while designing a speech enhance-

ment system is the generalization capability of the DNN to different noise types, SNR levels,

and speakers, as discussed in Section 1.3.3. To improve the generalization capability of DNN,

a two-stage speech enhancement system called modular neural network was proposed in [139].

In the first stage, various well-trained speech enhancement modules specialized in dealing with a

specific SNR, noise, or speaker perform in parallel. In the second stage, an arbitrator, which is an-

other DNN, selects the best module from the previous stage. The authors showed that this system

performs better than an arbitrarily chosen DNN. In [140], a deep recurrent mixture-of-experts al-

gorithm for speech enhancement was proposed. In order to reduce the large speech variability, the

network is split into several networks, each specialized in a specific and smaller task considering

speech phonemes. The authors therein demonstrated the superiority of this architecture over some

common DNNs. In [59], the authors investigated speech enhancement performance using DNNs

trained to be noise, SNR level, or speaker-selective. They showed that a DNN specifically trained

to handle specific speakers, SNR levels, or noises achieve significant improvement for seen and

unseen acoustic conditions. The authors also showed that SNR level, gender, and noise are three

significant factors that impact speech enhancement performance. Based on the last statement, Yu
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et al. [13] proposed a speech enhancement system using an auto-encoder with a multi-branched

encoder. This model is made up of two stages. A decision tree algorithm is employed to catego-

rize input speech signal based on the utterance-level and signal-level attributes in the first stage.

In the second stage, all the branches of the encoder perform speech enhancement, and the results

are then integrated into the decoder to determine the final enhanced speech. The authors showed

the superiority of this model over several baseline models in terms of objective metrics and ASR

results. Although these methods achieved good speech enhancement results, they suffer from two

major issues. First, all these methods have a very high computational complexity since they em-

ploy a number of sub-DNNs, performing simultaneously. Second, the contributions of different

components are unclear and difficult to describe.

According to the above observations, a system made up of a combination of sub-DNNs de-

signed for a specific and simpler task could generalize better to unseen conditions. Besides,

utterance-level attributes of voice signals vastly differ depending on the SNR level, noise, and

speaker. Thus, it is expected that a single DNN should be highly complex to model all these

modes, while a combination of several low-complexity sub-DNNs that are specifically designed

to perform a particular task could handle different scenarios. Hence, we propose a multi-mode

mapping-based speech enhancement framework, called MBSE for simplicity, performing in the

MDCT domain. MBSE framework has two main stages: classification and mapping. In the former

stage, input speech is classified regarding its utterance-level attributes, i.e., SNR level and gender.

It is worth pointing out that we only consider SNR level and speaker gender to design the classifier

since there is a wide range of noises in the real-world environment, which cannot be included in

the training dataset. Four well-trained DNNs specialized for different specific and simple tasks,

called expert DNNs, perform the mapping in the latter stage.

Unlike the previous chapters, where the methods were masking-based, the expert DNNs in

the MBSE framework directly map noisy speech short-time modified discrete cosine transform

(STMDCT) to the clean one. Furthermore, we reduced the latency by %55 than the models in pre-

vious chapters. In addition, since the MBSE framework is designed to perform in the STMDCT
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domain, there is no need to deal with the phase information, i.e., no phase-related computation

is required. Also, the training target length is only half of those in the previous chapters, which

means lower computations and less demand for the expert DNNs. Moreover, only one of the low-

complexity expert DNNs is active at each time, i.e., the computational burden is tied to only a

single branch at each time step, although there are multiple branches in the model. Moreover, the

expert DNNs are fully convolutional, and their computations are performed in parallel, unlike re-

current models. Finally, all the convolutions in this framework are causal in the sense that no future

information is used in their calculations, as shown in Fig. 18 in Section 3.2.1. Our analysis and

experimental studies reveal that the proposed MBSE framework yields a significantly improved

speech enhancement performance compared to several existing DNN based methods while ex-

hibiting a significantly lower computational complexity and memory footprint. The advantages of

the proposed MBSE model over some well-known DNN-based speech enhancement methods are

demonstrated through extensive comparative experiments.

The rest of this chapter is organized as follows: the transformation from the time domain to the

MDCT domain and then the reconstruction of the time-domain speech based on MDCT values are

introduced in Section 5.2.1. The speech classifier along with different classification approaches are

explained in 5.2.2. Section 5.2.3 explains the fully-convolutional expert DNNs architecture. The

complete system description is then provided in Section 5.2.4. Finally, the experimental results

and comparisons are provided in Section 5.3.

5.2 Proposed MBSE Framework

A high-level block diagram of the proposed MBSE framework is shown in Fig. 43. The MDCT

of framed input signal is first calculated and passed to the next block. At the classification stage,

the input speech is categorized based on gender and SNR level, i.e., "male at high SNR level",

"male at low SNR level", "female at high SNR level", or "female at low SNR level". According to

the classification results, one of the expert DNNs then performs the mapping between noisy and
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Figure 43: High-level block diagram of the proposed framework.

clean speech MDCT. Finally, the inverse MDCT (IMDCT) is computed and the clean speech in

time domain will be delivered. The individual components of the MBSE framework are discussed

in the following.

5.2.1 Modified Discrete Cosine Transform

Unlike Fourier transform, the output length of MDCT as a lapped transform is half of its input, i.e.,

F : R2N → RN , where R is the set of real numbers. Consider a signal in time domain xt framed

into K segments each with length L. The kth segment can thus be defined below,

xk = (x(k−1)L+1, x(k−1)L+2, ..., xkL)ᵀ (47)

where (�)ᵀ denotes transposition. If two consecutive segments are concatenated, the MDCT and

IMDCT for the kth time frame is computed as follows,

XC
k = CW

xk−1
xk

 (48)
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Figure 44: Speech enhancement in MDCT domain.

xCk =

x(C1)
k

x
(C2)
k

 = WCᵀXC
k (49)

where XC
k = (XC

1,k, ..., X
C
L,k)

ᵀ defines the vectorized MDCT coefficients. The MDCT transforma-

tion is denoted by matrix C ∈ RL×2L with its (p, q)th element being given by,

Cp,q =

√
2

L
cos

[
π

L

(
p+

1

2

)(
q +

L+ 1

2

)]
(50)

p = 0, 1, ..., L− 1 ; q = 0, 1, ..., 2L− 1
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where p and q are, respectively, indices in MDCT and time domain. In addition, W ∈ R2L×2L is a

diagonal matrix representing the analysis/synthesis window, whose diagonal elements are defined

as,

Wl,l = sin

[(
l +

1

2

)
π

2L

]
. (51)

The IMDCT vector components, x(C1)
k and x(C2)

k , are corrupted by time-domain aliasing since

C is an L × 2L matrix. To avoid this aliasing and perfectly reconstruct the original signal, two

subsequent IMDCT vector components have to be added as follows,

xk = x
(C2)
k + x

(C1)
k+1 = O

x(C)
k

x
(C)
k+1

 (52)

where O = [0, I, I, 0] is the overlap-add (OLA) matrix, in which I and 0 denote identity and

zero matrices with size L × L [138]. Hence, speech signal can be easily transformed to a low-

dimensional space, MDCT, without any information loss, and then be easily transformed back to

the time domain. The entire mentioned process is shown in Fig. 44.

5.2.2 Speech Classification

Speech signals have different acoustic features considering their utterance-level attributes, such

as noise, speaker, and SNR level. In [13], a t-distributed stochastic neighbor embedding (t-SNE)

analysis [141] is conducted on the utterances from WSJ dataset [142]. t-SNE is a non-linear

technique for dimensionality reduction on original data, and is commonly used to visualize high-

dimensional datasets. Fig. 45 illustrates the analysis results for the gender and SNR attributes. It is

worth mentioning that the axes do not refer to any physical meanings, just like other dimensionality

reduction techniques such as principal component analysis (PCA). As shown in Fig. 45 (a), where

yellow and purple dots represent male and female, respectively, which shows a clear distinction

between speech attributes of males and females. There is also a clear separation between attributes

of speech with high and low SNR levels, as shown in Fig. 45 (b, c) where yellow dots show SNR
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Figure 45: Clear distinction of utterances with different utterance-level attributes, (a) distinction
based on gender, male and female: yellow and purple dots, respectively, (b) distinction based on
SNR-level for male, high and low SNR levels: yellow and purple dots, respectively, (c) distinction
based on SNR-level for female, high and low SNR levels: yellow and purple dots, respectively
[13].

level of 10 dB and above, while purple ones represent that of 10 dB and below in both gender

partitions.

Speech enhancement algorithms can benefit from the above-mentioned distinctive attributes to

improve their performance. As such, we propose using low-complexity expert DNNs specialized

on different tasks to perform speech enhancement for utterances with different attributes, i.e., "male

at high SNR level", "male at low SNR level", "female at high SNR level", or "female at low SNR

level". To this end, a speech classifier is required to determine in which category the input signal

falls.

There are two types of classification: binary and multi-class. The former refers to the data with

only two possible outcomes, like benign and malignant tumors. The latter yields with multiple

classes, like object detection where the object could be any different types of objects. Besides, there

are many types of supervised classification algorithms in machine learning, such as naive bayes

(NB) [143], support vector machine (SVM) [144], k-nearest neighbors (KNN) [145], decision tree

(DT) [146], linear discriminant analysis (LDA) [147], ensemble learning (EL) [148], deep neural

networks (DNN), etc. We categorize these algorithms into two classes based on whether they are
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Figure 46: DT made up of three main components: nodes, branches, and leaves [14].

DNN-based or not. We aim to compare these two classes for the desired speech classification task.

Some of these most commonly used algorithms are first briefly explained below.

Machine Learning Algorithms for Classification

Naive Bayes (NB): This technique is one of the first and most popular algorithms presented as a

machine learning method for classification. NB is based on Bayes’ theorem with the assumption

that the presence of a particular feature in a class is unrelated to that of any other feature, which

is the reason behind calling it naive. This classifier is suitable for both binary and multiclass

classification and predicts data based on historical results. This family of classifiers is highly

scalable which makes them useful for very large data sets. In this thesis, we use Gaussian NB

where the likelihood of features is assumed to be Gaussian.

Decision Tree (DT): DTs, recently referred to as classification and regression trees, build mod-

els in the form of a tree structure to evaluate an instance of data. DTs are easy to understand,

interpret, and visualize since they mimic a decision-making model in the form of a tree.

The process starts at the tree root with the provided dataset, and moves down to the leaves,
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Figure 47: SVM for binary classification [15].

small subsets, until a forecast can be made. An example of a DT is shown in Fig. 46. It is made

up of three main components: nodes, branches, and leaves, which represent the possible attributes

associated with an event, attribute values, and classes, respectively [14]. The best predictor that

asks the main question is the topmost decision node in a tree which is called the root node, and the

leaf nodes represent the final decision or classification.

Support Vector Machine (SVM): SVM is one of the most popular classification algorithms

because of the quite accurate results while requiring low computational power. It is effective for

high-dimensional data and when the number of samples is smaller than feature dimensions. SVM

aims to find an M-dimensional hyperplane, where M is the feature size of the data, that makes the

furthest distance between data points of different classes. The accuracy of SVM directly depends

on how accurate this hyperplane is calculated. As shown in Fig. 47, the samples of different classes

place in both sides of the estimated hyperplane, in the case of binary classification [149].

K-Nearest Neighbors (KNN): One of the simplest supervised classification algorithms is KNN

that has been used for both classification and regression tasks. This technique aims to label samples

in dataset based on their proximity to each other, i.e., proxy is considered as sameness. The

125



algorithm requires a set of data with predefined classes and use them to label other samples. In

other words, a new sample is labeled similar to k of its nearest neighbor samples [150]. It is worth

noting that the choice of k depends on the dataset. Typically, a large k suppresses noise while

making the classification boundaries less distinct.

Linear Discriminant Analysis (LDA): LDA is a linear multiclass classifier. The representation

of LDA contains the statistical properties of different classes in the desired dataset. In the simplest

case where the input is a single variable, the statistical properties are the variable’s mean and vari-

ance of each class. The statistical properties are means and the covariance matrix calculated over

the multivariate Gaussian for multiple variables. These properties are computed over the desired

dataset, and the LDA equation then makes the predictions. The model employs Bayes’ theorem

for probability estimation [151]. In effect, LDA performs supervised dimensionality reduction of

input data features by projecting the input data to a linear subspace while maximizing the discrimi-

nation among different classes. Dimensionality reduction lessens computations for a classification

task and helps avoiding over-fitting through minimizing the error in parameter estimation [152].

Ensemble Learning (EL): EL combines multiple learning algorithms to achieve better perfor-

mance than a single one. EL was first introduced to improve the performance of the classification

and prediction models. Then, it was also used to check the predictions, select optimal parameters

of the model, etc. In this thesis, we employ an extra-trees classifier [153] where a meta estimator

is implemented that fits a number of extra-trees on various sub-samples of the desired dataset. It

then takes an average over the models to improve the performance and control the over-fitting.

CNN for Classification

CNN has been widely used in classification tasks due to its remarkable capability in extracting

important features and thus its high performance. It has been first used for image classification,

leading to promising accuracy. The advent of large image datasets such as ImageNet [154], CNN-

based frameworks like AlexNet [155], VGG [156], Inception [157], and ResNet [72] have achieved

remarkable improvement in image classification. Since the speech spectrogram can be considered
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as a 2D image, CNN has also been used for audio scene classification in many studies, such as [158,

159] showing good classification accuracy. In our work, we aim to compare the performance of a

CNN as the multiclass classifier with that of the aforementioned non-DNN-based ML algorithms

for classifying speech in terms of the SNR level and speakers’ gender.

The employed CNN network comprises three convolutional layers to exploit useful patterns in

their inputs and thus provide a set of appropriate features for the desired classification task. The

number of CNN channels and their size are decreased along the network to lower the dimension-

ality of CNN feature maps, like in [160]. Afterward, a global max-pooling layer is employed to

decrease the spatial dimensionality of the CNN feature maps. This layer selects the maximum

value of the features in the last convolutional layer. The max-pooling operation also removes the

noise and unnecessary information from its input. Finally, a very small FC network is utilized to

perform the final prediction based on the extracted features. A dropout technique is also adopted in

this FC network to avoid over-fitting. It is worth mentioning that all the activation functions in this

classifier are ReLU except for the last layer where softmax is utilized. The details of this network

configuration will be explained in Section 5.2.4.

5.2.3 Mapping-Based Expert CNNs

CNN can perform well regression in speech enhancement due to its low complexity and high

performance. Also, it is amenable to parallel computations that leads to low processing time. CNN

has been used as the mapping function to transfer the noisy speech spectrogram to the clean one in

[5, 12], demonstrating promising speech enhancement results.

In this work, we need very low-complexity CNNs that are specialized on different tasks for

mapping the noisy STMDCT to the clean one. Hence, we employ a fully-convolutional CNN com-

prising two stages: feature extraction and regression. In the first stage, a CNN made up of five

layers with 2D dilated frequency convolutions is used to extract necessary features considering

contextual information of input speech spectrogram. In the second stage, another three-layer CNN

with 1D convolutions is employed to transform the extracted features in the previous stage to the
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Figure 48: CNN classifier network architecture.
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Figure 49: CNN expert network architecture for mapping.

clean STMDCT. Residual learning and skip connection techniques are also used to facilitate learn-

ing and accelerate the convergence. The details of this fully-convolutional CNN will be explained

in the next section.

5.2.4 MBSE Framework Architecture

Two main components of the MBSE framework are the classifier and expert networks. The pro-

posed classifier network is shown in Fig. 48. It is basically a stack of convolutional layers, max-

pooling, and FC layers. In particular, the first convolutional layer contains N kernels of size (9

× 1) followed by a ReLU activation function. To reduce the size of feature maps and lessen

computations, padding valid is chosen, which means that no padding is added to the inputs of

the convolutional layers. Assuming the shape of input spectrogram is (F × T), the output of this

convolutional layer will contain N feature maps with the shape of ((F-9)/2, (T-1)/2). It is worth
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mentioning that the stride is 1 in all the convolutional layers, i.e., the jump size of the kernels on

their input is 1. Everything is the same for the second and third layers except that the kernel size

and the number of kernels are (7 × 1) and N/2 for the second layer, and (5 × 1) and N/4 for the

third one. Afterward, a max-pooling layer reduces the spatial dimension of the feature maps of the

previous layer. As such, the output size of this layer will be a vector of size N/4 to be passed to

the next layer. A two-layer FC network performs the classification with the information extracted

by CNN and the max-pooling layer. The first layer contains 16 nodes with a ReLU activation

function and a dropout rate of 0.3. The final layer comprises four nodes, the same as the number

of decisions that the classifier has to make. The activation function of the last layer is softmax that

calculates a probability for every possible class. Based on the results of this classifier, one of the

expert networks is selected to perform the main mapping between the noisy input STMDCT and

clean one.

Another main component of the MBSE framework is the mapping network. Four identical very

low-complexity CNNs are trained with different training datasets. The structure of these networks

is shown in Fig. 49. Each of these CNNs is thus specialized on different mapping-based tasks.

These fully-convolutional CNNs are comprised of two stages: feature extraction and regression.

In the former stage, there is a stack of five CNN layers with dilated convolutions and increasing

dilation rates of 1, 2, 4, 8, and 16 which leads a receptive field of 125. Padding in these layers is

same, i.e., the input size and feature maps are the same size. The number of kernels in all these

layers is 32, with ReLU activation function. The convolutions are 2D with kernel sizes of (3 × 5).

The feed-forward lines around these layers are residual paths, in the form of convolutional layers

with kernel size (1× 1), are used to improve the training procedure. As shown, the outputs of each

layer are added up (with a skip connection) to make the output of the feature extraction part of the

CNN network. Then, there is a three-layer CNN with 1D convolutions and kernel size (1 × 7) to

perform the regression. The activation function of first two layers is ReLU and that of the last layer

is linear. The number of channels of these layers is 48, 48, and 1 where the last one transforms the

output of the middle layer to the final output of the CNN network. Finally, the time-domain clean
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speech is reconstructed based on the estimated STMDCT matrix as explained in Section 5.2.1.

5.3 Experiments

5.3.1 Experimental Setup

To evaluate the performance of the proposed MBSE model, clean utterances are selected from

the TIMIT database [81], with 1050 clean utterances spoken by males and the same number by

females randomly selected, and the duration of each utterance is between 2.5 and 5 seconds. Note

that no utterance is repeated in this random utterance selection from the TIMIT database. From

these 1050 selected utterances, 1000 speech files are used for training and 50 for testing. Also, a

set of utterances from LibriSpeech [87] is chosen for the testing stage. This testing set contains

100 utterances, with the length of 3 seconds, half spoken by males and another half by females.

The sampling rate is 16 kHz. The noise files are selected from NOISEX-92 [91]. The same setting

as described in Section 3.3.1 is used to prepare the pairs of noisy and clean speech. Four unseen

highly-nonstationary noises, namely, Coffee Shop, Busy City Street, Car Interior, and Street Traffic,

are selected from [117] to evaluate the generalization capability of the proposed model. The speech

STMDCT is directly fed to the classifier and expert networks as input.

For the purpose of training and testing the classifier, each of the 1050 utterances spoken by

males in the dataset is mixed with different noises at SNR levels of -6, -3, and 0 dB to create the

male utterances with low SNR sub-dataset and mixed at SNR levels of 3 and 6 dB to create the male

utterances with high SNR sub-dataset. Via the same procedure, the mixtures for female utterances

with low SNR and female utterances with high SNR sub-datasets are obtained. Then, the STMDCT

of these utterances are calculated where the time-domain input length is twice the length of each

frame, i.e., 320 samples, since the input of MDCT should be the concatenation of two frames as

explained in Section 5.2.1, and the output length is 160 samples in STMDCT domain. Since we

want the latency to be lower than the methods in Chapters 3 and 4, random chunks with the length

of 5 frames from these mixtures are selected for the training, validation, and testing purposes.
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Finally, the classifier and expert networks are separately trained with the associated datasets and

then jointly tested.

The MSE is selected as the cost function for the expert networks, while the Adam optimizer is

used as an extension to the stochastic gradient descent [118] to minimize the error between ideal

(ground truth) and estimated STMDCT values. For the classifier, categorical cross entropy [161]

is adopted. We will discuss some modifications about the loss function in Section 5.3.2.

PESQ, STOI, and SSNR are used as objective evaluation metrics; the higher these scores are,

the better the speech enhancement.

The performance of the classifier is evaluated with accuracy and F1 scores. The accuracy score

calculates the percentage of correctly predicted labels over all the predictions. The F1 score is

valued between 0 and 1 and is defined as a weighted average of the precision and recall. In a

binary classification analysis, precision is the number of true positive labels divided by all positive

labels, and recall is defined as the number of true positive labels divided by that of all labels should

have been identified as positive. These two definitions are shown in Fig. 50. Specifically, the F1

score is defined as,

F1 = 2× (Precision×Recall)
(Precision+Recall)

(53)

In the multiclass case, the F1 score is calculated by averaging over F1 scores of different classes

[16, 153].

Since the accuracy score can be misleading when the number of observations is unequal for dif-

ferent classes, or in the case of multiclass problems, a confusion matrix [162] is usually employed

to summarize the classification performance. The confusion matrix has a square shape where the

rows represent the true instances and the columns represent the predicted ones. The confusion

matrix indicates what type of errors the classifier is making and where the model is confused.
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Figure 50: Precision and Recall [16].

5.3.2 Low-Complexity High-Performance Classifier

The classifier in the MBSE framework aims to classify input speech in terms of SNR level and

speaker gender. We design this classifier with a CNN network under several considerations in order

to improve its performance regarding accuracy and computations. In the following, we investigate

some techniques to optimize the CNN for the desired classification task.

Complexity Reduction Using Depth-Wise Separable Convolution in Classifier

Convolution measures the amount of overlap of two functions as one slides over another. Since

the standard convolution is slow to perform, an alternative technique called depth-wise separable

convolution has been introduced in [163] to speed up this operation.

A standard convolution operation is shown in Fig. 51. Consider an input with dimensions of

Df × Df ×M where Df is the input’s height and width, and M is the number of channels. If a

kernel with the shape of Dk × Dk ×M is convolved with this input, the output’s shape will be

Dg×Dg×1. If we applyN such kernels to the input, the output will have the shape ofDg×Dg×N .
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Figure 51: A standard convolution operation.

To measure the computations of this convolution, we count the number of multiplications. The

number of multiplication for one convolution is D2
k ×M in the standard convolution. When this

kernel slides over the input, the number of multiplications will be D2
g ×D2

k ×M . And, having N

such a kernel leads to D2
g ×D2

k ×M ×N multiplications.

Depth-wise separable convolution comprises of two stages: filtering (depth-wise) and combi-

nation (point-wise). The process is shown in Fig. 52. Depth-wise convolution applies convolutions

to a single input channel each time while the standard convolution does it to all the channels. As

shown in the figure, each of M kernels with the shape of Dk×Dk× 1 is applied to only one chan-

nel. As such, by stacking the output of these M convolutions, the final output will have a shape

of Dg ×Dg ×M . In the latter stage, a point-wise convolution involves the linear combination of

each of its input layers. If a kernel with the shape of 1 × 1 ×M is applied to the previous stage’s

output, the resulting output will have the shape of Dg ×Dg ×M that is the desired output shape.

Here we calculate the number of multiplications of the depth-wise separable convolution. The

number of multiplications for one convolution is D2
k in the first stage. When these kernels are

applied over all the input channels, the multiplications will be D2
k × D2

g . Applying such kernels

over all the input channels will result in a total number of multiplications of D2
k × D2

g × M in

the first stage. In the second stage, the number of multiplications for one instance of convolutions
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Figure 52: Depth-wise separable convolution comprising two stages: filtering (depth-wise convo-
lution) and combination (point-wise convolution).

with the kernel size of 1× 1×M is M . Applying this kernel to the entire output of the first stage

with the shape of D2
g will result in D2

g × M multiplications. Hence, it requires D2
g × M × N

multiplications for N kernels. Thus, the total number of multiplications for the entire convolution

will be D2
g ×D2

k ×M +D2
g ×M ×N .
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Table 18: Comparison of different convolution processes.

Method Accuracy F1 Score Parameters (k) FLOPs (M )
Standard Convolution 75.6 73.8 17.9 0.68

Depth-Wise Separable Convolution 72.5 69.5 4.2 0.15
Difference (in %) -3.1 -4.3 +75.5 +77.9

To compare the number of multiplications of the standard and depth-wise separable convolu-

tions, we can compute the ratio of the total number of their multiplications, as below,

No. multiplications in depthwise separable convolution

No. multiplications in standard convolution
=

D2
g × (D2

k +N)×M
N ×D2

g ×D2
k ×M

=
1

N
+

1

D2
k

(54)

To get a better perspective on how much the depth-wise separable convolution decreases the

number of multiplications, we present an example. AssumeN = 1024 andDk = 3. Plugging these

values into the above equation gives a ratio of 0.112 which means the number of multiplications is

reduced by almost %90 [164].

This section compares the standard and depth-wise separable convolutions in the classifier in

terms of accuracy, F1 score, the number of parameters, and FLOPs. The results of this compar-

ison are shown in Table 18, where k and M denote kilo and million. As seen, using depth-wise

separable convolution causes %3.1 and %4.3 deterioration in accuracy and F1 score. However, the

number of parameters using the standard convolution is about 18 k while that using depth-wise

separable convolution is only 4.2 k, which means %75.5 reduction in the number of parameters. In

addition, the required computation that we measure in terms of FLOPs drops from 0.68 M to 0.15

M , i.e., %77.9, which saves a tremendous amount of computation. Hence, depth-wise separable

convolution remarkably improves the model performance by reducing the computations.

All in all, we can conclude that the designed classifier for classifying the input speech into four

different categories based on input speech segments with the length of only five frames is super

low complexity. In the following, some techniques are presented to vastly improve the accuracy

and F1 score.
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Figure 53: Visualization of random oversampling and undersampling.

Dealing with Imbalanced Dataset

Imbalanced datasets refer to those with a skew in the class distribution. The imbalanced number

of samples of different classes in the training dataset can impact the machine learning algorithm

performance in a way that the machine becomes biased to the classes with more samples. There

are two main approaches to address this issue: random resampling of the training dataset and using

a weighted loss function.

Resampling of the training dataset refers to creating a transformed version of the dataset

wherein the numbers of samples of different classes are almost equal. Random resampling is

to choose samples for the transformed dataset randomly. There are two main approaches to create

the balanced dataset: random oversampling and undersampling, as shown in Fig. 53. In the former,

some instances from classes with lower number of samples are randomly chosen and duplicated.

In the latter, some instances from classes with higher number of samples are randomly chosen

and removed [165]. Random oversampling and undersampling can also be combined to create a

balanced dataset through randomly duplicating or removing samples from different classes.

Another approach to address the imbalanced dataset problem is to introduce different weights

to the loss function for different classes. Depending on the number of samples of each class in

the training dataset, the computed loss for different samples is weighted differently in a way that

the higher weight is given to the computed loss for samples from the classes with less number of

instances.
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Table 19: Comparison of different techniques to address imbalanced dataset issue.

Method Accuracy F1 Score
Weighted Loss Function 78.1 75.8

Random Resampling 89.5 89.5
Difference (in %) +11.4 +13.7

Table 20: Comparison of different attention techniques in terms of accuracy and F1 score..

Method Accuracy F1 Score
No Attention 89.5 89.5

Channel-Wise Attention 88.4 88.5
Spatial Attention 91.4 91.5

In this work, we mix the clean utterances of males and females with different noises at different

SNR levels to create four categories "male at high SNR level", "male at low SNR level", "female

at high SNR level", or "female at low SNR level". However, the SNR levels of -6, -3, and 0 are

considered as the low SNR while those of 3 and 6 are considered as high SNR. Hence, the number

of samples in the high SNR categories is two-third of that in the low SNR ones. As such, the training

dataset is imbalanced. In this section, we compare both above-mentioned techniques to address the

imbalanced dataset problem. Table 19 shows the comparison results with both techniques in terms

of accuracy and F1 score. As seen, the random resampling technique improves the accuracy by

%11.4 and more importantly improves the F1 score by %13.7. Hence, we can learn the importance

of having a balanced dataset to make the leaning machine unbiased to some categories with more

number of training samples.

Attention Benefit in Classifier

As mentioned in Section 3.2.1, CNN contains many feature maps that may have different lev-

els of significance. Accordingly, emphasizing informative feature maps improves the model per-

formance. An attention mechanism adaptively emphasizes the informative ones by recalibrating

feature maps while suppressing others.

This section investigates if and how using the attention technique will improve the classification

results in our work. Two attention techniques are considered in this section: channel-wise and
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Table 21: Comparison of different classifiers.

Method Accuracy F1 Score
NB 54.7 53.7
DT 63.8 63.5

SVM 77.5 77.2
KNN 76.8 75.5
LDA 72.7 72.7
EL 52.3 68.8

CNN 91.4 91.5

spatial, as explained in Section 3.2.1. These attention blocks are placed after the first and second

convolutional layers. Table 20 shows the comparison results with both attention techniques along

with using no attention in terms of accuracy and F1 score. As seen, although the channel-wise

attention technique leads to no improvement, the spatial attention yields improvement in terms of

both accuracy and F1 score.

Compare CNN with with non-DNN-based Machine Learning classifiers

As mentioned in Section 5.2.2, there are many types of supervised classification algorithms in

machine learning, such as NB, DT, SVM, KNN, LDA, EL, and DNN. This section evaluates and

compares these methods for our desired speech classification task. The comparison results are

shown in Table 21. In addition, the confusion matrices for different methods are illustrated in

Fig. 54. As shown in the table, the accuracy and F1 score achieved by CNN are quite better

than those obtained by other methods. After CNN, the results by SVM are ranked second, and

NB obtains the lowest results. In the confusion matrices, we can get a perspective about the type

of errors the classifiers are making and where the model is confused. For example, in the SVM

confusion matrix, Fig. 54 (c), it is clear that most of the misclassification results are because the

model is confused between high and low SNR. As shown in this figure, %25 of the male with low

SNR samples are classified as male with high SNR. In addition, %23 of the female with low SNR

samples are classified as female with high SNR. However, in the CNN confusion matrix, we can

see that all the classes are almost accurately classified while there are tiny misclassification results
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Figure 54: Comparison of different machine learning methods for classification: (a) NB, (b) DT, (c)
SVM, (d) KNN, (e) LDA, (f) EL, (g) CNN. MP, MN, FP, and FN denote "male at high SNR level",
"male at low SNR level", "female at high SNR level", or "female at low SNR level", respectively.
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which is because the model is confused between the negative and positive SNRs. However, these

misclassification results are negligible. All in all, we can see that the CNN classifier is the best

choice to classify the input speech into four different categories based on input speech segments

with the length of only five frames.

5.3.3 Comparison with Previous Methods

Here, we compare the performance of the MBSE framework with that of the neural network models

developed in the previous chapters, i.e., serial hybrid network and PACDNN. Table 22 shows

the domain and training target of these three methods along with their number of parameters,

latency, and computational time. Note that M and ms denote million and millisecond. Obviously

all the proposed models have a lower number of parameters as compared to those in the literature.

Specifically, the number of parameters in the serial hybrid model was 1 million, while it was

remarkably reduced by more than %80 in the PACDNN, and by more than %91 in the MBSE

framework. Besides, the latency of the MBSE model is less than half of that of the serial hybrid

and PACDNN. Moreover, the computational time of all the three different methods proposed in

this thesis is very small, especially the MBSE framework takes only 0.22 ms per frame.

Table 22: Comparison of different methods in this thesis.

Method Domain Training
Target

No. of
Parameters

(M)

Latency
(ms)

Computational
Time (ms)

Serial Hybrid STFT PSM 1.00 110 0.62
PACDNN STFT PSM+GD 0.19 110 0.45

MBSE STMDCT Clean Spectrogram 0.09 50 0.22

Tables 23 and 24 present the comparison of the three methods in terms of speech enhance-

ment objective metrics, evaluated with utterances from the TIMIT dataset and 20 noises from the

NOISEX dataset, as explained in Section 5.3.1. Table 23 shows the results for male utterances.

As seen, the MBSE framework yields better results in terms of all the metrics at almost all SNR

levels, except for the SNR level of -3 dB, where PACDNN performs better. The same comparison
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for the female utterances is shown in Table 24, where again MBSE outperforms other methods.

Tables 25 and 26 compare the performances of the three methods where the testing noises and

utterances are unseen. The noises are from [117] and the utterances are from LibriSpeech [87], as

explained in Section 5.3.1. Note that bscs, cair, cfsp, and sttc denote Coffee Shop, Busy City Street,

Car Interior, and Street Traffic noises. As shown, the MBSE framework achieves better results in

almost all the cases, except for a few cases such as SNR level of -3 dB where PACDNN yields

slightly better results. It is worth mentioning that the MBSE method performs very well while the

number of its trainable parameters is quite lower than other methods.

Table 23: Comparison of the three proposed methods with unseen male utterances from TIMIT
dataset mixed with different noises noises.

Method PESQ STOI SSNR
-6 -3 0 3 6 -6 -3 0 3 6 -6 -3 0 3 6

Unprocessed 1.39 1.47 1.66 1.87 2.18 0.568 0.632 0.697 0.713 0.760 -13.2 -11.0 -8.61 -5.91 -3.14
Serial Hybrid 2.11 2.35 2.55 2.75 2.94 0.696 0.759 0.812 0.854 0.888 0.36 1.88 3.23 4.67 5.97

PACDNN 2.13 2.38 2.58 2.78 2.99 0.710 0.771 0.822 0.863 0.897 -0.3 1.86 3.30 4.85 6.53
Proposed 2.20 2.33 2.61 2.80 3.00 0.750 0.750 0.834 0.879 0.911 1.72 1.77 3.50 5.45 7.19

Table 24: Comparison of the three proposed methods with unseen female utterances from TIMIT
dataset mixed with different noises noises.

Method PESQ STOI SSNR
-6 -3 0 3 6 -6 -3 0 3 6 -6 -3 0 3 6

Unprocessed 1.03 1.13 1.34 1.57 1.77 0.532 0.592 0.656 0.717 0.720 -11.8 -9.97 -7.62 -5.00 -2.25
Serial Hybrid 1.84 2.09 2.34 2.57 2.79 0.669 0.729 0.784 0.829 0.866 1.35 2.78 4.15 5.42 6.63

PACDNN 1.95 2.18 2.40 2.61 2.82 0.682 0.742 0.796 0.841 0.877 0.84 2.70 4.45 6.18 7.89
Proposed 2.11 2.13 2.42 2.68 2.91 0.722 0.704 0.809 0.847 0.884 2.53 2.00 4.47 6.45 8.10

5.4 Conclusion

This chapter proposed a multi-mode and mapping-based MBSE framework for speech enhance-

ment in the MDCT domain. The proposed framework comprises two main stages: classification

and mapping. The former classifies the input speech based on its utterance-level attributes, i.e.,

SNR level and gender. The latter containing four well-trained CNNs performs mapping between
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Table 25: Comparison of the three proposed methods with unseen male utterances from Lib-
riSpeech dataset mixed with unseen noises.

SNR Method PESQ STOI SSNR
bscs cair cfsp sttc bscs cair cfsp sttc bscs cair cfsp sttc

-6 dB

Unprocessed 1.15 1.75 1.23 1.38 0.434 0.680 0.474 0.556 -13.3 -13.2 -12.9 -11.8
Serial Hybrid 1.44 2.54 1.47 1.67 0.499 0.783 0.530 0.611 -6.64 0.48 -3.93 -2.92

PACDNN 1.54 2.70 1.59 1.95 0.545 0.842 0.601 0.695 -4.98 2.94 -3.36 -1.37
Proposed 1.76 2.53 1.81 1.95 0.628 0.831 0.670 0.735 -2.30 3.10 -0.32 1.19

-3 dB

Unprocessed 1.31 1.96 1.41 1.58 0.507 0.716 0.537 0.611 -11.3 -10.7 -10.8 -9.73
Serial Hybrid 1.74 2.70 1.73 1.99 0.593 0.814 0.626 0.721 -4.39 1.95 -1.81 -0.55
Unprocessed 1.84 2.91 1.84 2.23 0.649 0.869 0.679 0.754 -2.98 4.60 -1.67 0.83

Proposed 1.75 2.77 1.78 2.02 0.608 0.883 0.600 0.762 -4.91 2.68 -1.33 1.25

0 dB

Unprocessed 1.50 2.14 1.64 1.80 0.586 0.746 0.609 0.679 -8.73 -8.32 -8.05 -7.53
Serial Hybrid 1.98 2.94 1.97 2.19 0.681 0.852 0.697 0.775 -2.26 3.66 -0.25 0.78

PACDNN 2.13 3.07 2.10 2.25 0.739 0.885 0.750 0.815 -0.43 5.86 0.29 2.76
Proposed 2.27 3.00 2.10 2.46 0.757 0.901 0.786 0.835 -0.22 5.95 1.85 3.66

3 dB

Unprocessed 1.70 2.35 1.85 1.99 0.660 0.781 0.673 0.743 -6.08 -5.56 -5.62 -4.82
Serial Hybrid 2.25 3.08 2.28 2.43 0.769 0.876 0.784 0.829 0.09 4.91 1.79 2.72

PACDNN 2.30 3.07 2.35 2.68 0.804 0.904 0.817 0.860 1.71 7.39 2.51 4.44
Proposed 2.38 3.22 2.43 2.75 0.830 0.926 0.848 0.877 2.67 7.79 3.98 5.42

6 dB

Unprocessed 1.92 2.50 2.06 2.19 0.731 0.804 0.728 0.788 -3.18 -2.79 -2.89 -2.24
Serial Hybrid 2.48 3.27 2.53 2.62 0.825 0.899 0.833 0.867 2.49 6.46 3.59 4.15

PACDNN 2.62 3.40 2.68 2.89 0.853 0.917 0.855 0.890 3.73 8.45 4.46 6.15
Proposed 2.60 3.47 2.78 2.76 0.879 0.941 0.890 0.916 4.85 9.22 5.87 7.51

Table 26: Comparison of the three proposed methods with unseen female utterances from Lib-
riSpeech dataset mixed with unseen noises.

SNR Method PESQ STOI SSNR
bscs cair cfsp sttc bscs cair cfsp sttc bscs cair cfsp sttc

-6 dB

Unprocessed 0.86 1.40 0.93 1.18 0.424 0.668 0.462 0.559 -12.1 -11.8 -11.5 -9.68
Serial Hybrid 1.32 2.30 1.38 1.79 0.498 0.760 0.517 0.651 -4.66 1.69 -2.82 -0.30

PACDNN 1.33 2.37 1.42 1.77 0.530 0.806 0.575 0.686 -3.67 4.11 -2.33 0.26
Proposed 1.63 2.47 1.60 1.93 0.587 0.816 0.619 0.708 -2.23 4.18 -0.91 1.45

-3 dB

Unprocessed 1.06 1.66 1.16 1.31 0.493 0.704 0.524 0.600 -10.1 -9.80 -9.36 -8.26
Serial Hybrid 1.52 2.49 1.66 1.88 0.579 0.793 0.619 0.698 -2.98 2.93 -0.90 0.48
Unprocessed 1.64 2.59 1.71 1.95 0.632 0.832 0.659 0.726 -1.37 5.63 -0.20 1.73

Proposed 1.54 2.54 1.85 1.98 0.617 0.851 0.683 0.758 -1.52 4.37 0.57 1.76

0 dB

Unprocessed 1.24 1.92 1.38 1.62 0.554 0.740 0.592 0.683 -7.76 -7.31 -7.01 -6.71
Serial Hybrid 1.83 2.75 1.89 2.14 0.666 0.831 0.689 0.759 -0.54 4.55 0.72 2.15

PACDNN 1.90 2.82 1.99 2.35 0.701 0.857 0.732 0.807 1.08 7.33 1.85 4.58
Proposed 1.90 2.86 2.08 2.41 0.727 0.865 0.742 0.813 1.25 7.62 1.81 4.87

3 dB

Unprocessed 1.45 2.11 1.62 1.77 0.631 0.766 0.650 0.728 -5.19 -4.74 -4.64 -4.11
Serial Hybrid 2.08 2.92 2.18 2.37 0.742 0.860 0.762 0.811 1.14 5.69 2.64 3.77

PACDNN 2.14 2.86 2.23 2.38 0.774 0.877 0.784 0.843 2.98 8.41 3.71 5.77
Proposed 2.14 2.88 2.47 2.40 0.777 0.895 0.802 0.832 3.00 8.47 3.99 5.83

6 dB

Unprocessed 1.71 2.35 1.85 1.97 0.712 0.798 0.714 0.766 -2.36 -1.83 -1.82 -1.16
Serial Hybrid 2.32 3.14 2.43 2.66 0.802 0.882 0.811 0.859 3.64 6.88 4.36 5.39

PACDNN 2.44 3.15 2.46 2.67 0.837 0.899 0.834 0.873 5.11 10.05 5.59 7.58
Proposed 2.45 3.21 2.58 2.87 0.839 0.918 0.852 0.884 5.58 10.29 6.26 7.78
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noisy and clean speech MDCT. The classifier is a very low complexity CNN made up of convo-

lutional, global max-poling, and dense layers. A depth-wise separable convolution technique was

adopted to reduce the CNN’s number of parameters and FLOPs. Also, some methods were inves-

tigated to deal with the imbalanced dataset issue. In addition, the performance of the classifier was

improved by adopting attention techniques between convolutional layers.

It is worth mentioning that the computations in the CNNs are performed in parallel, reducing

the computational time and latency. Moreover, only one of the expert DNNs was active for each

time, i.e., the computational burden is related to only a single branch at each time, although there

are multiple branches in the model. The latency was also reduced to one-half compared to the

methods in previous chapters. In addition, all the convolutions in this framework are causal in the

sense that no future information is used in their calculations. Through extensive comparative exper-

imental studies, it was shown that the proposed MBSE framework yields a significantly improved

speech enhancement performance compared to existing DNN based methods while exhibiting a

significantly reduced complexity and memory footprint.
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Chapter 6

Conclusion and Future Work

6.1 Concluding Remarks

Deep learning as a primary tool to develop data driven information systems has led to revolution-

ary advances in speech enhancement. In this context, speech enhancement solved as a supervised

learning problem, does not suffer from issues faced by traditional methods. This supervised learn-

ing problem comprises three key components: input features, learning machine, and training target.

In this thesis, we proposed and investigated various deep learning structures and techniques to deal

with limitations of these three components found in the literature. For the features, we used DNN

for feature extraction instead of engineered features. For the learning machines, we explored com-

binations of different DNNs to take advantage of the contextual information of speech while using

different techniques to keep the complexity of DNN very low. For the training targets, we inves-

tigated and proposed different categories of them so that both magnitude and phase are enhanced

simultaneously. Throughout the whole thesis, we aimed at improving the speech enhancement

performance while keeping the DNN complexity low so that the system is implementable on the

edge.

In Chapter 3, we proposed a novel serial hybrid neural network that integrates a CNN and

LSTM for speech enhancement based on PSM estimation. A new low-complexity fully-convolutional
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CNN that facilitates learning, accelerates convergence, and reduces the number of model param-

eters was proposed to extract the most appropriate features of the input speech. This CNN was

empowered by an attention technique to adaptively emphasize the valuable features extracted by

CNN and suppress less important ones. In addition, an RNN was employed to take advantage of

temporal dependencies of speech and accomplish the regression between the CNN-extracted fea-

tures and the mask values. Different RNN variations were also evaluated and analyzed to optimize

the network structure in terms of performance, computation time, memory footprint, and number of

model parameters. Moreover, a grouping strategy was then adopted to reduce the number of RNN

parameters. The proposed model was evaluated using different datasets and compared to some

related DNN-based methods. Different training targets were also investigated to exploit the phase

information alongside magnitude enhancement so as to achieve the best performance. Through

extensive comparative experiments, we showed that the proposed model significantly outperforms

some known neural network-based speech enhancement methods in the presence of highly non-

stationary noises, while it exhibits a relatively small number of model parameters compared to

some commonly employed DNN-based methods.

In Chapter 4, we proposed a very low-complexity composite model in which LSTM and CNN

were carefully designed and integrated to extract a complementary set of features. LSTM and

CNN performed independently and in parallel to speed up the computation, thereby addressing

fundamental concerns from the perspective of real-time, low latency and low complexity speech

enhancement applications. The new model, called PACDNN, involved two subtasks: magnitude

processing with a spectral mask and phase reconstruction with PD, and exploited one DNN to es-

timate both training targets simultaneously. We investigated different types of masks and PDs as

well as their possible combinations to select the best training targets for the DNN. Our analysis

and experimental studies revealed that the proposed PACDNN model yields a significantly im-

proved speech enhancement performance compared to several existing DNN based methods while

exhibiting a significantly lower computational complexity and memory footprint.

In Chapter 5, we proposed a very low complexity framework called MBSE performing speech
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enhancement in STMDCT domain. The MBSE framework consists of two main stages: classifica-

tion and mapping. In the former stage, input speech is classified upon its utterance-level attributes,

i.e., SNR level and gender. Four well-trained DNNs each specialized for a different specific and

simple task, called expert DNNs, perform the mapping in the latter stage. Even though there are

multi-branches in the model, only one of the low-complexity expert DNNs was active at each time

step, i.e., the computational burden is related to only a single branch at each time step. Unlike

the previous chapters, where the methods were masking-based, the expert DNNs introduced in the

MBSE framework directly map noisy speech STMDCT to the clean one. We showed that the new

structure comprising sub-DNNs can better handle different acoustic scenarios while having less

overall computational complexity. The latency of MBSE framework was %55 less than the models

in previous chapters. Through extensive experimental studies, it was shown that the MBSE frame-

work not only gives a superior speech enhancement performance, but also has a lower complexity

compared to some existing deep learning-based methods.

6.2 Scope for Further Work

In the previous chapters, several frameworks were introduced for monaural speech enhancement.

The speech signal is usually corrupted by not only additive noise but also reverberation from sur-

face reflections. However, we only studied and proposed methods for suppressing additive noise

and did not investigate dereverberation. Besides, speech enhancement methods can be mainly cat-

egorized into single- and multi-channel, while monaural speech enhancement was only studied and

practiced in this thesis. Last but not least, we only studied and investigated supervised methods

while there are unsupervised methods based on say GANs, which could also yield good speech

enhancement results. In the following, we introduce some topics for further research in the speech

enhancement area.
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6.2.1 Simultaneous Speech Dereverberation and Denoising

In an enclosed environment, the quality of the perceived sound is severely affected by reverberation

which means the perceptual artifacts like echoes and coloration are added to the direct sound signal,

thus reducing speech intelligibility [166]. Dereverberation has been a well-recognized challenge

and would be more complicated when it is combined with the background noise. Reverberation

corresponds to a convolution of the direct signal and a room impulse response (RIR), i.e.,

y(t) = h(t) ∗ s(t) (55)

where y(t), h(t), and s(t) denote reverberant speech, the RIR, and the clean anechoic speech,

respectively, and ∗ indicates the convolution operation. In more sophisticated acoustic conditions,

the reverberant speech could be further corrupted by ambient noise. As such, the key to speech

enhancement in this situation is to simultaneously suppress the noise and estimate the RIR.

Different DNN-based methods have been proposed for speech dereverberation like spectral

mapping on cochleagram [167], reverberation-time-aware model [168], etc. It is demonstrated

that spectral mapping is more effective than masking for dereverberation while masking outper-

forms mapping for denoising [169]. Hence, to benefit from both mapping and masking methods to

perform denoising and dereverberation simultaneously, we can study a two-stage network.

In the first stage, features of the noisy and reverberant speech can be passed to an LSTM net-

work. As incorporation of delta and acceleration of the features improves dereverberation in a

DNN-based structure [120], we can use the concatenation of the extracted features with their delta

and acceleration as the input for the network. The LSTM can estimate the real and imaginary com-

ponents of a complex IRM which will be multiplied by the noisy speech spectrogram for denoising.

Then, the output which is the real and imaginary parts of the reverberant speech spectrogram can be

passed as two channels to the second stage which is a CNN network. As CNN is a strong machine

for spectral mapping, it will map both spectrogram components of the reverberant speech to the

clean ones to accomplish speech dereverberation. The final output will be the real and imaginary
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parts of the clean speech spectrogram which means the phase and magnitude are simultaneously

enhanced. It is worth mentioning that these two stages can be first trained separately and then be

jointly optimized.

The other promising idea is to extend our work by using RASTA-PLP features. RASTA is

added to PLP in [170] so as to suppress slowly-changing factors in the noisy speech. RASTA

filtering can help suppress the high-frequency components in the spectrum leading to background

noise attenuation. It also suppresses the low-frequency components of the spectrum which miti-

gates reverberation [17].

6.2.2 Multi-Channel Speech Enhancement

An array of microphones providing multiple monaural recordings utilizes a different principle to

enhance speech. Traditional approaches to source separation based on spatial information, say

beamforming, boost the signal coming from a particular direction and suppress the signals coming

from other directions as interferences. However, when the target speech source and noise are near

each other, these methods will not work properly, and get worse in the presence of reverberation

[7].

In [171], a speech separation approach based on spatial feature extraction is introduced where

two spatial feature types are used for IBM estimation using a DNN. The first feature is interaural

time difference (ITD) and the second one is interaural level difference (ILD) which measure the

phase and level difference, respectively, between signals received by two microphones. The authors

have shown interesting results in their paper. First, DNN can generalize well to an infinite number

of unseen spatial configurations of the sound sources. Second, DNN can be generalized well to

various unseen RIRs and reverberation times. Third, simultaneously using both monaural and

spatial speech features can boost the performance of speech enhancement.

The other methodology for multi-channel speech enhancement is to integrate time-frequency

masking and beamforming. To explain this methodology, minimum variance distortionless re-

sponse (MVDR) as a representative beamformer will be first described.
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According to [7], MVDR aims to mitigate the signal from non-target direction while maintains

the energy from the target direction. The received signals by the microphone array can be written

as follows,

Y (t, f) = C(t, f)s(t, f) +N(t, f) (56)

where Y (t, f) andN(t, f) denote STFT spatial vectors of the noisy speech and noise. C(f, t)s(t, f)

is the image of source at each microphone, C(f, t) is the channel between source and microphone,

and s(t, f) denotes STFT of the received speech source. MVDR leads to an optimization problem

as follows,

wopt = argmin{wHΦnw}, subject to wHc = 1 (57)

in which w is the weight vector of the beamformer that is to be determined to maximize the energy

along the target direction while minimizing the rest. Note that H denotes Hermitian transpose,

and Φ the spatial covariance matrix of the noise. Solving this optimization problem leads to the

following optimized weight,

wopt =
Φ−1n c

cH Φ−1n c
(58)

So, the enhanced speech will be obtained by,

ŝ(t) = wHopt y(t) (59)

Then, with uncorrelated speech and noise, we have,

Φx = Φy − Φn (60)

Hence, the accurate estimation of the noise (Φn) plays a key role for the MVDR beamformer to

perform properly.

In [172], the coefficients of an MVDR beamformer are estimated using an ideal ratio mask

which is computed for monaural speech enhancement by an LSTM network. In other words,
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LSTM enhancement is used to drive beamforming. The idea is to separately enhance each single

channel signal using an LSTM network, which is trained from single-channel data and applied to

each channel separately, to obtain several single-channel masks. Afterward, a robust beamformer

is designed using the enhanced and the original signal. The noise spatial covariances for MVDR

beamforming is estimated by applying a maximum operator to the array of the predicted masks.

As the conventional beamforming approaches rely on a noise estimate, just like the traditional

speech enhancement methods, we believe a supervised model instead can be used to exploit the

most appropriate information from data without any assumption, like no correlation between noise

and target speech, which is indeed valid for stationary noises.

The whole process of speech enhancement and beamforming can be implemented as a fully

learnable neural network and be jointly optimized. This way will make the method more robust to

various unseen spatial configurations of the sound sources. In other words, instead of a dynamic

beamformer requiring noise estimation, a DNN with fixed parameters can be utilized to exploit the

most appropriate information of the spatial configuration of the sound sources.

The spatial and monaural features of different channels can be concatenated and normalized,

and then fed to a neural network to simultaneously benefit from both feature types. Thus, this

network learns how to exploit the most useful information from all the channels and then transform

them into one single channel. It is worth mentioning that the optimization of the first stage can

be initialized using some assumptions not randomly, and then the network will decide on the rest

of the optimization process within training proceedure. Furthermore, this method is real-time and

does not have a long delay unlike beamformers that perform on the information of one complete

utterance which leads to a long delay.

6.2.3 Semantic Image Inpainting

There is a challenging task called semantic image inpainting which refers to recovery of large

missing regions of an image based on the available visual data. Raymond et al. [173] introduced a

novel method using deep generative models to generate the missing content by conditioning on the
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Figure 55: Original and restored image.

available data as shown in Fig. 55. First, they trained a deep generative model. Then, their model

searches for a corrupted image encoding which is closest to the image in the latent space. Next,

the image will be reconstructed with the generator using this encoding.

We can use the same idea for speech enhancement. Considering the speech spectrogram as an

image, some T-F units in the spectrogram are missing, i.e. noise dominates in these T-F units. So,

we can use this model to reconstruct the clean speech given the noisy spectrogram.
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