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Abstract

Security of constrained Cyber-Physical Systems

Kian Gheitasi, Ph.D.

Concordia University, 2022

In this thesis, the safety and security problems in Cyber-Physical Systems (CPSs) are

addressed. In general, CPSs are referred to as physical systems tightly coupled with com-

putation and communication capabilities, which have the potential to improve traditional

engineering systems in terms of efficiency, reliability, and performance. However, such

added features come along with potential vulnerabilities to cyber-attacks, as testified by

the different types of cyber-attacks reported against CPSs. In the last decade, several

control solutions have been proposed to detect such attacks and mitigate their impact on

CPSs.

In the first part of this thesis, we show that most of the studied attacks, if performed

for a finite-time duration, can be straightforwardly detected in the post-attack phase.

Moreover, we show the existence of a new type of cyber-attacks, namely finite-time covert

attacks, affecting both constrained and unconstrained control systems. It is formally

proved that this class of attacks is undetectable, during their actions and after their ter-

mination, if the anomaly detector is implemented on the controller side of the CPS. To

design such attacks against unconstrained control systems, we combine a finite impulse

response receding-horizon filter and reachability arguments. On the other hand, for con-

strained control systems we resort to a Set-Theoretic Model Predictive Control (ST-MPC)

approach leveraging robust reachability arguments.

In the second part of the thesis, we consider a constrained control system, subject to

state and control input constraints, and we propose a novel networked control architecture

to ensure the plant’s safety, i.e., fulfillment of plant’s safety constraints in the presence of

cyber-attacks on the communication channels, regardless of attacker’s actions and dura-

tion. To this end, two different detectors are proposed to detect attacks on the setpoint
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signal as well as on the control inputs and sensor measurements. In addition, an Emer-

gency Controller (EC), local to the plant, is designed to replace the networked controller

whenever an attack is detected. The concept of a robust N−step attack-safe region is

introduced to ensure that the EC is activated, regardless of the detector performance, at

least one step before the safety constraints are violated.

In the third part of the thesis, we propose a novel networked control architecture

aiming to minimize the tracking performance degradation under cyber-attacks. On the

plant side, a local controller is designed to take care of attacks on the actuation channel. In

particular, given a finite number of pre-determined admissible safe equilibrium points, this

unit exploits a Voronoi partition of the state space and a family of dual-mode set-theoretic

model predictive controllers to safely confine, in a finite number of steps, the system state

into the closest robust control invariant region. On the other hand, on the controller side,

the reference tracking controller operations are enhanced with an add-on module in charge

of dealing with attack occurrences on the measurement channel. Specifically, by leveraging

the Voronoi partition used on the plant’s side and robust reachability arguments, the

objective of this unit is to reduce the tracking performance loss by allowing a supervised

system open-loop evolution until the best possible outcome in terms of tracking is achieved.
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Chapter 1

Introduction and Literature Review

1.1 Cyber-Physical Systems

The term Cyber-Physical System (CPS) refers to physical systems equipped with com-

munication and control capabilities. CPSs are widely used in our society from small to

large-scale control systems, such as unmanned aerial vehicles, chemical plants, autonomous

transportation systems, smart grids, and water distribution systems [1], [2]. They have the

potential to improve traditional engineering systems in terms of efficiency, reliability, and

performance. Nevertheless, improved capabilities come along with novel vulnerabilities

to cyber-attacks targeting the cyber infrastructures and communication channels. In the

control community, CPSs are typically abstracted as networked control systems where ad-

versarial agents can affect the closed-loop system performance by performing cyber-attacks

against the communication channels [3], [4]. The control community has been very active

in studying the security, safety, and privacy issues associated with CPSs, see, e.g., [5–10],

and references therein. Although extensive research has been done to address Networked

Control Systems (NCS) problematic [11], the study of cyber-attacks affecting NCS is still a

relatively young research area [10]. Cyber-attacks on industrial control systems can cause

irrecoverable damages with huge financial and economic loss [12]. Several cyber-attacks

affecting CPSs have been reported in the last decade, see e.g., the recent report on the

1



unauthorized access to the SCADA system at a US water treatment facilities [13], the

recent attack against Florida water utilities [14], the Maroochi water breach [15], the well-

known Stuxnet [16] and the Industroyer [17] malware. Due to economical and political

interests, the number of cyber-threads on physical control systems has increased in recent

years.

The networked control architecture in Figure. 1.1 is considered in this thesis, where

C-P and P-C networks denote the communication channels between the plant and the

control center (e.g., where the control logic, state estimator, and detection strategies are

implemented) and the C-C channel is the communication channel between the command

center (e.g., where the reference/setpoint signal is decided) and the control center.

Such a general architecture allows us to study the security and safety of different

control architectures against different cyber-attacks. In some distributed control systems,

the setpoint reference signal is not locally available to the controller but generated by a

distributed command center. In such a setup, the attacker can alter the setpoint reference

signal in order to prevent the plant from reaching the desired setpoint. Such a control

scenario finds application in several domains such as the formation of unmanned vehicles

[18] and smart grids [19], just to name a few. In other control system applications, the

control center is networked, and the control input and sensor measurement signals are

transmitted through the communication channels. In this setup, control inputs and sensor

measurements signals might be subject to cyber-attacks. This setup applies to any control

system where the plant is spatially distributed from the controller.

From a control point of view, to guarantee the security and safety of CPSs, differ-

ent problems must be addressed [10]: i) attack detection strategies must be developed

to discover the presence of cyber-attacks; ii) responsive emergency countermeasures must

be designed to mitigate the attacker’s actions while maintaining the overall system per-

formance in a possibly degraded but acceptable level, e.g., preserving state and input

constraints; iii) the control system must be capable of recovering normal operations and

2
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Figure 1.1: Considered Control Architecture

level of performance once the cyber-attack is ended.

1.2 Cyber-Attacks and Attack Detection Strategies

In order to be able to find appropriate solutions to the security problems highlighted in

the previous section, the first step is to investigate different classes of attacks and their

capabilities. In [20, 21], first, a 3-D attack classification is proposed to characterize the

adversary’s system knowledge, disclosure, and disruptive resources, then, different cate-

gories of cyber-attacks are defined accordingly. Two main classes of cyber-attacks against

CPSs can be identified, Denial of Service (DoS) attacks and False Data Injection (FDI)

attacks. DoS attacks prevent the transmitted data from reaching the destination, while

FDI attacks alter the transmitted data to deceive the receiver. Typically, in the networked

control systems, the problem of detection DoS attack is considered straightforward, es-

pecially if the communication channels are per se very reliable (as they typically are in

SCADA system [22]) and the attack cannot be confused as poor network connectivity. On

the other hand, the problem of detecting FDI is more challenging. Indeed, of particular

3



relevance are the classes of FDI attacks capable of affecting the control system performance

while remaining stealthy (undetected) against standard passive residual-based detectors.

Well-known examples of such attacks are zero-dynamics [23, 24], replay [25] and covert

attacks [26]. In addition, new classes of undetectable attacks have been studied in [27–30],

recently. In [27], it has been shown that local covert attacks can be performed with less

disruptive resources w.r.t. traditional covert attacks. In [28], a covert channel technique

has been presented to show that a compromised networked controller is able to leak private

information to an eavesdropper who has access to the measurement channel. In [29], a

robust pole-dynamics attack has been proposed against the control systems with unstable

pole dynamics.

In the literature, several strategies have been proposed to diagnose malfunctions/faults

in the control systems, see [31], [32]. However, such strategies, have been proved to be

unable to reveal intelligent cyber-attacks [33]. As a consequence, different ad-hoc passive

and active cyber-attack detection strategies have been developed, see [6,34] and references

therein. Passive detection mechanisms are proved to be functional against DoS attacks,

and simple FDI attacks on the actuation and measurement channels. In contrary, such

detectors have limitations to detect specialized attacks such as covert, replay and zero-

dynamics attacks [3], [35]. Therefore, active detection mechanisms are proposed to deal

with these classes of attacks, see eg., [9, 35–43], and references therein. In [36] and [37],

a moving target-based detector has been developed to detect covert attacks on the CPSs.

In [38], a sensor coding strategy has been introduced to detect stealthy sensor attacks.

The problem of detecting zero-dynamics and replay attacks has been investigated in [35]

and [39, 40], respectively. In [9], a blended detection mechanism is proposed to deal with

different types of attacks. In [41], centralized and distributed observer-based detection

and identification strategies have been proposed to solve the problem of attack detection

and identification for a large group of attacks. In [42], deep learning solutions are used

to design attack detectors in the CPS context. Finally, in [43], the authors propose a
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detection method to reveal attack vectors against nonlinear control systems. On the other

hand, the problem of detecting setpoint attacks did not receive enough attention and it has

only been recently investigated in [44, 45] where a detection strategy has been developed

by taking advantage of the features of the command governor control strategy [46–48].

1.3 Safety and Security of CPSs

Responsive emergency countermeasures should be taken into account when an attack is

detected, to ensure safety, security, and recovery of CPSs. To this end, several research

studies have been performed on robust and resilient state estimation, see e.g., [49–53] and

references therein. In [49], an l0-based state estimator is proposed to ensure the resilience

of the estimation in the presence of attacks. In [50], an observer with adaptive switching

mechanism is proposed to reach an asymptotically stable observation error system under

cyber-attacks, and in [52], it is formally proved that a requirement for having a resilient

state estimation and control is that the number of under attack sensors should be at most

half of the number of available sensors. In [53], a new state estimator in delta-domain is

proposed against joint sensor and actuator attacks. As long as the design of resilient control

strategies for CPSs under attacks is concerned, relevant are the contribution in [54–64]

and reference therein. In [55], a variation of the receding-horizon control law is proposed

to deal with the replay attacks. In [56], an active security control approach is presented

for CPSs under DoS attacks. Similarly, in [57], optimal control strategies are developed

using game theory in the delta domain to deal with DoS attacks, while in [58], the trade-

off between system resilience and network bandwidth capacity is investigated. In [59] a

mitigation approach against cyber-attacks is proposed by taking advantage of an improved

adaptive resilient control scheme, and in [60], an attack-resilient receding-horizon control

law is proposed to deal with replay attacks. In [61], a robust set-theoretic control paradigm

is exploited for a constrained CPS to ensure that the plant can be recovered in a-priori

known number of steps after an attack. In [62], an actuator security index is proposed to
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protect the vulnerable actuators from cyber-attacks, and in [63], a data-based technique is

used to learn the best defense strategy in the presence of replay attacks. Finally, in [64], a

nonlinear encoding/decoding signal against integrity attacks has been proposed to detect

anomalies and preserve the CPS’s nominal performance, regardless of attacks.

1.4 Thesis Motivation and Contribution

First, to the best of our knowledge, existing studies have shown the existence of intelligent

attacks that are undetectable, by design, during the attack actions. However, well-known

classes of undetectable attacks such as covert attacks can be easily detected by any passive

detector when the attack actions are terminated. Therefore, an important open question

addressed in this thesis is related to the existence of a class of finite-time attacks that

are undetectable, with respect to passive anomaly detectors [34] both when the attack is

ongoing and afterward. Such a question is relevant in CPS applications where the attacker

is interested in repeatedly or intermittently affecting the CPS performance without ever

being detected. For example, in a modern water-treatment facility [22], or a power system

[65], a malicious entity might be interested in stealing water/energy repeatedly (whenever

it is needed), for a finite amount of time, and without ever triggering an anomaly. In

this thesis, we show the existence of at-least a class of finite-time undetectable attacks,

hereafter named finite-time covert attacks.

Secondly, the state-of-the-art lacks a solution to detect setpoint attacks and control

solutions capable of preserving the plant’s safety for constrained control systems regard-

less of the attack actions and durations. With respect to this problem, by considering

constrained CPSs (e.g., CPSs subject to state and input constraints), this thesis proposes

a control solution allowing the detection of different intelligent attacks while preserving

the safety of the plant, regardless of the cyber-attack duration and actions.

Finally, the literature lacks control solutions aiming to deal with the reference tracking
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control problem for constrained CPSs in the presence of cyber-attacks on both the actu-

ation and measurement channels. In this regard, this thesis proposes a novel networked

control architecture that aims to minimize the tracking performance degradation under

cyber-attacks. Such a research can be considered a first attempt towards addressing the

reference tracking problem in CPSs.

1.5 Thesis Layout

The main objectives of this research are twofold:

� Showing the existence of finite-time stealthy covert attacks.

� Designing a control architecture capable of:

– Detecting cyber-attacks on the C-P, P-C, C-C communication channels.

– Preserving plant safety, and minimizing the tracking performance loss under

cyber-attacks.

According to these objectives, the manuscript is organized as follows:

� In chapter 2, first, background material on CPSs is provided. Then, some concepts

and definitions used along the thesis are defined.

� In chapter 3, a new class of attacks, namely finite-time covert attacks, is designed

against both constrained and unconstrained control systems. It is formally proved

that this class of attacks remains stealthy during the attack and after its termination.

� In chapter 4, a novel networked control architecture is designed to ensure plant’s

safety against a variety of cyber-attacks that can affect the communication channels

in cyber-physical systems.
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� In chapter 5, the reference tracking control problems for constrained CPSs under

attacks is investigated and a control strategy aiming to minimize the performance

degradations under attacks is proposed.

� Finally, in chapter 6, conclusions about the performed research studies are given,

and possible research directions are discussed.

1.6 Publications related to the thesis

� Kian Gheitasi, and Walter Lucia. “A worst-case approach to safety and reference

tracking for cyber-physical systems under network attacks”, IEEE Transactions on

Automatic Control, 2021. (under review)

� [66] Kian Gheitasi, and Walter Lucia. “Undetectable Finite-Time Covert Attack

on Constrained Cyber-Physical Systems”, IEEE Transactions on Control of Network

Systems, 2021.

� [67] Kian Gheitasi, and Walter Lucia. “A safety preserving control architecture

for cyber-physical systems”, International Journal of Robust and Nonlinear Control,

2021.

� [30] Kian Gheitasi, and Walter Lucia. “A Finite-Time Stealthy Covert Attack

Against Cyber-Physical Systems”, International Conference on Control, Decision

and Information Technologies (CoDIT), 2020.

� [68] Kian Gheitasi, Mohsen Ghaderi, and Walter Lucia. “A novel networked

control scheme with safety guarantees for detection and mitigation of cyber-attacks”,

European Control Conference (ECC), 2019.

� [44] Walter Lucia, Kian Gheitasi, and Mohsen Ghaderi. “Setpoint Attack Detec-

tion in Cyber-Physical Systems”, IEEE Transactions on Automatic Control, 2020.
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� [9] Mohsen Ghaderi, Kian Gheitasi, and Walter Lucia. “A blended active de-

tection strategy for false data injection attacks in cyber-physical systems”, IEEE

Transactions on Control of Network Systems, 2020.

� [45] Walter Lucia, Kian Gheitasi, and Mohsen Ghaderi. “A command gover-

nor based approach for detection of setpoint attacks in constrained cyber-physical

systems”, 2018 IEEE Conference on Decision and Control (CDC).

� [69] Mohsen Ghaderi, Kian Gheitasi, and Walter Lucia. “A novel control architec-

ture for the detection of false data injection attacks in networked control systems”,

2019 American Control Conference (ACC).
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Chapter 2

Background, Preliminaries and

Definitions

In this chapter, first, background material on CPSs is reviewed. Then, the modus operandi

of the dual-mode Set-Theoretic Model Predictive Control (ST-MPC) strategy (used in the

successive chapters) is briefly reviewed.

2.1 Networked Control System

In what follows, the main subsystems of the CPS control architecture, shown in Figure. 1.1,

are presented.

2.1.1 Plant Model

Let us consider the following discrete-time linear time-invariant (LTI) system:

x(k + 1) = Ax(k) +Bu(k) + ω(k)

y(k) = Cx(k) + ν(k)
(2.1)

where k ∈ ZZ+ := {0, 1, . . .}, x(k) ∈ IRn is the state vector, y(k) ∈ IRp is the output signal,

and u(k) ∈ IRm is the control input vector.
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In the rest of this thesis, two variants of the model (2.1) are used:

� Stochastic model: in this model ω(k), and ν(k) are process and output noises ob-

tained from independent and identically distributed (IID) normal distributions with

zero-mean and covariances Q > 0 and R > 0, respectively, i.e., ω(k) ∼ N (0,Q), and

ν(k) ∼ N (0,R).

� Robust model: in this model ω(k), and ν(k) are bounded disturbances, where

ω(k) ∈ Dx ⊂ IRn, 0n ∈ Dx

ν(k) ∈ Dy ⊂ IRn, 0n ∈ Dy

(2.2)

Moreover, set-membership state and input constraints are prescribed as follows:

u(k) ∈ U , x(k) ∈ X ∀ k ∈ ZZ+ (2.3)

where U ⊆ IRm and X ⊆ IRn are compact subsets with 0m ∈ U and 0n ∈ X ,

respectively.

Under attacks on the C-P and P-C channels, the plant dynamics becomes:

x(k + 1) = Ax(k) +Bu′(k) + ω(k)

y(k) = Cx(k) + ν(k)
(2.4)

where u′(k) is the control signal received by the plant.

2.1.2 Control Center

In this section, the tracking controller, state estimator, and the anomaly detector subsys-

tems in Figure. 1.1, are introduced.
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2.1.2.1 Controller

By denoting with xc(k) ∈ IRnc the state of the controller, its actions can be generically

described as

u(k) = f(xc(k), y(k), r(k)) (2.5)

where r(k) is the desired reference signal and f(·, ·, ·) is a stabilizing control logic. If the

robust model (2.2) is of interest, we assume that the control logic (2.5), in the absence of

attacks, fulfills the constraints (2.3) despite any disturbance realization (2.2). Moreover,

its Domain of Attraction (DoA) is Xc ⊆ X [70].

2.1.2.2 State Estimator

By considering the stochastic model (2.1), the steady-state Kalman predictor [71] is:

x̂(k + 1) = Ax̂(k) +Bu(k) + L(y′(k)− Cx̂(k)) (2.6)

where x̂(k) is the state estimation and y′(k) is the measurement vector received by the state

estimator module. By assuming (A,C) detectable and (A,Bq), B
T
q Bq = Q stabilizable,

then L = APCT (CPCT+R)−1 is the steady-state Kalman gain with P T = P > 0 obtained

as P = lim
k→∞

P (k) where

P (k + 1)=AP (k)AT +Q− AP (k)CT (CP (k)CT +R)−1CP (k)AT (2.7)

is the Riccati equation that, for k →∞, admits only one positive semidefinite solution.

2.1.2.3 Anomaly Detector

By using the Kalman filter (2.6)-(2.7) the residual signal

res(k) = y′(k)− Cx̂(k) (2.8)
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is an Independent and Identically Distributed (IID) Gaussian process with zero-mean and

covariance Σ = CPCT +R, i.e., res(k) ∈ N (0,Σ). Therefore, an anomaly detector can be

designed by online checking the statistical properties of res(k). In principle, the following

binary hypothesis test can be performed:

� H0 (normal operations / no attack), if


E[res(k)] = 0

E[res(k)resT (k)] = Σ

� H1 (anomaly / cyber-attack), if


E[res(k)] ̸= 0

E[res(k)resT (k)] ̸= Σ

In practice, different approximations of the above test have been proposed and, in the

sequel, the well-established χ2 test is used

g(k) =
k∑

i=k−M+1

res(i)TΣ−1res(i)
H0

≶
H1

τ (2.9)

where M > 0 is the detection window size and τ > 0 is a threshold value that can be

analytically tuned to obtain the desired probability of false alarms, see e.g., [72].

2.2 Definitions

Definition 2.1. (Stealthy attack) A cyber-attack is stealthy if it can reduce the control

system performance while remaining undetected for an indefinitely large time interval [73].

2

Definition 2.2. (Safe Plants) The plant (2.1) is considered safe with guaranteed per-

formance recovery if : (i) under attacks, no constraints (2.3) violations occur, and (ii)

after the attacks, the attack-free control performance can be recovered [67].

Definition 2.3. (False Data Injection Attack) Let’s consider two subsystems S1 and

S2 and communication channel between them. By denoting with v ∈ IRv the vector trans-

mitted from S1 and with v′ ∈ IRv the signal received by S2, we define a False Data Injection
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(FDI) attack on v, a network attack capable of changing v(k) by adding an arbitrary vector

va(k), [74], i.e.,

v′(k) = v(k) + va(k) (2.10)

Definition 2.4. (Attack with full model knowledge) An attack with full-model knowl-

edge is an attack with perfect knowledge about the whole closed-loop system behaviors and

dynamics (system plant, controller, detector).

Definition 2.5. (Minkowski/Pontryagin set sum and difference) Given two sets

A ⊂ IRn and B ⊂ IRn, the Minkowski/Pontryagin set sum and difference are defined as

follows:

A⊕ B := {a+ b|a ∈ A, b ∈ B}

A ⊖ B := {a ∈ A|a+ b ∈ A,∀b ∈ B}

Definition 2.6. (Robust Control Invariant set) A set S ⊆ X is said Robust Control

Invariant (RCI) [75] for (2.1) under (2.2)-(2.3) if ∀x ∈ S,∃u ∈ U : Ax + Bu + ω ∈

S, ∀ω ∈ Dx. 2

2.3 Cyber-attacks

In this section, different cyber-attacks on the C-P and P-C channels are classified according

to the available resources.

2.3.1 Attacker’s resources

In CPSs, a communication channel is considered secure against cyber-attacks if the Con-

fidentiality, Integrity and Availability properties (also known as the CIA triad) cannot be

compromised by the attacker [76]. Definition of each property in CPS is as follows:

� Confidentiality: Refers to the ability to keep information secret from unauthorized

users. If the adversary cannot obtain/read information/data related to system by
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eavesdropping on the communication channels, the NCS has confidentiality.

� Integrity: Refers to the trustworthiness of data or resources. If the adversary

cannot alter transmitted information/data on the communication channels, the NCS

has Integrity.

� Availability: Refers to the ability of a system/data of being accessible and usable

upon demand. If the adversary cannot avoid the data to be reached to the receiver,

the NCS has availability.

(a) (b) (c)

Figure 2.1: Lack of (2.1a) Confidentiality. (2.1b) Integrity (2.1c) Availability

In general, the more information and resources that the attacker has, the more complex

attacks can be performed. According to [20], cyber-attacks can be classified based to

their available resources: (i) model knowledge, (ii) disclosure resources and (iii) disruptive

resources (see Figure. 2.2).

Figure 2.2: Cyber-Physical attack space [21]
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� Disclosure resources: is the set of communication channels where the attacker

can violate the confidentiality property (e.g., read/obtain data/information from

the networked communication channel)

� Disruptive resources: is the set of communication channels where the attacker

can violate the integrity and/or availability property (e.g., alter data/information

on the networked communication channel)

� System model knowledge: the adversary’s knowledge and information about the

plant, controller, and any other used dynamics in the system.

2.3.2 Classes of attacks

In this section, the most important classes of cyber-attacks are reviewed.

2.3.2.1 Denial of Service (DoS) attack

In a DOS attack, the adversary tries to prevent sensor measurements or control inputs

from reaching the control center or the plant, respectively. Therefore, such an attack

breaks the feedback loop, forcing the system to evolve in an open-loop fashion. Due to its

behavior, DoS attacks could be mis-recognized with the poor network connection. Per-

forming DoS attacks does not need any system model knowledge and disclosure resources

(see Figure.2.2). Usually, this attack is being performed by jamming the communication

channels, so only disruptive resources are needed to launch such an attack.

2.3.2.2 Replay attack

In a replay attack, the adversary tries to replay valid previously recorded measurement

data y(k) (plant output) while injecting attacked signals in the actuation channel. There-

fore, the controller receives valid but fake measurement from the plant. Performing replay

attack needs disclosure resources on measurement channels and disruptive resources on

both channels. This attack scenario is performed in two phases (see Figure.2.4):
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Figure 2.3: DoS attack on CPS

� Phase I. Recording: The adversary records the measurement signals for a period

of time (attack duration).

yrec(k̄) = y(k′); k̄ = 1 : T ; k − T ≤ k′ < k (2.11)

� Phase II. Replaying: The recorded data are replayed while malicious inputs are

injected in the actuation channel.

y′(k′) = yrec(k̄); k̄ = 1 : T ; k ≤ k′ < k + T (2.12)
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Figure 2.4: Replay attack (2.4a) phase-1. (2.4b) phase-2
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2.3.2.3 Zero-dynamics attack

The aim of a zero-dynamics attack (Figure. 2.5a) is to excite the unstable zero(s) of the

system (2.1), to reduce control performance while producing zero output. Zero-dynamics

attacks can be performed if the attacker is aware of the plant’s model (2.1) (including

knowledge about the initial state of the plant), and it possesses disruptive resources on

the actuation channel (see Figure. 2.2).

A zero-dynamics attack is a particular FDI attack on the actuation channel where the

attack vector is computed as follows:

ua(k) = λkg

u′(k) = u(k) + ua(k)
(2.13)

where λ are the non-minimum phase zeros of the system that cause the following matrix

to lose rank: λI − A −B

C D


and g ̸= 0 is the input zero direction for the chosen zero obtained by solving:

λI − A −B

C D


x(0)

g

 = 0. (2.14)

2.3.2.4 Covert attack

Consider the plant model (2.1). The covert attack consists of injecting an arbitrary FDI

attack on the actuation channel whose effect on the plant dynamics is properly canceled

out from the sensor measurement to avoid detection.

In particular, first, the attacker injects an FDI control input attack ua into the C-P

channel:

u′(k) = u(k) + ua(k) (2.15)
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Figure 2.5: (2.5a) Zero-dynamics attack. (2.5b) Covert attack

Then, the effect of this attacked control input on the plant dynamics is removed from the

sensor measurement vector by performing the following FDI attack:

y′(k)=y(k)− ya(k) (2.16)

where ya(k) is the effect of attack ua(k) on the plant dynamics, such that:

ya(k) = C
k−1∑
j=0

(AjBua(k − 1− j)). (2.17)

Performing covert attacks requires full model knowledge about the plant dynamics and

disruptive resources on both actuation and measurement channels.

2.4 Detection mechanisms

In what follows, different detection mechanisms that have been proposed to deal with the

previously introduced attacks, are presented.
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2.4.1 Watermarking approach

The use of watermarked control inputs has been proposed in [77], [39] to detect stealthy

steady-state replay attacks on the measurement channel. The main idea of this active

mechanism is to inject private randomly generated perturbations into the control signal

to reveal the presence of attacks:

u(k) = u∗(k) + ∆u(k) (2.18)

where u∗(k) is assumed to be the desired control input. In [25], it has been shown that if

u∗(k) is designed to minimize the following LQG regulation cost:

J = min
u∗

lim
T→∞

1

T + 1
E[

T−1∑
k=0

xT (k)Wx(k) + u∗T (k)Uu∗(k)] (2.19)

where W , and U are positive semidefinite and definite cost matrices, respectively, then,

the control action (2.18) introduces a degradation ∆u(k) which is a Gaussian distribution

with the covariance Q. The LQG performance after adding the authentication signal

∆u(k) is given by:

J ′ = J +∆J (2.20)

where J is the optimal performance of the controller and ∆J is the deviation from the

optimal solution, caused by the injection of ∆u:

∆J = trace[(U +BTSB)Q] (2.21)

and S satisfies the following Riccati equation:

S = ATSA+W − ATSB(BTSB + U)−1BTSA. (2.22)
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It has been proved in [25] that the watermarking signal (2.18) allows the χ2 detector (2.9)

to reveal the presence of the replay attacks.
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Figure 2.6: Watermarking approach

2.4.2 Sensor coding approach

The main idea of the sensor coding mechanism, proposed in [38], [78], is to encode the

sensor measurement data in a way that the adversary cannot inject false data that are

undetectable by a χ2 anomaly detector. As a consequence, it prevents the existence of

stealthy covert attacks by keeping the real measurements signal secret from the attacker.

To remain stealthy, an attacker aims to increase the state estimation error, while

keeping the residual signal of the anomaly detector (2.8), at a small level. By coding the

sensor measurement signal, the residual signal will be a function of the coding algorithm.

Therefore, no attacks can remain stealthy (i.e., control the value of the residual signal to

avoid detection) without any knowledge about the coding algorithm.

2.4.3 Moving target approach

The idea behind the moving target solution, developed in [37], [36] is to introduce fur-

ther auxiliary plant dynamics, unknown to the attacker, that behave as a moving target
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mechanism. As proposed in [36], the extra dynamics have the following structure:

x̃(k + 1) = A1(k)x̃(k) + A2(k)x(k) +B1u(k) + ω̃(k)

ỹ(k) = C1(k)x̃(k) + ν̃(k)
(2.23)

where x̃ is the state of the extended system, ỹ is the output of the extended system,

A1(k), A2(k), B1(k), and C1(k) are IID random matrices which are independent of the

sensor and process noises. By coupling the auxiliary dynamics with the plant model (2.1),

the augmented/extended plant dynamics are

x̃(k + 1)

x(k + 1)

 = A(k)

x̃(k)
x(k)

+ B(k)u(k) +

ω̃(k)
ω(k)


ỹ(k + 1)

y(k + 1)

 = C(k)

x̃(k + 1)

x(k + 1)

+

ν̃(k)
ν(k)


(2.24)

where:

A(k) ≜

A1(k) A2(k)

0 A

 , B(k) ≜

B1(k)

B

 , C(k) ≜

C1(k) 0

0 C

 , (2.25)
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As shown in [37], if the auxiliary extended dynamics are kept secret from the attacker

(e.g., by generating them from a pseudo-random generator initialized with a secret seed

shared between the plant and the controller), then the covert attack (2.15)-(2.17) cannot

be performed for the simple reason that the attacker cannot exactly compute ya(k) as in

(2.17).
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Figure 2.8: Moving target approach

2.5 Set-Theoretic Model Predictive Control

In this section, by considering robust plant model dynamics, the basic ST-MPC strategy

[79] is presented, and its main properties are summarized.

Consider an equilibrium pair (xeq, ueq) for the plant dynamics (2.1) and the system’s

state and control input constraints (2.3). The objective of the control strategy is to steer,

in a finite-number of steps, the state trajectory x(k) into a neighborhood of xeq, regardless

of disturbance (2.2) realization while fulfilling the state and input constraints (refer to the

equation). To this end, first, the ST-MPC strategy is offline designed according to the

following steps [75]:

� Offline-step 1: A terminal static state feedback controller for the unconstrained

and disturbance-free model-dynamics in (2.1) is designed in order to asymptotically
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drive the state trajectory of the system x(k) into xeq,

u(k) := −K(x(k)− xeq) + ueq, (2.26)

where K is the controller gain.

� Offline-step 2: By considering the state and control input constraints (2.3), the

smallest RCI region around xeq (see Definition 2.6), namely T0, is computed and

associated with the terminal controller in (2.26). This RCI region is computed

according to [81] considering the following requirements:

T0 ⊆ X , u(k) ∈ U ; ∀k (2.27)

� Offline-step 3: The controller designed in the previous steps has the ability to keep

all the states within the terminal region T0, regardless of any admissible disturbance

realization. The Domain of Attraction (DoA) of the terminal controller can be

enlarged by computing a family of robust one-step controllable sets, namely {Ti}Ni=1,

using the following recursive definition:

Ti := {x ∈ X : ∃u ∈ U , ∀ω ∈ Dx, s.t. Ax+Bu+ ω ∈ Ti−1}

{x ∈ X : ∃u ∈ U , s.t. Ax+Bu ∈ T̃i−1}
(2.28)

where T̃i := Ti ⊖ Dx, and N is the number of calculated sets. The recursion stops

when the DoA of the designed controller, which is the union of the calculated sets in

(2.28), i.e.,
⋃N

i=0 Ti, saturates or it covers the set of all admissible initial conditions,

e.g., X ⊆
⋃N

i=0 Ti. Please note that the above one-step controllable sets can be

numerically computed in Matlab, using, e.g., MPT3 toolbox [80].

Online, the family of robust one-step controllable sets is exploited to calculate, the control

input u(k) that steers the state trajectory of the plant into the terminal region T0.

24



� Online-step 1: Find the smallest set i(k) that contains x(k), i.e.

i(k) := min{0 ≤ i ≤ N : x(k) ∈ Ti} (2.29)

� Online-step 2: If i(k) = 0, i.e., the state is in the terminal region, then apply the

terminal controller. Otherwise, solve the following optimization problem to compute

a control input imposing that the one-step evolution of the system belongs to Ti(k)−1.

Figure 2.9: Family of robust one-step controllable sets, and the state trajectory evolution

u(k) = argminu J(x(k), u), s.t.

Ax(k) +Bu ∈ T̃i(k)−1,

u ∈ U

(2.30)

where the cost function J(x(k), u) can be arbitrary chosen to penalize any desired

convex combination of control effort and convergence rate.

The aforementioned algorithm ensures that from any x(0) ∈
⋃N

i=0 Ti, the plant state

trajectory is uniformly ultimately bounded into the terminal region T0 in, at-most, N

steps (see Figure. 2.9). Also, in the disturbance-free scenario, the state trajectory will

asymptotically converge to xeq.
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Chapter 3

A Finite-Time Stealthy Covert

Attack Against Cyber-Physical

Systems

3.1 Introduction

In the last decade, several cyber-attacks against Cyber-Physical Systems (CPSs) have

been investigated, and different active and passive control solutions have been proposed

to assure the absence of undetectable attacks. In this chapter, we show that most of the

studied attacks, if performed for a finite-time duration, can be straightforwardly detected

in the post-attack phase. Also, given a proper justification for the existence of finite-time

attacks, we show that a finite-time stealthy covert attack can be performed if the attacker

takes ad-hoc actions before terminating. We propose a practical implementation of a

finite-time covert attack on both constrained and unconstrained control systems. First,

by combining a finite impulse response receding-horizon filter and reachability arguments,

we design such attacks against unconstrained control systems. A simulation example,

involving a quadruple-tanks water system, is shown to better clarify the capabilities of

the designed attack. Then, we face a similar design problem but in a more challenging
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setup (for the attacker) where the plant is subject to bounded but unknown disturbances

and state and input constraints. In particular, by resorting to a set-theoretic control

framework [75] and robust controllability arguments for constrained systems, we show

that, under proper conditions, a finite-time stealthy covert attack exists. Moreover, for a

given attack duration and attack objective (e.g., state configuration to reach under attack),

we characterize the subspace of states from which the proposed attack is guaranteed to be

successful. A simulation example of a Continuous-Stirred Tank Reactor (CSTR) system

is provided to testify the proposed design effectiveness.

3.1.1 Contribution of the work

To the best of our knowledge, there are no works focusing on existence of finite-time

stealthy attacks. Motivational examples for this study can be found in different domains.

For instance, in energy or water distribution systems, see e.g., [22,82], an attacker might be

interested in repeatedly/intermittently launching a finite-time undetectable attack to steal

water or energy for a fixed amount of time. In such contests, undetectability is also desired

in the post-attack phase. In this chapter, we show the existence of a particular class of

undetectable finite-time attacks, namely finite-time covert attacks, that are undetectable

during the attack actions and after their termination. Their existence is shown for both

constrained and unconstrained control systems. Moreover, for constrained systems, the

state-space region from which the attack is doable is characterized.

3.2 Finite-time stealthy attack against unconstrained

control systems

In this section, we design a finite-time stealthy attack on unconstrained control systems.
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3.2.1 Networked Control System

Let us consider the following discrete-time linear system

x(k + 1) = Ax(k) +Bu′(k) + ω(k)

y(k) = Cx(k) + ν(k)
(3.1)

where k ∈ ZZ+ := {0, 1, ...}, x(k) ∈ IRn is the plant state vector, y(k) ∈ IRp is the plant

output vector, and u′(k) ∈ IRm is the received control input. Moreover, A,B and C

are the system matrices of suitable dimensions, while ω(k) and v(k) are the process and

measurement noises obtained from independent and identically distributed (IID) normal

distributions with zero-mean and covariances Q > 0 and R > 0, respectively, i.e., ω(k) ∼

N (0,Q), and ν(k) ∼ N (0,R).

Assumption 3.1. We assume that the plant (3.1) is detectable and stabilizable. 2

3.2.1.1 Control Center

We assume that within the control center, a Linear Quadratic Gaussian (LQG) controller

is used. It consists of a Kalman state estimator and an optimal LQ controller, i.e.,

u(k) = K(x(k)− xeq) + ueq (3.2)

where K is the optimal LQ gain and (xeq, ueq) is an equilibrium pair for (3.1). Moreover,

we assume that a χ2−based anomaly detector is used to detect the presence of attacks.

The Kalman filter, and the χ2− detector are the ones introduced in section 2.1.2.2 and

2.1.2.3.

3.2.2 Attacker Model

Assumption 3.2. We consider networked cyber-attacks capable of performing fine-time

deception attacks in the plant-to-controller and controller-to-plant channels. In particular,
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by denoting with ka ≥ 0, and k
a
< ∞ the attack starting and ending time instants, the

following class of attacks is defined [21]:

� Disclosure Resources - The attacker is capable of reading the signal u(k) and y(k),

∀ ka ≤ k ≤ k
a

� Disruptive Resources - The attacker can perform the following additive False Data

Injection attacks (FDI), i.e.,

u′(k) = u(k) + ua(k)

y′(k) = y(k) + ya(k)
,∀ ka ≤ k ≤ k

a
(3.3)

where ua(k) ∈ IRm and ya(k) ∈ IRp are the injected attack vectors.

� Plant Knowledge - The attacker has perfect knowledge of the plant dynamical model

(3.1), but he is not aware of the control center operations (e.g., controller, state-

estimator and anomaly detector)

Definition 3.1. (Finite-Time Stealthy Attack) An attack on a CPS is said a finite-time

attack if the attack can be performed only for a finite period of time, i.e., ka ≤ k ≤ k
a
. A

finite-time attack is said stealthy if it is capable of arbitrarily altering the closed-loop plant

(3.1)-(3.2) performance for ka ≤ k ≤ k
a
while remaining undetectable ∀ k ≥ ka. 2

3.2.3 Problem Formulation

Let’s consider the networked control system illustrated in Figure. 1.1, described in the

previous section. With the given setup and resources (see Assumption 3.2), it is possible

to design advanced FDI attacks that bypass passive detection mechanisms (e.g., the χ2

detector (2.9)) during their actions. Among others, notable examples of undetectable

attacks are replay [25] and covert attacks [26].

It is possible to show, without resorting to standard technicalities, that a passive

detection mechanism can effectively detect Replay or Covert attacks when the preventive
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Figure 3.1: Replay (subplots (a)) and Covert (subplots (b)) attacks detection in the post-
attack phase: corrupted sensor measurement h′

2 for the water’s level in tank 2 and χ2 test.

measures, used to avoid detection, are terminated. To better explain this concept, we can

refer to Figure. 3.1 where we have emulated the above attacks on a quadruple-tanks water

system (please refer to the simulation section for the system description). In particular,

the designed attacks start at k = 100 and end at k = 130. Since both attacks strategies are,

by design, undetectable, then the residual signals, during the attack phase, do not reveal

any anomaly. On the other hand, when the attack is terminated, an abrupt change of the

sensor measurements and residual signals can be clearly appreciated. As a consequence,

the passive detector (2.9) fails to detect the attacks during their actions, but it still reveals

an anomaly in the post-attack phase.

The objective of this section is to show how it is possible to design a finite-time stealthy

attack satisfying Definition 3.1. The problem can be stated as follows:

(CH3.2-O1) - Design of Finite-Time Stealthy Attacks: Let’s consider the plant

model (3.1), the networked control architecture (3.2), (2.6)-(2.9), and the set of attack’s

resources in Assumption 3.2. We want to show the existence of Finite-Time Stealthy

Attacks (see Definition 3.1) capable of arbitrarily altering the plant state trajectory and
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being undetectable, ∀k, by any detection strategy located only in the control center.

3.2.4 Finite-Time Stealthy Covert Attack Design

In what follows, a finite-time covert attack is designed. The section starts revising the

standard covert attack operations, then it proceeds to highlight the design challenges for a

finite-time covert-attack realization and proposing a solution which combines a deadbeat

receding horizon Kalman FIR filter [83] and reachability arguments. Finally, under a

minimum-time attack duration requirement, it is proved that the proposed covert-attack

is capable of arbitrarily altering the system performance while remaining undetectable to

any detector located in the control center.

3.2.5 Covert-Attack [26]

Under the presence of the FDI attack (3.3), we can rewrite, for linearity, the output

evolution of the signal y′(k), as the sum of three distinct contributions:

y′(k) = (yu(k) + yu
a

(k)) + ya(k) (3.4)

with

yu(k) :=CAkx0 + C
k−1∑
j=0

(Aj(Bu(k − 1− j) + ω(k − 1− j))) + ν(k) (3.5)

yu
a

(k) :=C

k−1∑
j=0

(AjBua(k − 1− j)) (3.6)

where yu(k) is system output evolution in the absence of attacks and yu
a
(k) is the effect of

an input attack ua(k) on the output measurements. Therefore, given the assumed attack

resources (Assumption 3.2), an attacker can perform a covert attack, undetectable for any

passive detector [26], if ∀ k :

(i) The attacker injects an arbitrary input signal ua(k)
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(ii) The attacker cancels out the input attack effect yu
a
(k) from the output signal by

injecting ya(k) = −yua
(k)

Remark 3.1. In addition to (i)-(ii), if the plant’s (3.1) state is unknown to the attacker, a

preliminary state-estimation phase might be needed to reconstruct an accurate estimation

of the system’s state, namely x̂a(k). The latter enables the attacker to launch a covert

attack capable of steering the state trajectory into any desired state configuration.

Let’s now consider a finite-time covert attack starting at k = ka and ending at k = k
a
.

To launch the attack (i)-(ii) for ka ≤ k ≤ k
a
and ensure undetectability for k > k

a

irrespective of the detection strategy used in the control center, the following aspects

must be considered

� Before the FDI attack is started, an accurate state estimation x̂a(k) must be obtained

in a finite number of steps;

� Before the attack is terminated, the signal yu
a
(k) must be dragged to zero, to ensure

stealthiness in the post-attack phase, i.e., yu
a
(k) ≡ 0, ∀ k > k

a
.

To take care of the above concerns, the 3-phase finite-time cover attack illustrated in

Figure. 3.2 is designed.

State Estimation Covert Attack Attack Deletion

Phase � Phase �� Phase ���

Figure 3.2: Attacker Strategy

3.2.6 Phase I - Finite-time state estimation

In Phase I, the attacker wants to obtain an unbiased estimation of the state of the system

at k = k1, i.e.,

x̂a(k1) = E[x(k)] (3.7)
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where E[·] denotes the expected value. The attacker reads the transmitted sensor mea-

surements y(k) and command inputs u(k) intercepted for ka ≤ k < k1.

A Finite Impulsive Response (FIR) filter must be used to obtain, in a finite number

of time-steps k1, an unbiased state-estimation x̂a(k − 1). In the sequel, we use the Reced-

ing Horizon Unbiased FIR (RHUF) proposed in [83] which batch implementation over a

prediction horizon N > 0 with n ≤ N ≤ k1 is:

x̂a(k) = HB(Y (k − 1)− B̄NU(k − 1)) (3.8)

where

HB = (C̄T
NE

−1
N C̄N)

−1C̄T
NE

−1
N

Y (k − 1) = [y(k −N)T , y(k −N + 1)T , . . . , y(k − 1)T ]T

U(k − 1) = [u(k −N)T , u(k −N + 1)T , . . . , u(k − 1)T ]T ,

(3.9)

and C̄N , B̄N , EN are obtained from the following recursive definitions for 1 ≤ i ≤ N :

C̄i =

 C̄i−1

C

A−1

B̄i =

 B̄i−1 −C̄i−1A
−1B

0 −CA−1B


Ei =

 Ei−1 0

0 R

+

 C̄i−1

C

A−1QA−T

 C̄i−1

C


T

.

(3.10)

Assumption 3.3. The matrix A is assumed to be nonsingular for the discretized model

in (3.1).

The main RHUF state-estimator (3.7) properties can be summarized as follows (see [84]

for formal proofs):

� If N ≥ n then the state estimation is unbiased, see (3.7), and it minimizes the

covariance of the estimation error.
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� No prior statistics information about the horizon initial state x(k −N) are needed

� In a noise-free scenario, the state-estimator (3.7) has deadbeat property, and x̂a(k) =

x(k).

Remark 3.2. The above properties show that an attacker can obtain an unbiased esti-

mation of the system’s state if k1 − ka ≥ n. Moreover, since the state-estimation error

covariance decreases by increasing the prediction horizon, the attacker can design k1 to

achieve the desired estimation performance.

3.2.7 Phase II - Finite-time covert actions

In Phase II, for k1 ≤ k < k2, the attacker aims to steer the plant states towards a desired

configuration xa
d. To this end, the covert attack actions (i)-(ii) detailed in Section 3.2.5 are

specialized as follows:

1. Solve the reachability problem

U
′
a = arg min

[u′(k1),..., u′(k2−1)]
||U ′

[k1,k2)
||22, s.t.

za = R[k1,k2)U
′
[k1,k2)

(3.11)

where R[k1,k2) =
[
Ak2−k1+1 . . . , AB, B

]
is the reachability matrix and

za = xa
d − Ak2−k1+1x̂a(k − 1), U ′

[k1,k2)
=


u′(k1)

...

u′(k2 − 1)


2. ∀ k1 ≤ k < k2

� Inject the FDI

ua(k) = u′(k)− u(k) (3.12)
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with u′(k) obtained from (3.11).

� Inject the FDI ya(k) = −yua
(k) (see (3.6)).

Remark 3.3. Since the plant (3.1) is assumed to be controllable, then the reachability

problem (3.11) always admits a solution as long as the Phase II duration is bigger than n

steps, i.e., k2−k1 ≥ n. Moreover, the optimization (3.11), picks, among all the admissible

solution U ′
[k1,k2)

, the one at minimum energy, namely U ′
a.

It is also important to remark that the section aims only to show the existence of an

attack capable of arbitrarily affecting the plant state-trajectory in a finite number of steps.

For the sake of clarity, it is important to mention that only in the noise-free case it is

ensured that x(k2) ≡ xa
d. Otherwise, depending on the noise realizations, xa

d might not be

exactly reached. This arises from the fact that the defined attack is an open-loop attack.

Such drawback can be mitigated, if needed, by designing an attack vector ua(k) through a

robust state-feedback tracking controller based on the RHUF filter.

3.2.8 Phase III - Finite-time attack deletion

In Phase III, for k2 ≤ k ≤ k
a
, the attacker, before terminating its actions, aims to delete

the attack effect on the system in order to avoid post-attack detection (see Figure. 3.1).

As previously shown for the output signal y(k) (see (3.4)), we can exploit the super-

position principle to separate the input attack effect in the state vector evolution, i.e.,

x′(k) = xu(k) + xua

x(k) (3.13)

with

xu(k) := Akx(0) +
k−1∑
j=0

(Aj(Bu(k − 1− j) + ω(k − 1− j)))

xua
(k) :=

k−1∑
j=0

(AjBua(k − 1− j))

(3.14)

where xua
(k) is the state evolution under the effect of the input attack ua(k). The latter
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allows us to express the reachability problem that consists of a set of attacker’s actions

ua(k) capable of dragging the vector xua
(k) to 0n. In particular, the reachability problem

and the attacker’s actions are the followings:

1. Solve the reachability deletion problem

Ud = arg min
[u′(k2),..., u′(k

a−1)]
||U[k2,k

a
)||

2
2, s.t.

zd = R[k2,k
a
)U[k2,k

a
)

(3.15)

where R[k2,k
a
) =

[
Ak

a−k2+1 . . . , AB, B
]
is the reachability matrix and

zd = 0n − Ak
a−k2+1xua

(k2), U[k2,k
a
) =


ua(k2)

...

u(k
a − 1)



2. ∀ k2 ≤ k < k
a

� Inject the FDI ua(k) computed in (3.15).

� Inject the FDI ya(k) = −yua
(k) (see (3.6)) in the measurements channel.

Remark 3.4. As previously commented in Remark 3.3, the reachability problem (3.15)

has a solution as long as the Phase III duration is bigger than n steps, i. e. k
a − k2 ≥ n.

Moreover, from linearity, the attack deletion, i.e., xua ≡ 0, ∀ k ≥ k
a
, is irrespective of the

noises realizations.

3.2.9 Finite-time covert attack - Properties

Proposition 3.1. Let’s consider the plant model (3.1), the residual signal (2.8) and the

attack model (3.3). If the attack duration is equal or greater to 3n, i.e., k
a−ka ≥ 3n, then

the 3-phase finite-time covert attack designed in (3.7)-(3.15) is capable of (i) steering the
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Figure 3.3: Phase II and III: Covert attack and attack deletion

state-trajectory x(k) towards any desired state-space configuration xa
d ∈ IRn ∀ ka ≤ k ≤ k

a

while remaining undetectable ∀ k ≥ ka to any detector strategy only based on the residual

signal (2.8).

Proof. The result (i) can be proved by collecting the result in Section 3.2.7. As long

as the attack stealthiness is of interest (ii), it is possible to notice that during Phase II

and III, i.e., k1 ≤ k ≤ k
a
, the attack is undetectable because the FDI on the sensor

measurements are designed, according to the covert paradigm [26], to completely cancel

out the effect of FDI on the input channel, see (3.6). As a consequence, the residual signal

(2.8) will be completely unaffected by input attack, and the attack detection probability is

unchanged irrespective of the used detection rule. Moreover, Phase III has been designed

to completely nullify the state evolution due to the attack in Phase II. As a consequence,

by construction, for k > k
a
, the residual signal is still unchanged ensuring stealthiness in

the post-attack phase. Finally, since each stage of the designed attack requires n−steps

to guarantee feasibility, 3n represents the minimum time-duration needed for an attacker

to launch a finite-time attack satisfying the objectives in (CH3.2-O1).

Remark 3.5. From the results in Proposition 3.1 it is possible to provide two key require-

ments for the design of detection and mitigation strategies against the designed finite-time

covert attacks. In particular:
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(R1) Finite-time covert attacks, like standard covert-attacks [26], cannot be detected by

detection mechanisms only located in the control center;

(R2) Any effective detection and mitigation strategy must be able to detect and mitigate

the attack in less than 2n steps. Indeed, 2n is the minimum time needed for the

attacker to complete Phases I and II and steering the plant’s trajectory in any haz-

ardous configuration.

Finally, we would like to mention, that existing active detection mechanisms for covert

attacks such as moving target [37,69], can be in principle used to detect finite-time covert

attacks. Nevertheless, to make such a strategy effective, proper modifications are required

to ensure the timing requirements stated in (R2).

3.2.10 Simulation Example

In this section, the quadruple-tanks water system described in [85] is used as a test-bed

example for the designed finite-time covert attack.

The system consists of four tanks interconnected as shown in Figure. 3.4, for which

the levels of water, x = [h1, . . . h4]
T , define the system’s state variables. The system is

regulated by two valves which receive commands in terms of voltage levels (v1 and v2),

i.e., u = [v1, v2]
T . The measured variables are the levels of water in tanks 1 and 2, i.e.,

y = [h1, h2]
T . The nonlinear system dynamics have been linearized around the following

operating equilibrium point [85]

xeq = [12.4, 12.7, 1.8, 1.4]T , ueq = [3, 3]T

and discretized using a sampling time Ts = 1 sec . The following matrices A, B, C are taken
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from [85], and the initial condition of the plant states are x =

[
11.9 12.4 1.6 0.9

]T
.

A =



0.975 0 0.042 0

0 0.977 0 0.044

0 0 0.958 0

0 0 0 0.956



B =



0.0515 0.0016

0.0019 0.0447

0 0.0737

0.0850 0


, C =

0.2 0 0 0

0 0.2 0 0

 (3.16)

Tank 3

Tank 1 Tank 2

Tank 4

Figure 3.4: Quadruple-Tanks Water System

The control center has been configured to use an LQ controller, a Kalman filter state-

estimator and a χ2 anomaly detector with M = 5, and τ = 19.92 obtained for a false

alarm rate equal to 3%.

We assume, as in Figure. 1.1, that the control center is networked and that the attacker

takes complete control of measurements and actuation channels for 96 ≤ k ≤ 136 [sec].

The attacker aims to steal water from the tanks 1 and 2 by reaching the water overflow

level. We assume that the water overflow occurs if h1 > 12.7 or h2 > 13.

The finite-time covert attack is designed as follows:
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� Phase I (96 ≤ k < 100 [sec]): The attacker reads u(k) and y(k) and uses the RHUF

filter (3.8) with a horizon N = 4 to obtain x̂a(100).

� Phase II (100 ≤ k < 118 [sec]): The attacker, to steal water from thank 1 and

2, imposes the overflow state configuration xa
d = [12.8, 13.3, 2.25, 1.55]T , via the

optimization (3.11), customized as follows:

U ′
a = arg min

[u′(100),..., u′(118)]
||U ′

[100,118)||22, s.t.

[A17B, A16B, ..., B]U ′
[100,118) = xa

d − A17x̂a(100)

� Phase III (118 ≤ k ≤ 136 [sec]): The attacker, to cancel out the attack effect,

performs the deletion attack (3.15) to bring the water levels, in the tanks 1 and 2,

back to the expected values.

Phase II Phase III
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Figure 3.5: Sensor measurements: real (h1, h2) an and corrupted (h′
1, h

′
2)

The main simulation results, related to phases II and III are collected in Figures. 3.5-

3.7. In Figure. 3.5 the actual, h1, h2 and corrupted, h′
1, h

′
2 sensor measurements are
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Figure 3.6: Corrupted Input signals u′ = [v′1, v
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Figure 3.7: χ2 test with an expected false alarm rate ≤ 3%.

reported for the tanks 1 and 2. It is possible to appreciate that, in phase II, due to

FDI attack on the control signals (see Figure. 3.6) the water levels h1 and h2 reach, in

a finite number of steps, the overflow condition (h1 > 12.7 or h2 > 13). Indeed, at

k = 118 [sec], h1 = 12.8 and h2 = 13.3. On the other hand, due to the covert FDI attack

on the sensor measurement, the signal received by the Control Center are unaffected by

the attack actions. As a consequence, the χ2 detector shown in Figure. 3.7 does not reveal

the presence of the attack. In phase III, similar arguments can be given. The attacker,

before leaving the system, injects proper inputs to bring back the water levels in tank 1

and tank 2 to the controller’s expected value. In particular, at k = 136 [sec], h1 = 12.4 and

h2 = 12.7, see Figure. 3.5. Moreover, in Figures. 3.5 and 3.6, it is possible to notice that at

the end of phase III, i.e., at k = 136 [sec], the corrupted input signal u′(k) and corrupted

sensor measurements y′(k) match the expected input and output. The latter guarantees

that in the post-attack phase, i.e., k > 136 [sec], the residual signal is unaffected by the

41



previously performed attack. In particular, χ2 test shown in Figure. 3.7 maintains a false

alarm rate ≤ 3% both during and after the attack.

3.3 Finite-time stealthy attack against constrained

control systems

In this section, we design a finite-time stealthy attack on constrained control systems.

Plant

Attacker

Controller

Detector

Saturator

Figure 3.8: Networked Control Architecture

3.3.1 Networked Control System Setup

Consider the following discrete-time linear system

x(k + 1) = Ax(k) +Bu′(k) +Bdd(k) (3.17)

where the index k ∈ ZZ+ = {0, 1, ...} denotes discrete-time instants, x(k) ∈ IRn the vector

of the states, u′(k) ∈ IRm the control input vector received by the plant, d(k) ∈ IRd a

bounded unknown disturbance, and A,B and Bd are the system matrices with appropriate

dimensions. The unknown disturbance d(k) is such that

d(k) ∈ D ⊂ IRd, 0d ∈ D (3.18)
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with D a compact set. The actuators’ physical limitations impose the following saturation

constraint on u′(k)

u′(k) ∈ U ⊂ IRm, 0m ∈ U (3.19)

with U a compact set, while the state are desired to be constrained into the set

x(k) ∈ X ⊂ IRn, 0n ∈ X (3.20)

where X is a compact set.

Assumption 3.4. We assume that the plant (3.17) is stabilizable.

3.3.1.1 Control Center

3.3.1.1.1 Controller: The networked controller is a tracking state-feedback controller

designed to comply with the constraints (3.19)-(3.20) despite the disturbance realization

(3.18). By denoting with xc(k) ∈ IRnc the state of the controller, its actions are generically

described as

u(k) = f(xc(k), x(k), r(k)) (3.21)

where r(k) is the desired reference signal and f(·, ·, ·) the control logic. In what follows,

we assume that the control logic (3.21) is given and its Domain of Attraction (DoA) is X .

3.3.1.1.2 Detector: A dynamic passive anomaly detector, leveraging the received

state measurements {x′(k)} and computed control inputs {u(k)}, is used to reveal anoma-

lies/ cyber-attacks, see [34] for a survey paper. Without loss of generality, the anomaly

detection rule can be described as

anomaly(k) = Φ({x′(t)}kt=0 , {u(t)}
k−1
t=0 ,D) (3.22)
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where Φ(·, ·, ·) is the binary attack detection logic. Moreover, anomaly(k) = 1 if an attack

is detected, 0 otherwise.

3.3.2 Attacker Model

The attacker is capable of corrupting the communication channels between the plant and

the controller. In particular, the three-dimensional characterization of the attack is [21]:

� The attacker is aware of the plant model (3.17);

� The attacker can read the control signal u(k) and the state measurement vector x(k).

� The attacker can produce a deception attack to change the control signal (u(k) →

u′(k) ∈ IRm) and state measurements (x(k) → x′(k) ∈ IRn) received by the plant

and the networked controller, respectively.

Given the available resources, and a desired target state xd ∈ IRn, the attacker is able

to compute (e.g., by resorting to the method described in [81]) an admissible small RCI

target set Xd ⊂ IRn, centered in xd.

3.3.3 Problem Formulation

In this section, the existence and design of finite-time covert attacks, undetectable in the

post-attack phase, are investigated. The problem of interest can be formulated as follows:

Undetectable Finite-Time Covert Attack (UFTCA): Consider the networked control

system shown in Figure. 3.8, and the target RCI region Xd ⊂ IRn centered in xd ∈ IRn .

Design a finite-time deception attack of duration T̄ ∈ ZZ+, i.e.,

u′(k) = u(k) + ua(k), x′(k) = x(k) + xa(k)

k ≤ k ≤ k̄, k̄ − k = T̄
(3.23)

with ua(k) ∈ IRm and xa(k) ∈ IRn arbitrarily FDI vectors, such that:
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� (CH3.3-O1) The attack is capable of steering the state trajectory within the target

set Xd for at least one time instant, i.e., x(k) ∈ Xd, ∀ k ∈ [kin, kout], where kin ≥ k,

kout ≤ k̄, and kout − kin ≥ 0.

� (CH3.3-O2) Regardless of the used dynamic detector (3.22), the attack does not

trigger any alarm during its actions (k ≤ k ≤ k̄) and afterward (k > k̄).

3.3.4 Basic Covert Attack

In this section, the detectability in the post-attack phase of the covert attack, introduced in

[26], is discussed. Under the presence of FDI attacks on the control signal (i.e., ua(k) ̸= 0),

the system (3.17) evolves as:

x(k + 1) = Ax(k) +B(u(k) + ua(k)) +Bdd(k) (3.24)

For linearity, it is possible to write

x(k) = xu(k) + xua

(k) (3.25)

where

xu(k) = Akx(0)+
k−1∑
j=0

Aj (Bu(k−1−j) +Bdd(k−1− j)) (3.26)

xua

(k) =
k−1∑
j=0

AjBua(k−1− j) (3.27)

Notice that xu(k) denotes the state evolution of the system due to the initial condition,

control input, and disturbance realization, while xua
(k) is the state evolution of the system

due to the presence of the input attack vector ua(k).

According to the covert attack introduced in [86], an attacker can arbitrarily affect the

state trajectory (3.24) while remaining undetected by (3.22) if
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�

u′(k) = ua(k) + u(k) ∈ U , ∀k s.t. k ≤ k ≤ k̄ − 1 (3.28)

�

xa(k) = −xua

(k), ∀k s.t. k + 1 ≤ k ≤ k̄ (3.29)

Remark 3.6. The above attack is, by construction, undetectable for k ≤ k ≤ k̄ irrespective

of Φ used in (3.22) [26]. Visually, by referring to Figure. 3.9a, regardless of ua(k) ̸= 0,

the system state received by the controller is always equal to the expected one, i.e., x′(k) =

xu(k), ∀ k ≤ k ≤ k̄.

On the other hand, when the covert attack is terminated (i.e., k > k̄) we have that

x(k) = xu(k) + Ak−k̄xua
(k̄)

x′(k) = x(k), k > k̄

Therefore if xua
(k̄) ̸= 0n, then for some k > k̄, x′(k) ̸= xu(k) and such discrepancy

can be leveraged by (3.22) to detect an anomaly (see Figure. 3.9b). In conclusion, attack

stealthiness in the post-attack phase (i.e., ∀ k > k̄) is guaranteed irrespectively of the

detector logic and any disturbance realization if xua
(k̄) = 0n. 2

(a) k ≤ k ≤ k̄ (b) k > k̄

Figure 3.9: State mismatch during and after the attack.
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3.3.5 UFTCA design

In this section, we design a finite-time covert attack fulfilling the objectives (CH3.3-O1)-

(CH3.3-O2) stated in the UFTCA problem formulation.

First, the challenges of such a design are highlighted:

1. The attack must determine a control sequence {ua(k)}k̄−1
k=k where ∃ k ∈ [k, k̄) such

that the state trajectory enters the desired RCI region Xd for at least one time

instant. Moreover, the control actions must fulfill the input saturation constraint

(3.19) and be robust against any admissible disturbance realization (3.18) and con-

troller (3.21) actions.

2. The attacker, to avoid any possibility of post-attack detection, must make sure that

xua
(k̄) = 0n (see the analysis in Remark 3.6). Such an objective must be robust

against disturbance realization (3.18) and controller (3.21) actions.

3. Given a finite amount of time T̄ , the attacker must be able to determine (before

starting the attack), the set of initial state conditions Xa ⊆ X , from which the

attack is guaranteed to succeed.

Given the constrained and uncertain nature of the above problem, here we provide a

solution, based on a robust set-theoretic model predictive control (ST-MPC) paradigm

[75, 79, 87]. Please note that other MPC paradigms or constrained control strategies can,

in principle, be used instead of ST-MPC. Such a choice is mainly motivated by the fact

that ST-MPC will allow to offline define the controller’s domain of attraction (union of

robust one-step controllable sets) and the worst-case number of steps required to robustly

reach the attacker’s objectives.

By resorting to a divide et impera approach, the UFTCA design problem is divided in

two phases (see Figure. 3.10). In the first phase, a covert attacks is designed to ensure

that ∀x(k) ∈ X , there exists a sequence of attack actions {ua(k)} such that the state
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trajectory is driven within Xd. In the second phase, an attack deletion strategy is designed

to ensure that xua
(k̄) = 0n.

Covert Attack Attack Deletion

Figure 3.10: Finite-time attack: phases and actions.

3.3.6 Phase I - reaching Xd

In this phase, the attack control input ua(k) is designed to replace u(k) and robustly steer

the plant’s trajectory into the desired RCI region Xd.

By resorting to the ST-MPC paradigm such a problem can be solved in finite-time as

follows:

Offline attack preparation

By considering Xd as the terminal RCI region (target set) of the attacker, a family of

robust one-step controllable sets {T i
d }

Nd
i=0, Nd ≥ 0 is computed according to the following

recursive definition:

T 0
d := Xd

T i
d := {x∈ IRn :∃ud ∈ U s.t. Ax+Bud∈T̃ i−1

d }, i > 0
(3.30)

where T̃ i
d = T i

d ⊖ BdD, and ud ∈ U is attack desired control input. Such a recursion is

terminated when the union of controllable sets covers the admissible state space region X ,

i.e.,

X ⊆
Nd⋃
i=0

T i
d (3.31)

Remark 3.7. Please note that efficient tools and toolboxes exist to compute exact or

approximated robust one-step controllable sets (3.30) for linear systems, see e.g., [75, 79,

88–91] and references therein.
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Attack actions (k ≤ k ≤ kout):

By taking advantage of the offline computations, the attacker’s actions on the actuation

channels reduce to the solution of a simple Quadratic Programming (QP) optimization

problem forcing (at each step), the state trajectory to evolve within the family of control-

lable sets {T i
d }

Nd
i=0, until the terminal region T 0

d ≡ Xd is reached, i.e.,

if x(k) ∈ T i
d compute ud(k) ∈ U s.t. x(k + 1) ∈ T i−1

d (3.32)

As a consequence, the following FDI attack is performed to replace u(k) with ud(k), i.e.,

ua(k) = ud(k)− u(k)→ u′(k) = ud(k) (3.33)

On the other hand, on the measurement channel, to avoid detection, the covert FDI in

(3.29) is used.

The attacker’s actions are summarized in the following algorithm:

Algorithm 3.1: Phase I (covert attack) - attacker’s algorithm k < k ≤ kout

Offline: Compute {T i
d }

Nd
i=0 as in (3.30)-(3.31)

Online: Compute ua(k), xa(k) as follows:

1: Find the smallest set index 0 ≤ i ≤ Nd containing x(k) :

i(k) := min
0≤i≤Nd

i : x(k) ∈ T i
d (3.34)

2: if i(k) == 0 then T next
d = T i(k)

d

3: else T next
d = T i(k)−1

d

4: end if
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5: Compute ud(k) solving the QP problem

ud(k) = argmin
ud
∥Ax(k) +Bud − xd∥22 s.t. (3.35)

Ax(k) +Bud ∈ T̃ next
d , ud ∈ U (3.36)

6: Determine ua(k) and xa(k) as in (3.33) and (3.29)

Lemma 3.1. If the Phase I duration is greater or equal than Nd, i.e., kout− k ≥ Nd, then

Algorithm 3.1 ensures that the attack complies with the objective (CH3.3-O1) regardless

of any admissible disturbance realization (3.18). Moreover, kin ≤ k + Nd, and x(k) ∈

Xd, ∀ kin ≤ k ≤ kout.

Proof - By construction, the QP optimization problem (3.35) is guaranteed to admit

a solution ∀ k [79]. Moreover, if x(k) ∈ T i(k)
d then Ax(k) + Bud ∈ T̃ i(k)−1

d and x(k +

1) ∈ T i(k)−1
d . As a consequence, regardless of any initial condition x(k) ∈ X , the set-

membership index i(k) has a monotonically decreasing behavior until i(k) = 0 is reached.

When i(k) = 0, then the attacker’s control inputs aim to keep x(k) into the RCI set Xd.

Therefore Algorithm 3.1 ensures that in the worst-case scenario x(k + Nd) ∈ T 0
d = Xd,

x(k) ∈ Xd, ∀kin ≤ k ≤ kout, where kin ≤ k +Nd. 2

Remark 3.8. In the worst-case scenario, Nd time steps are needed to fulfill the require-

ments of Phase I (see Lemma 3.1). As a consequence, the duration of Phase I should be

greater or equal to Nd. 2

3.3.7 Phase II - attack deletion (xu
a

(k̄) = 0n)

In phase II, the attacker, after achieving its primary objective (e.g., x(k) ∈ Xd), wants to

remove any trace of its presence to avoid detection in the post-attack phase. Specifically,

as discussed in Remark 3.6, no passive anomaly detector (3.22) can discover anomalies

in the post-attack phase if xua
= 0n,∀ k ≥ k̄. Therefore, the attacker’s action ua(k) for
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kout < k ≤ k̄ must be devoted to ensure that the state evolution due to the attacker actions

(xua
) vanishes in a finite number of steps. Different from Phase I, where the attacker’s

actions aimed to replace u(k) with ud(k) (see(3.33)), here the attacker wants to control

only xua
. As a consequence, while removing xua

the attacker must make sure that the

signal u′(k) = u(k) + ua(k) is admissible, i.e., u′(k) ∈ U , regardless of the controller input

u(k) computed by (3.21).

Assumption 3.5. There exists a small convex compact set ∆ ⊂ IRn, 0n ∈ ∆, s.t. such

that

u(k)⊕∆ ⊆ U , ∀ k (3.37)

Remark 3.9. Please note that such an assumption assumes that the control action u(k)

computed by (3.21) are contained into a proper inner set of U . Such an assumption is

reasonable in uncertain constrained setups where the controller actions are typically mapped

into a smaller input set to ensure constraint satisfaction despite any disturbance realization

(3.18) [92,93]. Moreover, it is also fulfilled when the state trajectory is in proximity of the

equilibrium state [92]. 2

In what follows, Assumption 3.5 is instrumental to ensure that the attack deletion

problem has a guaranteed solution in a finite number of steps. Then, in Remark 3.10, such

an assumption is relaxed, and other conditions under which the attack deletion problem

can be accomplished are investigated.

Offline attack deletion preparation

Lemma 3.2. Consider the attacker’s desired region Xd, the Phase I attacker’s algorithm,

and kout ≥ k +Nd. Then, regardless of any admissible disturbance (3.18) realization

xua

(kout) ∈ (Xd ⊕−X ) := X ua

(3.38)
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Proof - According to (3.25), we have that

xua

(kout) = x(kout)− xu(kout)

Moreover, by noticing that if kout ≥ k+Nd then x(kout) ∈ T 0
d ≡ Xd and that xu(kout) ∈ X ,

we have that (3.38) holds true, concluding the proof. 2

By considering xua
(k̄) = 0n as the target state and X ua

as the initial admissible set for

xua
(kout), a family of robust one-step controllable sets in the attacker’s state space xua

,

namely {T j
a }Na

j=0, Na > 0, is built considering ua(k) ∈ ∆ as the attacker’s worst-case input

constraint set, i.e.,

T 0
a :=0n

T j
a :={xua∈ IRn :∃ua ∈ ∆ s.t. Axua

+Bua∈T j−1
a }, j > 0

(3.39)

Such a recursion is terminated when the admissible set of initial states xua
(kout) is covered,

i.e.,

X ua ⊆
Na⋃
i=0

T j
a (3.40)

Lemma 3.3. Under Assumption 3.5, if there exist a family of robust one-step controllable

sets {T j
a }Na

j=0, built as in (3.39) and satisfying (3.40), then there exists a sequence of control

inputs {ua(k)}k̄−1
k=kout+1 such that xua

(k̄) = 0n and u′(k) = u(k) + ua(k) ∈ U , ∀ kout < k ≤

k̄ − 1

Proof - By construction, recursion (3.39) ensures that at each time steps there exists

ua(k) ∈ ∆ such that the one-step evolution xua
(k+ 1) belongs to a controllable set whose

index is strictly lower than the current one, e.g., if xua
(k) ∈ T j

a , j > 0 → xua
(k + 1) ∈

T j−1
a . Therefore, recursively, we have that xua

(k̄) ∈ T 0
a = 0n. Moreover, according to

Assumption 3.5, we are guaranteed that u′(k) ∈ U , ∀ kout < k ≤ k̄ − 1. 2

Attack deletion (kout < k ≤ k̄)
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Similarly to what is done by the attacker in Phase I, in Phase II, the attacker’s actions

ua(k) and xa(k) are computed according to the following algorithm:

Algorithm 3.2: Phase II (attack deletion) - attacker’s algorithm kout < k ≤ k̄

Offline: Compute {T j
a }Na

k=0 as in (3.39)-(3.40)

Online: Compute ua(k), xa(k) as follows:

1: Find the smallest set index 0 ≤ j ≤ Nd containing x(k) :

j(k) := min
0≤j≤Na

j : x(k) ∈ T j
a (3.41)

2: if j(k) == 0 then ua(k) = 0m

3: else

4: Compute ua(k) solving the QP problem

ua(k) = argmin
ua
∥Axua

(k) +Bua∥22 s.t. (3.42)

Axua

(k) +Bua ∈ T j(k)−1
a (3.43)

ua ∈ U − u(k) (3.44)

5: end if

6: Determine xa(k) as in (3.29)

Lemma 3.4. If the Phase II duration is greater than Na, i.e., k̄ − kout > Na, then Algo-

rithm 3.2 ensures that the attack is not detectable for k ≥ k̄, regardless of any admissible

disturbance (3.18) realization.

Proof - By following the same reasoning used in Lemma 3.1, if k̄− kout > Na then the

monotonically decreasing set-membership index j(k) is guaranteed to be zero for k = k̄.
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Therefore, since T 0
a = 0n, we have that ∀ k ≥ k̄, the contribution of the attack on the

state of the system will be zero and detection in the post-attack phase is avoided. 2

3.3.8 Proposed finite-time attack: feasibility and undetectabil-

ity

In the following propositions, the properties of the finite-time attack developed in section

3.3.5 are investigated.

Proposition 3.2. Consider the constrained plant model (3.17)-(3.20) and the anomaly

detector (3.22). If, for a given target RCI set Xd, there exist 0 ≤ Nd <∞ such that (3.30)

satisfies (3.31), 0 ≤ Na <∞ such that (3.39) complies with (3.40), and ∆ ̸= ∅ in (3.37).

Then, Algorithm 3.1 and Algorithm 3.2 ensure that:

� the finite-time covert attack (Phase I + Phase II) fulfills the objectives (CH3.3-

O1)-(CH3.3-O2), i.e., ∃k : x(k) ∈ Xd and the attack is undetectable by (3.22) for

k > k.

� irrespective of any admissible initial plant condition x(k) ∈ X and bounded distur-

bance realization d(k) ∈ D, the minimum attack duration T̄ to fulfill (CH3.3-O1)-

(CH3.3-O2) is T̄ = Nd +Na.

Proof - By collecting the results in Lemmas 3.1-3.4, Algorithm 3.1 ensures unde-

tectability for k ≤ k ≤ kout and that x(k) ∈ Xd for kin ≤ k ≤ kout. Moreover, Algo-

rithm 3.2 guarantees that the post-attack undetectability condition xua
(k̄) = 0n is reached

for k ≥ kout + Na. Therefore, the minimum finite-time attack duration that ensures ful-

filling (CH3.3-O1)-(CH3.3-O2) regardless of x(k) ∈ X is obtained for kout = kin and

T̄ = Nd +Na. 2

Proposition 3.2 implies that if the attack duration, namely T̄ , is bigger or equal to

Na+Nd, then the proposed finite-time covert-attack is feasible starting from any x(k) ∈ X .
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In the next proposition, this is formalized, and it is also shown that for T̄ < Na +Nd, the

attack might still be feasible starting from a subset of X .

Proposition 3.3. Given a desired attack duration T̄ , the set of initial state condition

Xa ⊆ X , x(k) ∈ Xa such that finite-time attack (Algorithms 3.1-3.2 ) can be successfully

completed in T̄ -steps can be offline determined and it is equal to:

Xa =

min(T̄−Na,Nd)⋃
i=0

T i
d

⋂X (3.45)

Proof - First, it is important to underline that regardless of the initial state condition,

the attack duration cannot be lower than Na (number of steps required to cancel out

the presence of the attack in Phase II). Therefore, the number of steps available to the

attacker to steer x(k) into Xd is T̄ − Na. As a consequence, since X ⊆
⋃Nd

i=0 T i
d , if T̄ ≥

Nd + Na, then min(T̄ − Na, Nd) = Nd and the set of admissible initial condition is equal

to entire set of admissible states, i.e., Xa = X . On the other hand, if T̄ < Na +Nd, then

min(T̄ −Na, Nd) = T̄ −Na and Xa ⊂ X , see Figure. 3.11 for an illustration. 2

Figure 3.11: The state subspace Xa ⊆ X (blue region) from which the attack can success-
fully perform the finite-time attack for T̄ < Nd +Na.

Remark 3.10. The finite-time attack is guaranteed to exist under Assumption 3.5, i.e.,

∆ ̸= ∅, ∀ kout < k ≤ k̄. However, it is important to underline that this is only a sufficient

condition and that the attack might be feasible otherwise. For the sake of completeness and

to open the floor to further research directions, three different situations can be analyzed:
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� Consider the case where ∆ = ∅ and A is Nilpotent with index N , i.e., AN = 0n×n.

In this case, since xua
(k) =

∑k−1
j=0 A

jBjua(k − 1 − j), then, regardless of the initial

attack state xua
(kout), x

ua
(kout + N) = 0n if ua(k) = 0m,∀ k ≥ kout. Therefore, in

Phase II, the attacker does not need to take any actions on the actuation channel

to ensure that xua
(k) converges to zero in N-steps (see (3.27)). In particular for

kout < k ≤ k̄, k̄ − kout > N, the attacker can use Algorithm 3.2 where in Step 4 the

optimization problem (3.42)-(3.44) is replaced by ua(k) = 0m.

� Consider the case where ∆ = ∅ and the matrix A is Schur stable, i.e., its eigenvalues

have modulus less than 1. In this case, in Step 4 of Algorithm 3.2, the attacker can

evaluate if the optimization problem (3.42)-(3.44) admits a solution for the input

constraint ua(k) ∈ U − u(k). If such a problem does not admit a solution then the

attacker can apply ua(k) = 0m, and exploit the contracting nature of A. In such a

circumstances, the attack is guaranteed to end when the optimization problem (3.42)

admits a solution for at-most Na time steps. However, in this case it is not possible

to offline determine the number of steps needed to complete Phase II.

� Consider the case where ∆ = ∅ and the matrix A is unstable. In this case, it is

not possible to guarantee that the attack can terminate in a finite-amount of time.

Furthermore, xua
is not guaranteed to remain inside

⋃Na

j=0{T j
a } and the recursive

feasibility of Algorithm 3.2 is not ensured.

Remark 3.11. The proposed finite-time attack has been designed under the assumption

that the entire state vector can be measured. Nevertheless, such an attack can be also

designed to deal with a plant model (3.17) characterized by an output equation y(k) =

Cx(k)+dy(k), where C ∈ IRp×n, y(k) ∈ IRp is the sensor measurement vector, and dy(k) ∈

Dy ⊂ IRp is a compact but unknown measurement disturbance set containing the origin.

In general, if C ̸= I, the extension is possible if (i) a state-estimator capable of dealing

with bounded process and measurement disturbances can be designed, (ii) the worst-case

state-estimation error can be characterized. The first is needed to reconstruct x(k), while
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the second is important to properly build a family of robust one-step controllable sets (see

e.g., (3.30)) that takes into account the bounded errors introduced by the estimator. Please

refer to, e.g., [75, Chapter 11] and reference therein, for exhaustive details on the design

of state estimators fulfilling the requirements (i)-(ii). On the other hand, a straightforward

extension can be provided if C = I (i.e., the entire state vector can be measured with a

bounded error). Note that in this particular case, if y(k) is measured, then x(k) is also

known with some uncertainty, i.e., x(k) ∈ y(k)⊕(−Dy). Therefore, such extra uncertainty

can be then taken into account in the construction of the robust one-step controllable sets

(3.30) by simply computing T̃d = Td ⊖ (BdD ⊕ (−ADy)), see [94]. 2

3.3.9 Simulation Example

In this section, the industrial Continuous-Stirred Tank Reactor (CSTR) system used in [95,

96] and shown in Figure. 3.12 has been considered to show in simulation the effectiveness

of the proposed constrained finite-time attack.

Motor

Stirrer

S
e
n
s
o
r
s

M

Figure 3.12: Continuous-Stirred Tank Reactor (CSTR) system

In this system, the chemical species A react with the chemical species B at a spe-

cific temperature. The output of the system is a mixture of these two chemicals (see

Figure. 3.12). The state vector of the CSTR system is x = [CA, Tr]
T where CA is the

concentration of the chemical species A, and Tr is the reaction temperature. On the other

hand, u = [TC , CAi]
T is the control vector where TC is the cooling controlled temperature
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and CAi is the input concentration of the chemical species A. The dynamics of the CSTR

system has been linearized and discretized with a sampling time Ts = 1s and the resulting

A,B and Bd matrices are:

A=

 0.9719 −0.0013

−0.0340 0.8628

 , B=

−0.0839 0.0232

0.0761 0.4144


Bd =

1 0

0 1


(3.46)

The admissible disturbance set is

D = {d ∈ IR2 :

−0.01
−0.08

 ≤ d ≤

0.01
0.08

} (3.47)

and the states and inputs are subject to the following constraint sets:

X = {[CA, Tr]
T ∈ IR2 : −2 ≤ CA ≤ 2,−10 ≤ Tr ≤ 10}

U = {[TC , CAi]
T ∈ IR2 : −2 ≤ TC ≤ 2,−2 ≤ CAi ≤ 2}

(3.48)

The controller (3.21) is a stabilizing state-feedback controller u(k) = −K(x−r(k))+ueq(k),

with ueq the equilibrium input associated to the desired equilibrium state xeq = r(k), and

K (the controller gain) is:

K =

−10.903 0.560

1.921 1.978

 (3.49)

Moreover, the used set ∆ is:

∆={[TC , CAi]
T ∈ IR2 : −0.5 ≤ TC ≤ 0.5,−0.5 ≤ CAi ≤ 0.5} (3.50)

The finite-time attack is offline configured as follows. The attacker wants to steer the

state of the system in the proximity of the equilibrium pair (xd, ud), where xd = [−2.5, 0]T
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and ud = [0.74,−0.34]T Please note that the equilibrium state is outside of the admissible

safe region X . Moreover, the desired RCI region Xd, centered in xd, is computed as in [97]

(see the blue region in Figure. 3.14). Then, the attacker builds the families of robust

one-step controllable sets {T i
d }

Nd
i=0 (see Figure. 3.14) and {T j

a }Na
j=0 (see Figure. 3.15) as in

(3.30) and (3.39), respectively. In particular, the terminal conditions (3.31) and (3.40)

are reached for Nd = 28 and Na = 47. As a consequence, the minimum number of steps

required to complete the attack for any x(k) ∈ X is Nd + Na = 75 (see Proposition 3.2

and Figure. 3.15). Please note that by exploiting the result in Proposition 3.3, given a

finite duration T̄ , the attacker is able to offline determine the sets of states Xa ⊆ X from

where the attack can be successfully completed. In Figure. 3.15, Xa is shown for T̄ equals

to 60, 70 and 75.

In the carried out simulation, the attacker launches for two times the finite-time covert

attack described by Algorithms 3.1 and 3.2. The details of the attacks, i.e., k, kin, kout, k̄

are shown in Table 3.1. The plant initial condition is x(0) = 02, and r(k) is shown in

Figure. 3.13.

Table 3.1: Finite-time covert attacks timing information

first attack second attack
k 31 s 200 s
kin 53 s 223 s
kout 59 s 234 s
k̄ 72 s 245 s

Figure. 3.13 shows the evolution over time for the two components of r(k), x(k) and

x′(k). It is possible to notice that during the two attacks x(k) deviates significantly from

r(k) causing a constraint violation for 31 ≤ k ≤ 72 and 200 ≤ k ≤ 245. On the other hand

x′(k) (i.e., the signal received by the controller and detector) is unaffected by the presence

of the attack. Moreover, the difference between x′(k), and x(k), i.e., the attack’s state

xua
(k) becomes exactly zero when each attacks are terminated at k = 72 and k = 245,
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respectively. As a consequence, the designed attack can be repeatedly executed avoiding

detection during the attack and afterwards.

To better appreciate the modus operandi of the attack, Figure. 3.14 and Figure. 3.15

show the state trajectory of the plant (x(k)) and attacker (xua
(k)). In Figure. 3.14, the

state trajectory has been divided in four different colors to better highlight the phases of

the two attacks. Regardless of the state x(k), it is possible to notice that the attacker is

capable of steering the trajectory in the RCI region Xd. In particular, as shown in Table 3.1,

for the first and second attack, the RCI region is reached in 12 and 23 steps, respectively.

Moreover, as better shown in Figure. 3.15, in Phase II, regardless xua
(kout) ∈ Xd ⊕ (−X ),

the attack termination condition xua
= 02 is reached in a finite number of steps. Moreover,

the time required for the attacker to completely execute attack 1 and 2 (i.e., k̄−k) is equal

to 41s and 45s, respectively. Such a duration is lower of the worst-case execution time of

75s that can be offline predicted by the attacker using (3.45), see e.g., Xa in Figure. 3.14.

Finally, in Figure. 3.16, the control signal u(k), u′(k) and ua(k) are shown. It is possible

to appreciate that the attacker’s input vector ua(k) always ensures that the control signal

received by the plant, i.e u′(k), complies with the input constraints.

3.4 Conclusion

In this chapter, we have shown the existence of finite-time attacks against constrained

and unconstrained CPSs. The proposed finite-time 3-phase covert attack against uncon-

strained control systems first exploits an FIR state estimator to obtain, in finite-time,

unbiased estimation of the system’s states. Then, it uses reachability arguments to design

attack vectors capable of arbitrarily alter the plant state trajectory and ensuring unde-

tectability once the attack is ended. On the other hand, the proposed fine-time covert

attack against constrained control systems has been designed by jointly combining robust

controllability arguments and a set-theoretic-based receding horizon control paradigm. It

has been formally proved that both of the designed attacks are stealthy regardless of any
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Figure 3.13: CSTR Plant’s states evolution in the presence of the finite-time covert attack
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Figure 3.16: Control signals u(k), ua(k) and u′(k).
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anomaly detector deployed on the controller side of the networked CPS.

63



Chapter 4

A Safety Preserving Control

Architecture for Cyber-Physical

Systems

4.1 Introduction

In this chapter, we propose a networked control architecture to ensure the plant’s safety in

the presence of cyber-attacks on the communication channels. In particular, we consider

systems subject to both state and input constraints that must be preserved for safety

reasons despite any admissible attack scenario. To this end, first, two different detectors

are proposed to detect attacks on the setpoint signal as well as on the control inputs and

sensor measurements. Then, an emergency controller, local to the plant, is designed to

replace the networked controller whenever an attack is detected. Finally, the concept of

robust N-step attack-safe region is introduced to ensure that the emergency controller

is activated, regardless of the detector performance, at least one-step before the safety

constraints are violated. It is formally proved that the plant trajectory is uniformly ulti-

mately bounded in an admissible region regardless of the attacker’s actions and duration.

Finally, by considering a continuous-stirred tank reactor system, numerical simulations
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are presented to show the proposed solution’s capabilities.

4.1.1 Contribution of the work

By referring to the networked control scheme in Figure. 4.1, three main contributions of

this research study are the followings. i) The proposed solution is capable of detecting

FDI attacks on the reference (setpoint) signal. To the best of our knowledge, this problem

has not received sufficient attention in the literature. The main difficulty to detect such

attacks is given by the absence of a-priori information on its expected time evolution which

typically is not a function of the dynamics of the closed-loop system. Setpoint detection

is here achieved by proposing a different networked architecture where the reference signal

becomes a function of the state of the system. ii) The proposed solution ensures that

plant’s safety and uniform ultimate boundedness of the state trajectory are preserved,

regardless of the attacker’s actions and irrespective of the detector’s performance. Differ-

ently from the competitor solutions in [59,98], the attacker’s actions are not limited to be

a function of the state of the system. Contrary to [61], the proposed solution does not

require that attack-free communication channels to be re-established in a-priori known

number of steps. iii) The concept of N−step attack safe region is for the first time intro-

duced to design an emergency controller capable of replacing the networked controller in

the presence of unreliable communication channels.

4.2 Networked Control System Setup

Consider the following class of discrete-time linear time-invariant (LTI) systems

xp(k + 1) = Axp(k) +Bu(k) +Bdd(k) (4.1)
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Figure 4.1: Considered Networked Control System Setup

where xp(k) ∈ IRnp is the state vector, u(k) ∈ IRm is the input vector and d(k) is a bounded

disturbance:

d(k) ∈ D ⊂ IRd, 0d ∈ D (4.2)

Due to actuation limitations the input signal is constrained into the following set

u(k) ∈ U , ∀ k ∈ ZZ+ (4.3)

where U ⊆ IRm is a convex compact subset with 0m ∈ U . Moreover, (4.1) is subject to the

following state constraint

xp(k) ∈ Xp ∀ k ∈ ZZ+ (4.4)

with Xp ⊆ IRnp a convex compact subset with 0np ∈ X .

4.3 Command Governor (CG) Tracking Controller

In this section, the operations of the Command Governor (CG) tracking controller [46–48]

(see the subsystems Tracking Controller and CG in Figure. 4.1) are revised. The control

scheme consists of two nested loops:
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� Inner Loop (primal controller): a stabilizing offset-free linear reference r(k) ∈ IRp

tracking controller for the unconstrained and disturbance-free plant model (4.1).

� Outer Loop (CG): a supervisory controller that, whenever necessary, is in charge of

modifying the received reference signal r(k) to avoid constraints violation regardless

of any admissible disturbance realization.

Under the actions of the primal controller and CG, the closed-loop plant (4.1) dynamics

can be described as follows

x(k + 1) = Φx(k) +Gg(k) +Gdd(k)

c(k) = Hcx(k) + Lg(k) + Ldd(k)
(4.5)

where x(k) = [xT
p (k), x

T
c (k)]

T ∈ IRn, n = np + nc, is the closed-loop state vector, xc(k) ∈

IRnc the state of the primal controller, and Φ, G andGd are the closed-loop system matrices.

Moreover g(k) ∈ IRnp is the CG output signal and c(k) ∈ IRnc the constrained vector

embedding be prescribed state and input constraints (4.3)-(4.4)

c(k) ∈ C ⇔ (u(k) ∈ U ∧ xp(k) ∈ Xp), ∀k ≥ 0, (4.6)

with C a convex and compact set and Hc, L and Ld matrices of suitable dimensions.

The set of all constant virtual commands whose state evolution starting from x satisfies

all the constraints is given by

V(x) =
{
ω ∈ Wδ : c̄(k, x, ω) ∈ Ck,∀k = 0, . . . , k0

}
(4.7)

where

Wδ :=
{
ω ∈ IRm : c̄ω ∈ Cδ

}
⊃ Vi(x), with Cδ = C∞ ⊖ Bδ

is the set of all commands whose corresponding steady-state solutions satisfy the con-

straints with a tolerance margin δ (i.e., Cδ ⊕ Bδ ⊂ C∞), and k0 is the prediction horizon

67



computed as in [48]. Furthermore, Bδ is a ball of radius δ centered at the origin, and the

sets Ck and C∞ are obtained by means of the following Minkowski difference recursions

C0 := C ⊖ LdD, Ck := Ck−1 ⊖HcΦ
k−1GdD

C∞ :=
∞⋂
k=0

Ck
(4.8)

and

c̄(k, x, ω) = Hc

(
Φkx+

k−1∑
r=0

Φk−r−1Gω

)
+ Lω,

c̄ω := Hc(In − Φ)−1Gω + Lω

(4.9)

At each time instant k, the CG computes the best approximation g(k) of the setpoint

signal r′(k) solving the following quadratic programming problem

g(k) = arg min
ω∈V(x(k))

||ω − r′(k)||2 (4.10)

Remark 4.1. For the aim of this chapter, it is particularly important to underline the

following properties of the CG control scheme

1. By defining the set of admissible states and references as

Z := {[rT , xT ]T ∈ IRr× IRn |c̄(k, x, r) ∈ Cδ,∀k ∈ ZZ+} (4.11)

then, the projection of Z onto xp defines the controller’s Domain of Attraction

(DoA), namely Xc ⊆ Xp, where the controller is capable of tracking the reference

signal and fulfilling the prescribed constraints

Xc := {xp ∈ IRnp s.t. ∃r ∈ IRr, xc ∈ IRnc : [rT , [xT
p , x

T
c ]]

T ∈ Z} (4.12)

2. At each time k, the optimization (4.10) provides the best feasible approximation g(k)

of r′(k).
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3. If r′(k) = r̄′i ∈ IRr for iγ ≤ k < (i + 1)γ, γ > 0, i ≥ 0 then ||g(k)|| is monotonically

non-decreasing (MN-D) or monotonically non-increasing (MN-I) for iγ≤k<(i+1)γ.

Please refer to [47, 48] for a detailed discussions about all the properties of the CG

control paradigm. 2

Definition 4.1. Given the networked control scheme in Figure. 4.1 and the tracking con-

troller domain Xc ⊆ Xp, the system (4.1) is called safe in the presence of any cyber-attack

in the communication channels if

xp(k) ∈ Xc, ∀ k. (4.13)

4.4 Problem Formulation

Consider the networked control architecture shown in Figure. 4.1 and the following FDI

attacks on the control input (u(k)), state (xp(k)) and setpoint (r(k)) signals

u′(k) = u(k) + ua(k)

x′
p(k) = xp(k) + xa

p(k)

r′(k) = r(k) + ra(k)

(4.14)

where ua(k) ∈ IRm, xa
p(k) ∈ IRnp , and ra(k) ∈ IRr are arbitrarily possibily unbounded

vectors. The system (4.1) evolution, in the presence of FDI attacks, is

xp(k + 1) = Axp(k) +Bu′(k) +Bdd(k) (4.15)

Assumption 4.1. The attacker aims to inject the vectors ua(k), xa
p(k), r

a(k) to steer the

system trajectory outside of the controller’s DoA (4.12) and violate the safety constraints

(4.3)-(4.4) while remaining undetectable. 2
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Assumption 4.2. The setpoint signal is assumed to be piecewise constant, i.e.,

r(k) = r̄i, iγ ≤ k < (i+ 1)γ, ∀ i ∈ ZZ+

with r̄i ∈ IRr and γ > 0 an a-priori known time interval 2.

Remark 4.2. Please note that Assumption 4.2 is without loss of generality. Indeed, if

γ = 1, then the reference signal can be changed at each sampling time.

Assumption 4.3. In the presence of unreliable network communications, we assume that

at the cyber-layer, the networked controller can interrupt the data communications [99].

2

The control problem can be stated as follows:

Consider the networked control system in Figure. 4.1, the networked tracking controller’s

DoA (4.12), the FDI attack model (4.14), and the plant model (4.15). Design a networked

control architecture capable of

� (CH4-O1) detecting FDI attacks (4.14) before an unsafe configuration, violating

the safety constraint (4.13), is reached;

� (CH4-O2) ensuring that the constraints (4.3)-(4.4) are always fulfilled and that

normal operations can be restored once the attack-free scenario is recovered;

4.5 Proposed Networked Control Architecture

First, to motivate the proposed control architecture (Figure. 4.2), it is important to un-

derline the limitations of networked scheme in Figure. 4.1 to solve the objectives (CH4-

O1)-(CH4-O2) :

1. The setpoint signal r(k) evolution is not a function of the closed-loop control system

operations. As a consequence, it is not possible to exploit control-theoretical tools
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Figure 4.2: Proposed Control Architecture

to detect the presence of setpoint attack in the C-C channel, see [45] for a detailed

discussion.

2. Detectors, whose actions are only performed in the control center, cannot detect

advanced coordinated stealthy attacks in the C-P and P-C channels, see, e.g., the

covert attack described in [26]. Consequently, some attacks cannot be detected even

if the plant’s state is driven by the attacker, outside of the networked controller

domain Xc.

3. If an attack is affecting the actuation channel (C-P), no emergency control actions

can be taken in the Networked Controller (e.g., the attacker can intercept u(k) and

replace it with an arbitrary malicious input).

To mitigate the above drawbacks, the control architecture depicted in Figure. 4.2 is

proposed. In particular,

� A CG replica is added to the command center to enable the detection of setpoint

attacks.

� A Smart Actuator module is added locally to the plant to:
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– Perform safety checks to guarantee that attacks are detected, in the worst-case

scenario, one-step before the safety of the system is compromised (safety guard);

– Replace the networked controller with a local emergency controller whenever

an attack is sensed. The emergency controller is designed to steer the system’s

state within the safe region Xe while fulfilling the prescribed safety constraints

(4.3)-(4.4).

The next subsections are devoted characterizing the modus operandi of the proposed

architecture.

4.5.1 Detector

The proposed detector exploits two different anomaly detection rules to detect FDI attacks

on the C-P, P-C and C-C channels. In particular, detection of attacks on the control

signal and state measurements is achieved using a robust anomaly detector based on

reachability arguments, while attacks on the setpoint signal will be detected by exploiting

basic properties of the CG control paradigm (see Remark 4.1).

4.5.1.1 Detection of FDI on the C-P and P-C channels

To detect attacks on the C-P and P-C channels, we define the expected system’s robust

one-step evolution as follows

X+(x′
p, u) = {x+ ∈ Xp s.t. x+

p = Ax′
p +Bu+Bdd,∀d ∈ D} (4.16)

Given the expected robust evolution at the time step k − 1, i.e., X+(x′
p(k − 1), u(k − 1)),

the first anomaly detection rule is the following

Rule-1 (k)=


anomaly, if x′

p(k) /∈ X+(x′
p(k − 1), u(k − 1))

normal, otherwise

(4.17)
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Remark 4.3. In the literature, different detectors have been proposed to reveal attacks on

the measurement and actuation channels [34], and most of the existing solutions can be

used in the proposed architecture. However, given the uncertain and constrained system

model (4.1), the proposed robust detection rule (4.17) has the advantage to be, by design,

robust against false positives. This feature arises from the construction of the system’s

robust one-step evolution set X+(x′
p, u) exploited by (4.17), i.e., an anomaly is triggered

if x′
p(k) /∈ X+(x′

p(k− 1), u(k− 1)). Since X+(x′
p, u) is built taking into account the worst-

case disturbance realization D, then it is not possible, in an attack-free scenario, that the

one-step system evolution will be outside X+(x′
p, u). In the proposed solution, the absence

of false positives is desired to avoid triggering network disconnections and the emergency

controller due to the presence of plant’s disturbances (4.2). 2

4.5.1.2 Detection of FDI on the C-C channel

If a replica of the CG optimization (4.10) is performed in the control center (see Fig-

ure. 4.2), then, as shown in [45], the setpoint signal received by the CG and Detector,

namely g′r(k), becomes a function of the closed-loop system operations and FDI attacks

detection can be achieved. In particular, by observing the optimization problems solved

by the CG and CG replica

(CG replica): gr(k) = arg min
ω∈V(x′(k))

||ω − r(k)||2 (4.18)

(CG): g(k) = arg min
ω∈V(x(k))

||ω − gr(k)||2 (4.19)

it is possible to appreciate that in the absence of FDI attacks, the CG optimization re-

solve the same optimization problem solved by the CG-replica. In particular, it solves

an optimization problem starting from the solution given by the CG-replica, i.e., gr(k).

Therefore, in the absence of attacks, despite any disturbance realization, g(k) ≡ gr(k),∀ k

[45].
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Proposition 4.1. Let us assume that the CG and CG replica are identically designed

according to (4.5)-(4.10). Then, in the absence of attacks, the followings hold true:

(a) The signal g(k) ≡ gr(k), ∀k;

(b) Given a fixed reference signal r(k) ≡ r, then g(k) and gr(k) have a MN-I or MN-D

behavior.

Proof. The proposition can be demonstrated by resorting to a proof by contradiction

(Reductio ad Absurdum).

(a) - Let us assume that at the generic time instant k, the setpoint r(k) is imposed

and g(k) and gr(k) are such that g(k) ̸= gr(k). By virtue of the CG properties in the

remark 4.1, gr(k) uniquely exists and it represents the best feasible approximation of the

setpoint r(k). By following similar reasonings, g(k) is the best feasible approximation of

gr(k). Therefore, if gr(k) ̸= g(k) (hypothesis) we can imply that gr(k) is not the best

feasible approximation of r(k) and we reach a contradiction (absurd). As a consequence,

the only possibility is that g(k) ≡ gr(k) ∀k.

(b) - Let us consider a fixed setpoint r(k) ≡ r̄, ∀k ≥ k̄ with r̄ ∈ Wδ (see (4.7)) and

g(k), gr(k), are such that gr(k̄) < r̄, and g(k̄) < r̄. Moreover, let us pick two generic time

instants k1 and k2 such that k̄ ≤ k1 < k2 and make the hypothesis gr(k2) < gr(k1), and

g(k2) < g(k1). By virtue of the properties introduced in the remark 4.1, we know that

there exists a finite time instant kreach ≥ k̄ such that gr(kreach) ≡ r̄, and g(kreach) ≡ r̄.

According to the optimal solutions (4.18)-(4.19) at time k1 is, by construction, a feasible

solution for any k ≥ k1. Therefore, if gr(k1) < gr(k2), and g(k1) < g(k2) (strictly) we have

an absurd saying that the solution at time k1 is not feasible at k2, i.e. gr(k1) /∈ V(x(k2)),

and g(k1) /∈ V(x(k2)). As a consequence gr(k), and g(k) must have a MN-D behavior.

The case gr(k̄) > r̄, and g(k̄) > r̄, can be addressed with the same arguments and, in this

case, the non-increasing behavior of both CGs can be proved.

Such a setpoint attack detection rule is here extended to take advantage of Assumption

4.2. In particular, if reference signal r(k) is piecewise constant, then in the absence of
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attack, the signal g′r(k) must also have a MN-D or MN-I behavior in each constant interval

[iγ, (i+1)γ) (see Remark 4.1). Therefore, the resulting setpoint attack anomaly detection

rule is

Rule-2 (k, i)=



anomaly, if



g(k) ̸= g′r(k)

OR

g′r is neither MN-D nor MN-I

for k ∈ [iγ, (i+ 1)γ)

normal, otherwise

(4.20)

Remark 4.4. The the detection rule (4.20) is robust against the disturbances (4.2) and,

as a consequence, false positive occurrences are avoided. 2

By collecting the above two rules, the robust detector module in Figure. 4.2 exploits

the following logic rules:

Detector(k, i)=



anomaly, if


Rule-1 (k) = anomaly

OR

Rule-2 (k, i) = anomaly

normal, otherwise

(4.21)

4.5.2 Emergency Controller

The emergency controller must be designed to replace the networked controller when a

cyber-attack makes the communication channels unreliable. In particular, the proposed

emergency controller is a state-feedback controller

uε(k) = ε(xp(k)), ε : Xε ⊂ IRnp → Uε ⊂ IRm (4.22)

which satisfies the following requirements:
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� (R1) The controller’s domain covers the networked controller’s DoA and fulfills the

constraints (4.3)-(4.4)

Xc ⊆ Xε ⊆ Xp, Uε ⊆ U (4.23)

� (R2) The controller is capable of confining, in a finite number of steps, the plant’s

state trajectory into a RCI terminal emergency region, namely Xe, such that

Xe ⊂ Xc (4.24)

Remark 4.5. It is important to remark that the reference signal r(k) is not available on the

plant side. As a consequence, the emergency controller cannot solve the reference tracking

problem as done by the networked controller. The only objective of the emergency controller

is to preserve the plant’s safety until an attack-free scenario is recovered. Moreover, to

ensure that the emergency controller can be activated from any admissible state xp(k) ∈ Xc,

its domain Xϵ must contain Xc. Finally, the condition Xe ⊂ Xc is instrumental in ensuring

that when the cyber-attack is ended, the networked controller can be reactivated. Please

refer to Figure. 4.3 for an illustration of the state containment conditions prescribed by

(4.23)-(4.24).

Figure 4.3: Safety state constraint (Xp), networked controller’s DoA (Xc), emergency
controller’s DoA (Xε), and emergency controller RCI terminal region (Xe).

The next proposition defines the set of states N−step safe regardless of any admissible

disturbance realization (4.2) and FDI attack (4.14). Such a condition will be leveraged to

build the emergency controller.
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Definition 4.2. A state xp(k) is said N−step attack safe if, in the worst-case scenario,

the state trajectory starting from xp(k) is confined within Xc, i.e.,

xp(k + i) ∈ Xc, ∀ i = 0, . . . , N − 1 (4.25)

2

Proposition 4.2. Consider the plant evolution (4.15), the state and input constraints

(4.3)-(4.4), the networked controller’s domain of attraction Xc. Then the plant’s state

trajectory evolution is guaranteed to be N−step attack-safe, regardless of any FDI attack

(4.14) and disturbance occurrences (4.2) if the current state vector xp(k) belongs to a set

XN
e satisfying the following condition

 AN−1XN
e ⊆ X̃c

AXN
e ⊆ X̃c

(4.26)

where

X̃c = Xc ⊖

(
N−1∑
j=0

Ai(BU ⊕BdD)

)

Proof: In an attack-free scenario (u(k) ≡ u′(k), x(k) ≡ x′(k), and g′r(k) = gr(k)),

despite any admissible disturbance realization (4.2), the networked controller ensures, by

construction, that all the constraints are satisfied (4.3)-(4.4) and that xp(k) ∈ Xc, ∀ k.

The presence of FDI attacks (4.14) can directly (attacking the control input) and/or

indirectly (attacking the state measurement) change the control inputs received by the

plant, i.e., u′(k) ̸= u(k). Let xp(k) be the current plant state. Then, the i−step ahead

plant evolution (4.15) is described as follows

x̂p(k + i)=Aixp(k) +
i−1∑
j=0

Ai−1−j(Bû′(k + j) +Bdd̂(k + j)) (4.27)

where x̂p(·), û′(·) and d̂(·) are the predicted states, command inputs imposed by the
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attacker and disturbances, respectively. In principle, the attacker can arbitrarily decide

u′(k), however, due to physical actuation constraints (4.3), the control input applied to the

plant is saturated, i.e., u′(k) ∈ U . Therefore, the state xp(k) is safe for N−steps, regardless

of any admissible disturbance realization (4.2) and FDI attack (4.14), if the predicted

system evolution for N−steps remains confined within the networked controller’s DoA

(4.12) for any admissible input imposed by the attacker, i.e.,

∀i ∈ {0, . . . , N − 1}, ∀d̂(k + i) ∈ D, ∀û′(k + i) ∈ U →

x̂p(k + i) ∈ Xc

(4.28)

Therefore, by considering the worst-case scenario and by resorting to the Minkowsky/Pon-

tryagin set-sum, we can rewrite the condition (4.28) as follows

∀ i ∈ {0, . . . , N − 1} → Aixp(k) +
i−1∑
j=0

Ai(BU ⊕BdD) ⊆ Xc (4.29)

By resorting to the Minkowsky set-difference operator, we obtain

∀ i ∈ {0, . . . , N − 1} Aixp(k) ⊆ X̃c (4.30)

where

X̃c = Xc ⊖

(
N−1∑
j=0

Aj(BU ⊕BdD)

)
.

Finally, by exploiting the set inclusion property of the sets AiXN
e , ∀ i [100, Remark 4.1],

the condition (4.30) can be further simplified as follows:

 AN−1XN
e ⊆ X̃c

AXN
e ⊆ X̃c

(4.31)

concluding the proof. 2

Remark 4.6. As long as the computation of XN
e is concerned, please note that we can
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write XN
e as the following set

XN
e =

xp ∈ IRnp :
AN−1xp ⊆ X̃c

Axp ⊆ X̃c

 (4.32)

If the face representation of the polyhedron X̃c is considered

X̃c : T̃cxp ≤ b̃c

with T̃c, and b̃c a matrix and a vector of compatible size, we can re-write (4.32) as

XN
e =

xp ∈ IRnp :
T̃cA

N−1xp ≤ b̃c

T̃cAxp ≤ b̃c

 (4.33)

Then, XN
e is given by the following polyhedral set

XN
e : TN

e xp ≤ bNe (4.34)

where

TN
e =

 T̃cA
N−1

T̃cA

 , bNe =

 b̃c

b̃c


2

Given the N−step attack safe region XN
e , satisfying (4.26), the emergency controller’s

is offline built computing a family or robust of robust one-step controllable set {Tl}Ll=0 [75]

according to the following definition, which is recursively applied until the condition R1,

i.e., Xε ⊇ Xc, is fulfilled:

T0 := XN
e

Tl = {xp ∈ IRnp : ∃u ∈ U s.t. Axp +Bu ∈ T̃l−1}, l ≥ 1
(4.35)
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where T̃l := Tl ⊖BdD.

Given Xε :=
⋃L

l=0 Tl ⊇ Xc, the emergency controller (4.22) actions are online computed

by means of the following receding horizon algorithm [79]:

Emergency Controller (EC) Algorithm - ∀k

Initialization: {T }Ll=0

Input: xp(k)

Output: uε(k)

1: Find the smallest set index l(k) containing xp(k), i.e.,

l(k) := min
1≤l≤L

{l : xp(k) ∈ Tl} (4.36)

2: Solve the following convex optimization problem:

uε(k) = argminu J(xp(k), u) s.t.

Axp(k) +Bu ∈ T̃l(k)−1, u ∈ U
(4.37)

3: k ← k + 1 goto Step 1

where J(xp(k), u) is any convex cost function of interest.

Remark 4.7. Please note that the recursion (4.35) defines a family of L ≥ 1 robust

one-step controllable sets {Tl}Ll=0 that guarantees the existence of an emergency controller

whose DoA is [75]

Xε :=
L⋃
l=0

Tl
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Indeed, for any state xp(k) ∈ Tl, 1 ≤ l ≤ L, there exists (by construction) an admissi-

ble control input capable of robustly steering the one-step evolution within the predeces-

sor of the current set, i.e., xp(k + 1) ∈ Tl−1. Therefore, in at most L steps, any state

xp(k) ∈
⋃L

l=0{Tl}, can be steered in the emergency region XN
e (satisfying the emergency

controller requirement R2). The latter ensures that the convex optimization problem (4.37)

always admits a solution in polynomial time and that emergency controller algorithm en-

joys recursive feasibility. Finally, the cost function J(xp(k), u) can be arbitrarily chosen

and it can be used to penalize any desired convex combination of speed convergence and

control effort. 2

4.5.3 Smart Actuator

The smart actuator must ensure that regardless of the attacker actions (4.14) and detector

(4.21) performance, the safety of the system (see Definition 4.1) is guaranteed. Therefore,

it is responsible of detecting potential plant’s safety violation occurrences and decide to

apply either the command received through the networked (u′(k)) or the one computed

by the emergency controller (uε(k)).

To this end, the actuator exploits the robust one-step reachable set, namely X+(xp, u
′),

to detect any possible safety constraint violation at least one step before their occurrences.

In particular, given the current plant state xp(k) and the received control input u′(k), the

actuator decides the control signal to apply as follows

uSA(k) =

 u′(k) if X+(xp(k), u
′(k)) ⊆ Xc

uε(k) otherwise
(4.38)

Remark 4.8. The concept of N−step attack safe region (Definition 4.2), with N = 1,

i.e.,

X 1
e =

{
xp ∈ IRnp : T̃cAxp ≤ X̃c

}
(4.39)

can be used instead of X+(xp(k), u
′(k)) in (4.38) to detect safety constraint violation [68].
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However, since

X+(xp(k), u
′(k)) ⊆ Xc ⇒ xp(k) ∈ X 1

e

the condition used in (4.38) is less conservative.

Moreover, the smart actuator takes care of possible intermittent FDI attacks aiming to

produce instability by triggering a frequent switch among the two above control laws [101].

To avoid such a possibility, if the emergency controller is used at the time k, it will be

applied for the next successive L−steps to ensure that the N−step safe region XN
e is

reached. Finally, if an attack is detected by the detector (4.21), then the consequent

network disconnection (Assumption 4.3) will trigger the actuator (u′(k) = ∅) to directly

activate the emergency controller.

Remark 4.9. Please note that the used attack detector (4.21) is robust against false posi-

tive (see Remarks 4.3-4.4), Therefore, in the absence of attacks, the emergency controller

will never be triggered.

The following pseudo algorithm summarizes the operations performed by the smart

actuator:

Smart Actuator (SA) Algorithm - ∀k

Initialization: anomaly = 0, counter = 0.

Input: u′(k), uε(k), L

Output: uSA(k)

1: Set check1 = true if (u′(k) ̸= ∅ & u′(k) ∈ U)

2: Set check2 = true if X+(xp(k), u
′(k)) ⊆ Xc

3: Set check3 = true if anomaly == 0

4: if check1 == true&check2 == true&check3 == true then
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5: anomaly = 0

6: uSA(k) = u′(k) ▷ (Networked Controller)

7: else

8: uSA(k) = uε(k) ▷ (Emergency Controller)

9: counter = counter + 1

10: if anomaly = 0 then anomaly = 1

11: else ▷ (Hold uε(k) for L steps)

12: if counter == L then

13: counter == 0, anomaly = 0;

14: end if

15: end if

16: end if

Proposition 4.3. Given the constrained plant model (4.1)-(4.4) and the networked con-

troller domain of attraction Xc, the proposed control architecture (Figure. 4.2) fulfills the

objectives (CH4-O1)-(CH4-O2)

Proof: The proposition can be proved by collecting all the above developments: de-

tector (4.21), emergency controller algorithm (EC), and the smart actuator algorithm

(SA).

(CH4-O1) - The proposed detector (4.21) is able to detect anomalies caused by FDI

attacks in the C-P, P-C and C-C channels. Moreover, since once an attack is detected

then the communication channels between the plant and the controller are interrupted

(Assumption 4.3) then the resulting u′(k) = ∅ received by the smart actuator will trigger

the emergency controller (see Steps 1 and 4 of the SA algorithm) stopping the attacker

actions. Moreover, the actuator checks in steps 1-2 of the SA algorithm ensure that, re-

gardless of the detector performance, any attack is discovered and the emergency controller
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activated at least one-step before the plant could reach the unsafe condition xp(k) /∈ Xc

(see Remark 4.8).

(CH4-O2) - In the absence of cyber-attacks, the networked controller ensures that

plant state trajectory is, by design, confined in Xc and that the constraints (4.3)-(4.4) are

fulfilled. In the presence of attacks, the emergency satisfies, by design, the requirements

R1 in (4.23) and R2 in (4.24) ensuring constraint satisfaction and state trajectory Uniform

ultimate boundedness in the emergency N−step attack safe region XN
e ⊂ Xc. Therefore,

if an attack-free scenario is recovered, and L steps are elapsed from the activation of the

emergency controller (step 13 of the SA algorithm), then the networked tracking controller

can be re-activated. 2

4.6 Simulation Example

In this section, the industrial Continuous-Stirred Tank Reactor (CSTR) system, described

in section 3.3.9, is considered, see Figure. 3.12.

The CSTR linearized dynamics are described by (3.46). Moreover, the plant bounded

disturbance set is D = {d : [−0.01,−0.8]T ≤ d ≤ [0.01, 0.8]T}, and the following state and

input constraints are prescribed:

U = {[TC , CAi]
T ∈ IR2 : −2≤TC≤2, −10≤ CAi≤10}

Xp = {[CA, T ]
T ∈ IR2 : −10 ≤ CA ≤ 10, −30 ≤ T ≤ 30}

(4.40)

The networked CG tracking controller has been implemented using, as primal controller,

an LQI controller, and with the CG configuration k0 = 280 and δ = 10−5. The resulting

networked controller has a domain of attraction Xc ⊂ Xp shown in Figure. 4.9 (dashed-line

polyhedron).

The emergency controller has been designed as follows. First, the state space region

N = 9−step safe, i.e., X 9
e , has been computed as in (4.33) (green region in Figure. 4.9).
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Then, the emergency controller is offline built using the recursion (4.35) under the con-

ditions (4.23)-(4.24). Specifically, L = 17 robust one-step controllable sets, {Tl}17l=1 have

been computed (black solid-line polyhedral regions in Figure. 4.9).

In what follows two attack scenarios are simulated to better explain the operations of

the proposed control strategy:

� A FDI attack on the setpoint signal gr(k) transmitted by the command center (attack

on the C-C channel)

� An undetectable covert attack [26] on the control signal u(k) and plant measurements

xp(k) (attack on the C-P and P-C channels)

FDI attack on the Setpoint Signal: In this experiment, the reference signal r(k) is

r(k) =


[0, 0]T 0 ≤ k ≤ 69

[−0.4, 10]T 70 ≤ k ≤ 209

[1, 17]T k ≥ 210

(4.41)

Moreover, the attacker for 150 ≤ k ≤ 240 replaces the legitimate reference signal gr(k)

with a desired constant vector, i.e.,

g′r(k) =


[−1,−17]T 150 ≤ k ≤ 240

gr(k) otherwise

(4.42)

The simulation results pertaining to this case are shown in Figures. 4.4-4.5. First in

Figure. 4.4, it is possible to appreciate that such attack is instantaneously detected by

the detector (4.21). Indeed, at k = 150 the reference signal received by the CG is not an

admissible, i.e., [g′r
T (150), xT (150)]T /∈ Z. In particular, the output of the CG, g(150) =

[−0.49;−2.73]T , is different from g′r(150) = [−1,−17]T triggering the detection rule Rule−

2(k, i) (see Figure. 4.5). Moreover, the networked controller disconnects the C-P channel
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(assumption 4.3), i.e., u′(k) = ∅, triggering the Smart Actuator to activate the Emergency

Controller (see Steps 1 and 7 of the SA-algorithm). As a consequence, the state trajectory

is steered towards the 9−step attack safe region X 9
e without any constraint violation

(Figures. 4.6 and 4.5 ) and confined in it until the attack is terminated. At k = 241 the

C-P channel is re-established, the Smart Actuator re-activates the networked controller,

and the plant start tracking-back the current reference signal (Figure. 4.5).
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Figure 4.4: Detector Output in the presence of the FDI attack on the setpoint signal.
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Figure 4.5: Plant’s states evolution in the presence of the FDI attack on the setpoint
signal.
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Figure 4.6: Control signals in the presence of the FDI attack on the setpoint signal.

Undetectable covert attack: In this experiment, the reference signal r(k) is

r(k) =


[0, 0]T 0 ≤ k ≤ 69

[−3, 5]T 70 ≤ k ≤ 209

[1, 17]T k ≥ 210

(4.43)

while the attacker performs an undetectable covert attack on the C-P and P-C channels.

This simulation aims to show that even in the presence of stealthy attacks, the proposed

control architecture still ensures the plant’s safety. The covert attack aims to bring the

state trajectory in the unsafe configuration xp = [11, 25]T /∈ Xp while avoiding detection.

To this end, the following FDIs on the actuation and measurement channels is performed

u′(k) =


u(k) + ua(k) 150 ≤ k ≤ 240

u(k) otherwise

. (4.44)

x′
p(k) =


xa
p(k) 150 ≤ k ≤ 240

xp(k) otherwise

. (4.45)
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with

ua(k) = sat

−K
x(k)−

11
25


+

−1.4591
9.4475


− u(k) (4.46)

and where sat(·) is a function that saturates the control input vector inside the constraints

U ,

K =

−4.89 0.45

0.86 1.96

 (4.47)

the stabilizing control gain used by the attacker, and

xa
p(k) = Ak−1xp(150) +

k−1∑
j=0

(AjBu(k − 1− j)). (4.48)

Remark 4.10. Please note the attack on the measurement channel replaces the actual

output to hide the attack on the actuation channel, see [9] for further details about the

considered covert attack.

The results pertaining this simulation are collected in Figures 4.7-4.9. First, it is

important to remark that the designed covert attack cannot be detected by the proposed

detector (4.21). Therefore, for 150 ≤ k < 210 sec the attacker is able to steer the state

trajectory away from the desired reference signal (see Figures. 4.7 and 4.9 (blue solid-

line)). Nevertheless, at k = 210, on the plant side, the Smart Actuator detects a potential

safety risk for the plant, i.e., the one-step evolution of the system can exit the controller

domain Xc, i.e., X+(xp(210), u
′(210)) /∈ Xc and it activates the emergency controller (see

Step 2 and 7 of the SA-algorithm, and Figure. 4.9 (red solid-line)) avoiding any constraint

violation (Figures 4.7-4.8). At k = 210, xp(210) ∈ T16, the EC algorithm is started and

the state trajectory reaches X 9
e at k = 226. Moreover, according to the SA-algorithm,

at k = 227 (after that L = 17 steps from the activation of the emergency controller are

elapsed), the SA re-activate the networked controller. However, since the attack is still

ongoing, the state trajectory starts moving away from the terminal region until at k = 240
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when the attack ends. Finally, for k > 240 the networked controller is capable of recovering

the normal tracking operations.
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Figure 4.7: Plant’s states evolution under the covert attack.
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Figure 4.8: Control signals in the presence of the covert attack.
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Figure 4.9: Networked controller domain Xc, attack safe region X 9
e , and state trajectory

under the covert attack.

4.7 Conclusion

In this chapter, a novel networked control architecture has been proposed to ensure plant

safety against a variety of cyber-attacks that can affect the communication channels in

cyber-physical systems. This has been achieved by properly combining two main ingre-

dients: (i) a detector module, local to the networked controller, capable of discovering

the presence of a variety of FDI attacks on the control input, sensor measurement, and

setpoint signals, (ii) a smart actuator module, local to the plant, capable of activating an

ad-hoc designed emergency controller at least one-step before any plant safety constraint

could be violated. By resorting to set-theoretic arguments, it is formally proved that plant

safety is ensured regardless of the attacker’s actions and detector performance. Simulation

results obtained considering an industrial Continuous-Stirred Tank Reactor (CSTR) have

been shown to testify the proposed approach effectiveness and validate the theoretical

claims of the chapter.
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Chapter 5

Reference tracking for cyber-physical

systems under network attacks

5.1 Introduction

In this chapter, the safety and reference tracking control problems for Cyber-Physical

Systems (CPSs) equipped with authenticated communication channels are addressed. In

this class of CPSs, network attacks can break the feedback loop at two different points

for an arbitrarily long period. In this scenario, we design a novel control architecture

that, by taking a worst-case approach, aims to preserve the safety of the systems while

minimizing, whenever possible, the tracking performance degradation. On the plant side,

a local safety controller is designed to take care of attacks on the actuation channel. In

particular, given a finite number of pre-determined admissible safe equilibrium points, this

unit exploits a Voronoi partition of the state space and a family of dual-model set-theoretic

model predictive controllers to safely confine, in a finite number of steps, the system into

the closest robust control invariant region. On the other hand, on the controller side, the

reference tracking controller operations are enhanced with an add-on module in charge of

dealing with attack occurrences on the measurement channel. Specifically, by leveraging

the Voronoi partition used on the plant’s side and reachability arguments, the objective
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of this unit is to reduce the performance loss by allowing a supervised system evolution

until the best outcome in terms of tracking is achieved. The obtained theoretical results

are proved and the solution’s effectiveness is shown through a simulation example.

5.1.1 Contribution of the work

To the best of the our knowledge, no existing approaches look at the reference tracking

problem for constrained systems under arbitrary attacks on both the actuation and mea-

surement channels. Therefore, this chapter represents a first step towards addressing such

an issue, and the peculiar capability of the proposed control framework can be summarized

as follows: (i) the safety of the plant and post-attack recovery are guaranteed regardless of

the attack actions and duration; (ii) the proposed solution is robust against the unknown

but bounded process and measurement disturbances; (iii) under attacks, the proposed

solution minimizes, whenever possible (according to a worst-case reachability analysis),

the tracking performance degradation; (iv) the proposed solution consists of two add-on

modules that can be added to existing networked infrastructure (i.e., there is no need to

re-design the tracking controller to deal with the presence of attacks).

5.2 Networked Control System Setup

In this section, first, some preliminary definitions are provided, then, the considered net-

worked control system setup is described.

Definition 5.1. Given a point p ∈ IRs and a set S ⊂ IRs, the maximum distance between

p and S is defined as

dsup(S, p) ≜ sup{∥p− s∥2 : s ∈ S}.
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5.2.1 Constrained Plant Model

We consider the class of discrete-time Linear Time-Invariant (LTI) systems subject to

unknown but bounded process disturbances

x(k + 1) = Ax(k) +Bu(k) +Bdd(k) (5.1)

where k ∈ ZZ+ = {0, 1, . . .} is the discrete-time instant, x(k) ∈ IRn the state vector, u(k) ∈

IRm the control input vector, d(k) ∈ IRnd a uniformly distributed process disturbance

belonging to the compact set D ⊂ IRnd containing the origin

d(k) ∈ D, 0nd
∈ D, (5.2)

and A, B, Bd are the system matrices of appropriate dimensions. Moreover, the states

and control inputs are constrained in compact subsets X ⊂ IRn and U ⊂ IRm, respectively,

where

x(k) ∈ X , 0n ∈ X , u(k) ∈ U , 0m ∈ U (5.3)

Definition 5.2. Consider the plant model (5.1) under (5.2)-(5.3), and a set Ti ⊂ X . The

set of states Ti+1 ⊂ X Robust One-Step Controllable (ROSC) to Ti is defined as [75]

Ti+1 = {x∈X , ∃u ∈ U :Ax+Bu+Bdd ∈ Ti, ∀d ∈ D} (5.4)

We assume that the state vector can be either measured or estimated with a uniformly

distributed and bounded measurement error m(k) ∈M ⊂ IRn, whereM is a compact set

containing the origin, i.e.,

y(k) = x(k) +m(k), m(k) ∈M, 0n ∈M (5.5)

with y(k) ∈ IRn the measured vector. Given (5.1) and (5.5), it is possible to express the
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uncertain one-step output evolution of the system as

y(k + 1) = Ay(k) +Bu(k) +Bdd(k)− Am(k) +m(k + 1) (5.6)

and define the set of safe outputs, namely Y ⊂ IRn, as Y = X ⊖ (−M). Please note that

if y(k) ∈ Y → x(k) = y(k)−m(k) ∈ (X ⊖ (−M))⊕ (−M) ⊆ X ,∀m(k) ∈M.

5.2.2 Networked Tracking Controller

The plant is required to track a reference signal r(k) ∈ IRnr , 1 ≤ nr ≤ n. In particular,

by defining yr(k) = Cx(k), yr(k) ∈ IRnr , C ∈ IRnr×n as the vector required to track r(k),

we assume that a networked stabilizing tracking controller is available and its actions are

generically modeled as

u(k) := Φ(zc, y
r(k), r(k)) (5.7)

with zc ∈ IRnc the state vector of the controller, and Φ(·, ·, ·) the control logic. The output

subspace

Yc ⊆ Y (5.8)

from which the controller solves the reference tracking problem while avoiding constraints

(5.3) violation is hereafter denoted as the Tracking Domain of Attraction (T-DoA). In

what follows, ȳr(k1) ∈ IRn denotes the equilibrium output for the disturbance-free model

of (5.6) for r(k) = r(k1) ∀ k ≥ k1.

5.2.3 Communication Channels, Cyber-Attacks, Safety

The communication channels between the plant and the controller are authenticated, i.e., a

Message Authentication Code (MAC) [102] is used to authenticate every data packet sent

over the network. Such a security mechanism allows the controller (or plant) to verify the

authenticity and integrity of the received sensor measurements (or control actions), hence
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allowing instantaneous detection of network attacks. Moreover, if an attack is present on

a channel, then the received packets are considered unreliable and dropped.

We assume that cyber-attacks on the actuation and measurement channels can start

at asynchronous times and have an arbitrarily long duration.

Remark 5.1. The authors are aware that there is relevant literature that focuses on the

attack detection problem using control-theoretical tools [10,103]. Traditionally, such mech-

anisms are used when authenticated channels are not possible/supported or as a second

security layer. Moreover, such solutions might not guarantee instantaneous attack detec-

tion [34]. Nevertheless, in the last years, in the cyber and network security communities,

different lightweight encrypted and authenticated communications schemes have been de-

signed to be computationally low-demanding, so being affordable in different CPS applica-

tions. To this end, particularly interesting is the set of benchmarks provided by the wolfSSL

library1, showing how different encryption schemes (see e.g., AES Galois/Counter Mode

(GCM) [104]) perform on different hardware; As an example, in [105, Table 1], it has

been shown that for a typical quadruple-tank control system benchmark, the time required

by the AES-GCM authenticated encryption scheme (when implemented on a standard Intel

computed) is in the order of microseconds. Therefore, it is expected that encrypted com-

munications and MAC to be widely available security features for the future generations of

CPSs. The latter is also supported by the fact that encrypted control schemes are receiving

increasing attention by the control community, see, e.g., the recent contributions [106–109]

and references therein. As a consequence, the rest of the paper is developed by considering

a setup where MAC is available. Nevertheless, for the sake of completeness, in the sec-

tion 5.4.3, it is shown how the proposed solution can be adapted to a case where MAC is

not available, and the attack detection mechanism introduces a detection delay.

1https://www.wolfssl.com/docs/benchmarks/
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5.3 Problem Formulation

In the considered networked architecture, we assume that only the networked controller is

aware of the reference. Therefore, since r(k) is unknown on the plant side, it is acceptable

to experience performance degradation during cyber-attacks as long as the plant’s safety

and recovery (after the attack) are guaranteed. However, it is also desirable to design the

control architecture to minimize cyber-attacks’ impact on the system performance (i.e.,

minimizing the tracking performance degradation). More formally, the problem of interest

can be stated as follows:

Given the plant model (5.1)-(5.5), the networked tracking controller (5.7) and its T-

DoA (5.8), design a control architecture capable of (i) guaranteeing the plant’s safety under

cyber-attacks of arbitrary duration while (ii) reducing the tracking performance degradation

and ensuring recovery.

5.4 Proposed Solution

To motivate the proposed solution, first the three admissible attack scenarios are analyzed:

� S1: The cyber-attack affects only the actuation channel. Therefore u(k) is invalid,

while y(k) is valid;

� S2: The cyber-attack affects only the measurement channel. Therefore y(k) is in-

valid, while u(k) is valid;

� S3: A cyber-attack affects both communication channels (synchronously or asyn-

chronously). Therefore, both y(k) and u(k) are invalid starting from possible differ-

ent time instants.

A possible safety preserving control solution for the above attack scenarios could be ob-

tained by adopting the approach in [67], where a control architecture is designed consider-

ing the worst-case scenario, i.e., S3. Therefore, as soon as an attack is detected (in either
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channel), the communications are all interrupted, thus neglecting the consequences on the

current reference tracking task. Such a solution, although effective to ensure the safety

in S1 − S3, results to be over-conservative. In the proposed solution, we argue that lower

tracking performance degradation can be obtained if ad-hoc actions are taken to explicitly

deal with attacks on the actuation and measurement channels. To this end, we enhance

the networked control scheme in Figure. 5.1 with two add-on modules:

� A safety controller, local to the plant, in charge of guaranteeing the plant safety

when u(k) is invalid.

� A tracking supervisor, local to the tracking controller, responsible for minimizing the

tracking performance loss while ensuring safety when y(k) is invalid.

In the proposed solution, we consider a setup where the existing tracking controller

(5.7) cannot be re-designed and that a preview of the future reference signal is not available.

Plant

Attacker

Safety Controller

M
e

a
su

re
m

e
n

t C
h

a
n

n
e

l

A
ct

u
a

ti
o

n
 C

h
a

n
n

e
l

Tracking Supervisor

Networked Controller

Figure 5.1: Proposed Control Architecture

5.4.1 Safety Controller (SC)

Since the Safety Controller (SC) does not have access to the reference signal r(k), its

objective is to preserve the plant safety (during the attack), and to guarantee perfor-

mance recovery (when the attack is terminated). The latter translates into the following
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requirements. Let

usc(k) = ηsc(y(k)), ηsc : Ysc ⊂ IRn → Usc ⊆ IRm (5.9)

be the SC controller’s logic with domain of attraction (DoA) Ysc. Then η(·, ·) must be

designed such that:

Yc = Ysc, Ysc is RCI, Usc ⊆ U (5.10)

where Yc = Ysc (see Figure. 5.2) ensures that SC can replace the tracking controller from

any admissible initial condition y(k) ∈ Ysc. Moreover, the conditions “Ysc is RCI” and

“Usc ⊆ U” guarantee that the controller complies with the constraints (5.3) and that the

performance recovery is ensured, i.e., the tracking controller can be enabled at any time

without constraints violations.

Figure 5.2: Safety controller’s domain of attraction

To design such a controller we first consider a set of L ≥ 1 predefined equilibrium pairs

(xl
e, u

l
e), l ∈ L := {1, . . . , L} for the output disturbance-free model of (5.6). Moreover, a

pair (yle, u
l
e) is considered admissible/safe only if there exists a feedback controller with

gain K ∈ IRm×n,

ul(k) = Kl(y(k)− yle) + ul
e (5.11)

such that the associated minimal RCI set [81] for (5.6), namely T l
0 ∈ IRn, is contained in

the T-DoA, i.e., T l
0 ⊆ Yc.
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Note that the L controllers (5.11) and associated RCI sets T l
0 , l ∈ L do not guarantee

that the requirements (5.10) are fulfilled, i.e., it might exist y ∈ Yc such that y /∈
⋃L

l=1 T l
0 .

Therefore, to ensure compliance with (5.10), the following strategy is adopted.

A Voronoi partition of Yc is created (see Figure. 5.3 as an example of partition) con-

sidering as generators (Voronoi seeds) the equilibrium points {yle}Ll=1. Therefore, a family

of polyhedral regions {Vl}Ll=1 enjoying the following properties is obtained:

Vl = {y ∈ Yc : ∥y − yle∥2 ≤ ∥y − yje∥2,∀j ̸= l, j ∈ L} (5.12)

L⋃
l=1

Vl = Yc. (5.13)
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Figure 5.3: Voronoi partition for five equilibrium points

Then, by resorting to a dual-mode set-theoretic MPC paradigm [79], we enlarge the

DoA of each l − th controller (5.11) (i.e., T l
0 ) to cover the associated Voronoi partition

Vl (see Figure. 5.4 as an example). To this end, a family of robustly controllable sets

is recursively built by adapting the definition of ROSC sets (5.4) to the one-step output
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evolution model (5.6) under (5.2)-(5.5):

T l
i = {y∈Vl :∃u∈ U :Ay+Bu+Bdd−Am1+m2∈T l

i−1,

∀d ∈ D, m1,m2 ∈M}

= {y∈Vl :∃u∈ U :Ay+Bu ∈ T̃ l
i−1}

(5.14)

with T̃ l
i = T l

i ⊖ (BdD ⊕ (−AM)⊕M). In particular, families {T l
i }

Nl
i=1, l ∈ L of Nl ≥ 0 of

ROSC sets are built, with Nl satisfying the termination condition

Nl⋃
i=1

{T l
i } = Vl, ∀ l = 1, . . . , L (5.15)
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Figure 5.4: Family of robust one-step controllable sets covering a Voronoi partition

As a consequence, for definition of controllable sets, there exists a control law ηsc

fulfilling the requirements (5.10). In particular, the safety control law usc(k) = ηsc(y(k))

can be obtained as follows:

� Given y(k), find l̄ ∈ L such that y(k) ∈ Vl̄
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� Determine the ROSC set containing y(k) as

ī := min
0≤i≤Nl

i : y(k) ∈ T l̄
i (5.16)

� If ī == 0, then usc(k) = ul̄(k) as prescribed by (5.11)

� Else find usc(k) solving the optimization problem

usc(k) = argmin
u
∥Ay(k) +Bu− y l̄e∥22 s.t.

Ay(k) +Bu ∈ T̃ l̄
ī−1, u ∈ U

(5.17)

Remark 5.2. Please note that the above algorithm, by constructions, enjoys recursive fea-

sibility of (5.17), see [79]. Moreover, most of the required computations (Voronoi partition

{Vl}Ll=1 RCI sets {T l
0 }Ll=1, families of ROSC sets {T l

i }
Nl
i=1, l = 1, . . . , L) can be carried into

the offline phase, leaving online only the solution of a simple quadratic programming (QP)

problem. 2

Proposition 5.1. Consider the family of equilibrium pairs {(xl
e, u

l
e)}Ll=1, the Voronoi parti-

tion {Vl}Ll=1, the RCI sets {T l
0 }Ll=1, and the families of ROSC sets {T l

i }
Nl
i=1, l ∈ L computed

according to (5.14)-(5.15). Then, if at k = k′, a persistent cyber-attack starts on the actu-

ation channel and y(k′) ∈ Vl, 1 ≤ l ≤ L, then the safety controller ensures that safety and

recovery are guaranteed (see Definition 2.2 of chapter 2), and that for k ≥ k′+Nl the track-

ing error e(k) = Cx(k)−r(k) is such that e(k) ≤ dsup(C(T l
0⊕(−M)), r(k)), ∀ k ≥ k′+Nl.

Proof. Since
⋃L

l=1 Vl = Yc, and
⋃Nl

i=1 T l
i = Vl, ∀ l ∈ L, then ∀ y ∈ Yc,∃ l ∈ L and i ∈

{0, . . . , Nl} such that y ∈ T l
i . As a consequence, the SC can be activated starting from

any initial output condition. Moreover, by construction, if y(k′) ∈ Vl, then the SC will

use the ROSC family {T l
i }

Nl
i=1 to determine admissible control actions usc(k) ∈ U as in

(5.17) and ensure (given its recursive feasibility) that at each iteration, y(k) moves in the

successor of the current controllable set, until y(k′+Nl) ∈ T l
0 . Therefore, y(k) never leaves
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the T-DoA domain Yc ⊆ Y , allowing the networked controller to be safely re-enable at

any time.

Moreover, if y(k) ∈ T l
i is ROSC to T l

i−1, then, by considering the worst-case realization

of the measurement noisem(k) ∈M, the corespondent state x(k) is ROSC to T l
i−1⊕(−M)

and x(k′ +Nl) ∈ T l
0 ⊕ (−M). Therefore, for k ≥ k′ +Nl, the system state is confined into

the RPI region T l
0 ⊕ (−M) and yr(k) = Cx(k) is confined into the set C(T l

0 ⊕ (−M)). As

a consequence, the maximum tracking error is equal to the maximum distance between

the reference r(k) and the RCI region confining yr(k), i.e., C(T l
0 ⊕ (−M)), concluding the

proof (see Figure. 5.5 as an example).
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Figure 5.5: Maximum tracking error when the SC is activated

5.4.2 Tracking Supervisor

If a cyber-attack on the measurement channel starts at k′, then y(k′ + k) is invalid for

0 ≤ k ≤ ka, with ka > 0 the unknown attack duration. By exploiting the safety controller’s

capabilities, a simple option for the tracking supervisor would be to intentionally corrupt

the integrity of the control signal u(k′), hence triggering the activation of the SC. Such a

solution is effective in preserving the safety of the system and ensure recovery for k > ka

(see Proposition 5.1). However, such an approach might not lead to the best outcome in
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terms of tracking performance. For example, in Figure. 5.6, the above solution will force

the plant to track the equilibrium output y2e while perhaps other equilibrium points might

be closer to the desired reference.
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Figure 5.6: Output trajectory if the tracking supervisor intentionally corrupts the integrity
of the control signal to activate the SC

The idea here pursued is that although y(k′+k) is invalid for 0 ≤ k ≤ ka, its value can

be estimated from y(k′ − 1) (last valid measurement vector) by resorting to a worst-case

approach. Such estimation can then be leveraged to allow, in a supervised fashion, the

tracking controller to keep operating if there are the premises to achieve a better reference

tracking (i.e., reaching a Voronoi partition closer to the current reference). Such an idea

is here translated as follows.

First, we offline approximately quantify the tracking performance degradation associ-

ated with the safety controller actions. To this end, the following tracking index I(i, j) is

computed:

I(li, lj) = αI1(li, lj) + βI2(li, lj), ∀ (li, lj), li, lj ∈ L (5.18)

where α ≥ 0 and β ≥ 0 are two weighting factors (design parameters), and

� I1(li, lj) = dsup(C(T li
0 ⊕ (−M), Cx

lj
e ). Such index quantifies the maximum tracking

error if y(k + k′) ∈ T li
0 ⊆ Vli and r(k) belongs to Vlj .
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� I2(li, lj) = min
0≤p≤Nlj

p : T li
0 ⊆

p⋃
s=0

{T lj
s }, with {T

lj
s }

Nlj

s=0 a set of Nlj ≥ 0 ROSC set built

as

T lj
s = {y∈Yc :∃u∈ U :Ay+Bu ∈ T̃ lj

s−1}; s ≥ 1 (5.19)

with starting RCI set T lj
0 = Vj and terminal condition T li

0 ⊆
⋃Nlj

s=0{T
lj
s },∀ T li

0 . Such

index quantifies the worst-case number of steps required for y(k+ k′) ∈ T li
0 ⊆ Vli to

enter the Voronoi partition Vlj containing ȳr(k′+k).

Remark 5.3. In simpler terms, by assuming a constant reference signal during the at-

tack phase, I1(li, lj) approximates the steady-state tracking error ∥yr(k)− r(k)∥ committed

activating the safety controller during the attack (see Proposition 5.1), while I2(li, lj) ap-

proximates the time required to recover the reference tracking problem when the attack is

terminated (see Figure. 5.7 as an example). 2
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(a) I1(li, l4); i = 1, 2, 3, 5
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Figure 5.7: Graphical illustration of the meaning of I1(li, lj) and I2(li, lj) for a five region
partition where lj = 4 and li = 1, . . . , 4

Let us denote with Vly and Vlr the Voronoi sets containing y(k′ − 1) and ȳr(k′−1),

respectively. Then, it is possible to sort all the pairs (li, lr), ∀ li ∈ L in an ascending order
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according to the tracking index I(li, lr), i.e,

I(lr) = [I(l1, lr), . . . , I(ly, lr) . . . , I(lL, lr)],

lj ∈ L, ∀ j, I(l1, lr) ≤ . . . ,≤ I(ly, lr) ≤ . . . , I(lL, lr)

Therefore, if I(ly, lr) = I(l1, lr) then, the lowest tracking performance loss is obtained by

forcing y(k′ + k) to remain in Vly . On the other hand, if I(ly, lr) ̸= I(l1, lr), then better

tracking performance are obtained if y(k′ + k), k ≥ 0 can be steered into a pair (lj, lr)

such that I(lj, lr) < I(ly, lr).

While the first scenario (I(ly, lr) = I(l1, lr)) admits a simple solution, i.e., the invali-

dation of the integrity of u(k′) and the consequent activation of the emergency controller,

the second one (I(ly, lr) ̸= I(l1, lr)) is not trivial because:

� The measurement signal y(k′ + k) is invalid for k ≥ 0

� An attack on the actuation channel could invalidated u(k′+ k) at any unpredictable

time instant k′ + k, k ≥ 0

The first drawback implies that only a robust uncertain prediction of y(k′ + k) can be

obtained from y(k′ − 1) for k > 0, while the second implies that to achieve the best

tracking outcome it is not possible to rely on an optimization algorithm over a prediction

horizon. As a consequence, here we resort to a worst-case approach where, given the

uncertain predictions of y(k′ + k), the use or invalidation of the tracking controller action

u(k′ + k) is decided given the chances (probability) that the robust one-step evolution

produces a better tracking outcome.

Uncertain predictions: given y(k′ − 1), the output evolution of the system can be

written (for linearity) as

y(k′ + k) = ŷ(k′ + k) + ỹ(k′ + k), k ≥ 0 (5.20)
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with

ŷ(k′ + k) = Ak+1y(k′ − 1) +
k∑

j=0

(
AjBu(k′ + k − 1− j)

)
(5.21)

ỹ(k′ + k) =
k∑

j=0

(
AjBdd(k

′ + k − 1− j)
)
− Ak+1m(k′ − 1) +m(k′ + k) (5.22)

and where ŷ(k′+k) denotes the predictable output evolution due to y and u, while ỹ(k′+k)

represents the evolution due to d and m. Therefore, we have that

y(k′ + k) ∈ ŷ(k′ + k)⊕N (k′ + k), N (k′ + k)=
k∑

j=0

(
AjBdD

)
⊕ (−Ak+1M)⊕M (5.23)

where N (k′ + k) defines an the uncertainty set about the estimated output at k′ + k.

Tracking performance evaluation: Given the disturbance-free prediction ŷ(k′+ k), and

r(k′ + k), the tracking controller (5.7) computes the control input u(k′ + k). Such com-

mand is then evaluated in terms of associated tracking performance. Please note that

the uncertainty N (k′ + k) does not allow us to evaluate, in a deterministic (single vector)

manner, the tracking index I(li, lj). Therefore, a modified weighted index J(k′ + k + 1)

will be here used. In particular, two information are computed:

Lw(k′ + k + 1) := {l ∈ L : I(l, lr(k′+k)) > I(ly(k′+k+1), lr(k′+k)), (5.24)

(ŷ(k′ + k + 1)⊕N (k′ + k + 1)) ∩ Vl ̸= ∅}

and

J(k′ + k + 1)=
∑

lj∈L\Lw(k+1)

vol ((ŷ(k′ + k + 1)⊕N (k′ + k + 1)) ∩ Vj)
vol (N (k′ + k + 1))

I(lj, lr(k′+k)) (5.25)

with vol(·) a function computing the volume. Please note that Lw(k′ + k + 1) defines

the set of Voronoi regions, with a tracking performance index I higher (worse) than the

current one, intersected by the robust one-step prediction (see Figure. 5.8 as an example).
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Moreover, J(k′ + k + 1) defines a weighted sum of the tracking index according to the

volume overlap between the uncertain prediction set and the Voronoi regions.
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Figure 5.8: Voronoi partitions and tracking performance index w.r.t. the current reference
signal rk. Gray regions are the ones with a worse tracking index w.r.t to V4 (i.e., the region
containing yk).

Proposition 5.2. Consider the current reference signal r(k+ k′), the predicted uncertain

measurement y(k′+k) in (5.23), the set Lw(k′+k+1) in (5.24) and the cost J(k′+k+1) in

(5.25). If (ŷ(k′+k)⊕N (k′+k)) ⊆ Yc and Lw(k′+k+1) = ∅, then u(k′+k) ensures that,

in the worst-case scenario, the tracking performance is not worse (according to (5.18))

than the one obtained using usc(k′ + k) (e.g., activating SC). Moreover, if, in addition,

J(k′ + k + 1) < J(k′ + k), then u(k′ + k) increases the chances that y(k′ + k + 1) will

be inside a Voronoi region with better tracking performance (according to (5.18)) than the

current one.

Proof. If Lw(k′+ k+1) ̸= ∅, then there is a possibility that the one-step output evolution

will be in a Voronoi region with tracking index I higher (worse) than the current one, i.e.,

there exist an admissible disturbance realization d ∈ D, m ∈M, y(k′ + k+1) ∈ Vl with l

such that I(l, lr(k′+k)) ≥ I(ly(k′+k+1), lr(k′+k)).Moreover, if (ŷ(k′+k+1)⊕N (k′+k+1)) ̸⊆ Yc,

then, there exist an admissible disturbance realization d ∈ D, m ∈ M such that the one-

step evolution goes outside of the T-DoA domain Yc. As a consequence, the tracking
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performance degradation in the worst-case scenario are lower if y(k′+k+1) is confined in

Vly(k′+k)
, i.e., if the safety controller (5.9) is activated. On the other hand, if Lw(k′+k+1) =

∅, (ŷ(k′ + k + 1)⊕N (k′ + k + 1)) ⊆ Yc, and J(k′ + k + 1) < J(k′ + k), then by applying

u(k′ + k) there is no possible that y(k′ + k + 1) will be a region Vl with a worse tracking

outcome or go outside of the T-DoA. Moreover, since J(k′ + k + 1) computes a weighted

sum of the tracking cost I(lj, lr(k′+k)) by means of the volume percentage of the uncertain

output set (ŷ(k′+k+1)⊕N (k′+k+1)) intersecting the Voronoi cell Vj, we can conclude

that if J(k′ + k + 1) < J(k′ + k) then by applying u(k′ + k), we have, in the worst-case

scenario, higher probabilities of achieving an improved tracking performance (5.18).

Given the results in Proposition 5.2, under a cyber-attack on the measurement channel

starting at k′, the tracking supervisor logic can be summarized as follows:

1. The predicted output ŷ(k′ + k) is obtained as in (5.21) and used by the tracking

controller (5.7) to obtain u(k′ + k);

2. If (ŷ(k′+k+1)⊕N (k′+k+1)) ̸⊆ Yc, or ( L(k′+k+1)w ̸= ∅) or (L(k′+k+1)w = ∅ and

J(k′+k+1) > J(k′+k)) then the integrity of u(k′+k) is intentionally compromised

and the safety controller (5.9) activated;

3. Else u(k′ + k) is sent over the actuation channel.

5.4.3 Implementation is the absence of MAC

Although outside of the scope of this technical note, in this subsection, we discuss (for

the sake of completeness) how it is possible to adapt the proposed solution to the case

where MAC is not available, and a control-theoretical anomaly detector module [34] is used

to detect the presence of attacks. For the following, we generically model the detection

mechanisms as capable of providing attack detection with a bounded delay 0 ≤ τ̄ < ∞.

Please note that if the detection mechanism is such that τ̄ = 0, then its attack detection

capability is equivalent to using MAC.
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If τ̄ > 0, then the proposed safety controller and tracking supervisor actions must be

properly modified to ensure their correct operations and the safety of the system:

Safety Controller. This module is responsible for the plant’s safety. Therefore, it must

be equipped with a local attack detector capable of revealing an attack before the state

trajectory leaves the T-DoA Yc. To this end, a robust safety risk detection rule can be

obtained exploiting the concept of robust one-step reachable set. In particular, when u(k)

is received, then the following rule can be used to decide if to trust u(k) or to activate the

SC.

if Y+ ⊆ Yc then apply u(k) else activate SC (5.26)

with Y+ := Ay(k) +Bu(k)⊕BdD ⊕ (−A)M⊕M.

Tracking Supervisor. This module is in charge of supervising the worst-case open-loop

evolution of the plant starting from the last valid measurement. If τ̄ > 0, then the last

trusted measurement is y(k′ − 1 − τ̄). Therefore, to minimize the cost index (5.25), the

trajectory predictions (5.21)-(5.22) must be replaced with the followings:

ŷ(k′ + k)=Ak+1+τ̄y(k′ − 1− τ̄) +
k+τ̄∑
j=0

(
AjBu(k′ + k − 1− j)

)
(5.27)

ỹ(k′ + k)=
k+τ̄∑
j=0

(
AjBdd(k

′ + k − 1− j)
)
+ Ak+1+τ̄m(k

′ − 1− τ̄) +m(k′ + k) (5.28)

and the uncertainty associated with the predictions is

Nτ (k
′ + k) =

k+τ̄∑
j=0

(
AjBdD

)
⊕ (−Ak+1+τ̄M)⊕M > N (k′ + k) (5.29)

Please note that the uncertainty Nτ (k
′ + k) increases with the delay τ̄ . Consequently, the

conservativeness of the tracking supervisor actions increases with τ̄ .
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5.5 Simulation Example

In this section, we consider as testbed for the proposed approach the Two-Tank water

system used in [110]. The states of the system are given by the water’s levels in the two

tanks i.e., x = [h1, h2]
T , and the control input vector u = [up, ul, uu]

T consists of the pump

(up) and valves (ul, and uu) signals. The nonlinear continuous-time dynamics have been

linearized around the equilibrium pair xeq = [0.5, 0.5]T , and ueq = [0.938, 1, 0.833]T and

discretized with a sampling time Ts = 1sec. The obtained model (5.1) has the following

matrices

A=

0.993 0.003

0.007 0.982

, B=

0.008 −0.003 −0.003
0 0.003 0.003


Bp = I2, C = I2

(5.30)

The process and measurement disturbance sets are M = D = {d ∈ IR2 : |d(j)| ≤

0.001, j = 1, 2}, while the state and input constraints are −0.5 ≤ up ≤ 1.5, −0.25 ≤

ul ≤ 1.75, −0.8 ≤ uu ≤ 1.2, 0.02 ≤ h1, h2 ≤ 0.8. The tracking controller (5.7) is a

Command Governor (CG) [46] and its T-DoA Yc is shown in Figure. 5.9. The safety

controller is configured with a five region Voronoi partition of Yc (see Figure. 5.9) ob-

tained using as generators the equilibrium states y1e = [−0.3, 0]T , y2e = [−0.3,−0.3]T , y3e =

[0.2,−0.3]T , y4e = [0,−0.1]T , y5e = [0.1, 0]T . On the other hand, the tracking supervisor is

configured to use α = 1, β = 0 in (5.18).

In the performed simulations, the plant is required to track a time-varying reference

signal r(k) (see Figure. 5.10) while three attacks on the measurement channel occur. The

first attack for 80 ≤ t < 230 sec constantly invalidate the measurement vector y(k). Since

at t = 80 sec, y(k) ∈ V3 and r(k) ∈ V5, the tracking supervisor is activated. Therefore,

according to its logic, at each time instant, the predicted measurement output ŷ(80 + k)

is used, the performance index J(80 + k + 1) evaluated and the output estimation error

N (80 + k + 1) computed (green regions in Figure. 5.9). It is possible to notice that along
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the output trajectory the index J(80+k+1) has a monotonically non-increasing behavior.

In particular, it remains constantly equals to J(80) = 0.3299 until the uncertain output

set ŷ(80+k+1)⊕N (80+k+1) intersects V5. After that, since I1(5, 5) < I1(3, 5), the index

J starts decreasing denoting that the tracking performance are improving. The tracking

supervisor actions proceed until t = 155, where ŷ(156) ⊕ N (156) ⊈ Yc. In this scenario,

for safety reasons, the control input is invalidated and the safety controller activated. As

a consequence for 155 ≤ t < 230, the safety controller confines the output trajectory in

the RPI region T 5
0 centered in y5e and the reference is not tracked. However, when the

first attacks ends (t = 229 sec), the plant is capable of recovering its tracking task (see

Figures 5.9-5.10). A similar reasoning applies to the second attack for 300 ≤ t < 380. The

difference in this case is that the uncertain output set never violates the safety constraints

(pink sets in Figure. 5.9). As a consequence, the tracking task is never suspended. The

third attack intermittently affects the measurement channel for 500 ≤ t < 600. In this

case, given the nature of the attack, the sporadically received measures allows the track-

ing supervisor to reset the uncertainty set (yellow sets in Figure. 5.9), so avoiding the

suspension of the tracking task. Finally, in Figure. 5.10 and Table 5.1 the proposed solu-

tion is contrasted with the one in [67]. Since in [67] the emergency controller is activated

regardless of the nature of the attack, an unavoidable tracking loss occurs in all the three

considered attacks with a consequence bigger tracking performance loss. By measuring

the tracking error er as er =
∑Ns

k=1
∥yr(k)−r(k)∥

Ns
, with Ns the simulation steps, Table 5.1

reports the obtained numerical results confirming that, compared to [67], the proposed

solution reduces the tracking performance degradation.

Table 5.1: Tracking error: proposed approach, [67], no attack

No attack Proposed Approach [67]
er 0.0717 0.0893 0.1662
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Figure 5.9: Output trajectory: proposed solution with attacks (blue solid line) vs trajec-
tory in attack-free scenario (purple solid line).
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Figure 5.10: State evolution: no attack, proposed approach, [67].

5.6 Conclusion

In this chapter, by leveraging robust reachability arguments, a robust solution to the

safety and reference tracking control problems for CPSs has been proposed. The proposed

control architecture consists of two add-on modules (one local to the plant, one local to

the tracking controller) whose aim is to preserve safety while improving, in a supervised

fashion, the tracking performance under attacks. The obtained theoretical and simulation

results have shown the features of the proposed scheme.
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Chapter 6

Conclusion and Future Works

In this thesis, first, we discussed three different research works in the field of safety and

security of CPSs , i.e., we have shown the existence of finite-time covert attacks, designed

a safety preserving control architecture, and faced the reference tracking problem under

cyber-attacks.

In chapter 3, we designed a new type of attacks, namely finite-time covert attacks,

targeting constrained and unconstrained control systems. The peculiar capability of such

a class of attacks is that they remain stealthy also in the post-attack phase. We shown

that if unconstrained control systems are considered, then such an attack can be designed

resorting to a three-phase covert attack by properly leveraging a FIR state estimator

and reachability arguments. In the constrained case, such an attack has been designed

by jointly combining robust controllability arguments, and a set-theoretic-based receding

horizon control paradigm.

In chapter 4, we proposed a novel networked control architecture in order to ensure

plant safety under different cyber-attacks affecting the communication channels. This

architecture has been designed by taking advantage of (i) an anomaly detector, local to

the networked controller, capable of revealing FDI attacks on the control input, sensor

measurement, and setpoint signals, and (ii) a smart actuator, local to the plant, capable

of activating an ad-hoc designed emergency controller at least one-step before any plant
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safety constraint could be violated. It has been formally proved that plant safety is

achieved and guaranteed in the proposed architecture, regardless of the attacker’s actions

and detector performance.

In chapter 5, a robust solution to the safety and reference tracking for constrained

CPSs under attacks has been proposed. The obtained solution is capable of minimizing

the tracking performance degradation under attacks while preserving the plant’s safety.

The latter is achieved by leveraging robust reachability arguments and a Voronoi partition

of the tracking domain. The peculiar capability of such a solution is that it consists of

two add-on modules (one local to the plant, one local to the tracking controller) that can

be potentially installed in any control system for CPS.

6.1 Future research directions

Some possible future research directions in which the research, done in this thesis, can be

extended and improved are outlined below:

� The control techniques developed in Chapter 3 to show the existence of finite-time

covert attacks can be used to prove the existence of other classes of finite-time

undetectable attacks.

� The safety preserving architecture proposed Chapter 4 and 5 can be improved to

reduce their conservativeness. Moreover, the used technique can be extended to deal

with complex plant models with, e.g., nonlinear or piece-wise affine dynamics.

� The performance of the theoretical results in this thesis can be validated on real

CPSs.
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