Simulation of Multi Pulse EPR Signals for Distance Measurement in Biological Systems by
Exploitation of COSY, DQ, DQM, DQC, and DEER Signals; Relaxation Due to Fluctuation of
SpinHamiltonian Parameters of Echo ELDOR Signal; Eifféct of Instantaneous Diffusion and
Many Body Interaction in a Frozen Malonic Acid Crystal on a SECSY Signal

Hamidreza Salahi

A Thesis
In the Department
of

Physics

Presented in Partial Fulfilment of the Requirements
For the Degree of
Doctor ofPhilosophy (Physics) at
Concordia University

Montreal, Quebec, Canada

August2022

© Hamidreza SalahR022



CONCORDIA UNIVERSITY
SCHOOL OF GRADUATE STUDIES
This is to certify that the thesis prepared
By: Hamidreza Salahi

Entitled: Simulation of Multi Pulse EPR Signals for Distance Measurement in Biological
Systems by Exploitation of COSY, DQ, DOQM, DQC, and DEER Signals;
Relaxation Due to Fluctuation of Spiamiltonian Parameters of Echo ELDOR
Signal; and Effect of Instantaneous fDfion and Many Body Interaction in a
Frozen Malonic Acid Crystal on a SECSY Signal

and submitted in partial fulfilment of the requirements for the degree of
DOCTOR OF PHILOSOPHY (Physics)

complies with the regulations of the University and meetatoepted standards with respect to
originality and quality.

Signed by the final examining committee:

Chair

Yogendra P. Chaubey
External Examiner

RenéT. Boeg

Examiner
Mariana Frank

Examiner
Calvin Kalman

Examiner
Saurabh Maiti

Supervisor

Sushil K. Misra

Approved by

PabloBianucci
Graduate Program Director

Auqust09, 2022

Pascale SicottdDean
Facultyof Art & Science



Abstract

Simulation of Multi Pulse EPR Signals for Distance Measurement in Biological Systems by
Exploitation of COSY, DQ, DQM, DQC, and DEER Signals; Relaxation Due to Fluctuation
of Spin-Hamiltonian Parameters of Echo ELDOR Sigal, and Effect of Instantaneous
Diffusion and Many Body Interaction in a Frozen Malonic Acid Crystal on a SECSY
Signal

Hamidreza Salahi Ph.D.

Concordia University, 222

This dissertatiolis devoted tahreemainsubjecs:

In the first part, an algorithm to calculate the mpliise EPR signals including COSY
(Correlation Spectroscopy)two-pulse DQ (Double Quantum),five-pulse DQM (Double
Quantum Modulation)four-, five-, six-pulseDQC (Double Quantum Coherends)develogd.
The applicability of each of these pulse sequences is further studied.

In addition, anovelmethod based on doubly rotating frantB&F) has been exploited to
calculate three and fourpulse DEER(Double ElectrorElectron Resonancejignals for a
sysem of two dipolarcoupled nitroxideson a sample ofbis-nitroxide nanowire,Pl, in
deuterated orthterphenyl solvent with 5% BnPy (dTP/BnPy)as well agwo coupled
ions in "OQruler p in 'O 0 /glycerob'Q (7/3 volume ratio) The technique is then used to
calculate the basis kernel signalscurately by numerical techniquesdbtainthe probabilities
of distance distributior) i husingTikhonov regularizatiomndDeerAnalysisoftware

In the second part, two models, namely cylindrical and conical models of fluctuation, are
presentedvherein one considers the random fluctuations in'®ado matrices of the spin
Hamiltoniandue to thermal motion of malonic acid moleciWecordingly, the relaxation matrix
is calculated in Liouville space for the felavel coupled electrenuclear spin system, using the
formalism outlined by{Lee, Patyal and Frdel993) The obtained relaxation matrix is then used
to calculate the timédependent echBELDOR signal by solving the relevant Liouviien
Neumann (LVN) equation.

In the third part,Herelaxation during free evolution amlany-body effects ira SECSY
signal, including instantaneous and spectral diffusiarhich are due to the dipolar interaction
betweeranelectronwith other electrons af -irradiatedmalonic acid crystal are invégated.
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time of the pulse, is shown as hatched; it cannot be recorded in the experiment. The Fourier transform
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Chapter 1
1. Introduction to Electron Paramagnetic Resonance

Electron Paramagnetic Resonance (EPR) spectrogsapyery powerfultechniquein
that it can be exploited to reveal the electronic and geometric structures of the environment
around paramagnetic centers. Even weak interactions between electron spial,sssthose
between electron and nuclear spins not resolved by continuous wave (CW) EPR, can be
distinguished by pulsed EP®Misra, Multifrequency electron paramagnetic resonance: theory
andapplications 2011)

The EPR spectroscopy can be understasthgthe concept ofthe magnetic moment of
electron spin. The electron spin, a quantum mechanical property, has an intrinsic angular
momentum characterized by a quantum nuniber pf¢. In accordance with the quantum
theory, it exists in two states: spip statewith & pX¢, and a spirdown state withix

pZ¢. As an electron has a charge, there is a magnetic moment associated with the spin angular
momentum:

‘ —"Y Q7Y 1.1)

wheref is the Bohr magnetonyis the spin angular momentum, and the fagotan be
obtained in accordance with Diracodsgvalediati vi s
"Q =2.00231930436153(53).

In the presence of an external magnetic field whiiastrengthd the electron's magnetic
moment aligns itself either @iparallel & pZc) or parallel ¢ pZcg), to the field. Each
alignmenthasa specific energy due to tEeeman effegtwhich isO "Q & 6 . Therefore,
the separation between the lower and the upper stat@ is '@ 6 for unpaired free electrons.
This equation implies that the splitting of the energy levels is directly proportional $treéhgth
of themagnett field, as shown in Figure 1.1.

An unpaired electron can change its electron spin by either absorbing or emitting
aphotonof energyQ hsuch that the resonance corafitiQ 3O, is obeyed. Experimentally,
this equation permits a large combination of frequency and magnetic field values, but the great
majority of EPR measurements are made Wi microwaves in the 90000000MHz (91
10GH2) range with fields corresponding to about 35300.35T). A collection
of paramagneticenters, such as free radicals, is exposed to microwaves at a fiyednicy. At
this point the unpaired electrons can move between their two spin states. tBareare
typically more electrons in the lower state, due to the MakBeltzmann distribution, there is a
net absorption of energy, and it is this absorptiohithmonitored and converted into a spectrum.


https://en.wikipedia.org/wiki/Zeeman_effect
https://en.wikipedia.org/wiki/Magnetic_field
https://en.wikipedia.org/wiki/Photon
https://en.wikipedia.org/wiki/Gauss_(unit)
https://en.wikipedia.org/wiki/Tesla_(unit)
https://en.wikipedia.org/wiki/Paramagnetic
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Figure1.1. External magnetic field causes a splitting of the energy levels of the spin system.
When the resonance condition @E=h3 i& met, S |

pZ¢ andd p/¢ can be detected as energy absorpftidre figure is taken fronklectron
Paramagnetic Resonance, i Wi ki p e di a dittps://eRwdkibe&lia.org/wiki/Electron_
_paramagnetic_resonance

1.1 Spin Hamiltonian

The interactions between unpairetectronand nucleispinsin a magnetic field are
characterized bywo interactions (i) between the magnetic momeupfselectron or nucleuand
the external magnetic field ar{d) by the electromuclear spin interactions. The Hamiltonian
describingsuch a systerns referredo as spin Hamiltonian.

The spin HamiltoniafiO, for the system of an effective electron sSimteracting with
N nuclei with spind consists oklectron ZeemanO , nuclear ZeemariO hhyperfine "O
and zerefield splitting (O  hasthe followingform (Schweiger and Jeschke 2001)

r I ey “Q e VAR oy /7, o 12)
,,Qo QY 1 ,,Qo (@) Yo O "YO'Y

where"Yand"O are the electron and nuclear spin operators, respectivelis the external
magnetic fieldp andOare the hyperfine matrix and zefield splitting matrix, respectively.

Each type of interactions can be described by a ma@i©@ndo in Eq.1.2) above), which is
diagonal in an appropriate coordinate sys{alsoknown asmolecularframeor principal axis
systen). In this system the interaction can be described by three principal components of the
matrix. The different types of interactions aefollows

i) Electron Zeeman interaction



The Electron Zeeman interaction defines the interaction betweerel¢écgron spin
magnetic momenityand external magnetic fiefdl , and the corresponding spin Hamiltonian
term is:

, r_" [y 1.3
o) 50 ay )

As was mentioned before, in a principal axis syslemgtrix can be diagonalized, and
the interaction can be defined by three principalayes:"Q HQ and"Q and three Euler
angles defining the orientation of the matrix in the molecular frame.

In the case of a liquid solution the electron Zeeman interaction is typically averaged to a
single isotropic valueQ pfo 'Q "Q  "Q . In frozen solutio and powder statethe
principal components of tfla-matrix can be identified from the turning points of the EPR
spectrum. The lineshape of an EPR spectrum is dominated by electron Zeeman interaction, and
there are thredéimiting symmetries of the linéspe: cubic’ Q "Q  "Q), axial (Q
Q "(Q,F}"Q Q) and orthorhombicQ "Q Q).

i) Nuclear Zeeman interaction

The nuclear Zeeman interaction of a si@mith an external magnetic field can be
described in a similar way:

¥, r_" o, o, 14
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where the spin quantum numbeand the nucleak factor depend on the nucleus type. Nuclear
Zeeman interaction does not generabyntribute to the EPR spectrum, because the nuclear
magneton is three ordeo$ magnitudesmaller than the Bohr magneton. However, it plays a role
in hyperfine techniques.

iii) Hyperfine interaction

The interaction between the electron spin and coupled nuclei ofl gpircalled the
hyperfine interaction, ancan be defined bgn effective spin Hamiltonian as following:

O 3!)A 3)34) 1.5)

~ There are two different contributions in the isotropic hyperfine interadti@nisotropic
partA and the anisotropipartdescribed by tensor T.

The isotropic hyperfine coupling constamt is defined as the following:
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It originatesfrom thefinite electron spin density at the nucleus 1 s.

The anisotropic hyperfine interaction can described in terms of the classic dipole
dipole interaction and the elements of the symmetric teASowhich can beexpressedas
follows:

‘ R
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wheref s the groundstate electronic waviinction and is the distance between the nuclear
and electron spsY Schweiger and Jeschke 2001)

The hyperfineinteraction causesplitting of the EPR line The isotropic hyperfine
coupling can be determined from the distance between peaks of the hyperfine sfarcture
solution EPR spectrunmwhen hyperfine anomaly is less than {Sthweiger and Jeschke 2001)

The splitting pattern depends on the number and t@pepfc, O p, etc.) of coupled nuclei

and is used for the characterisation of molecular structures. In the case of interaction between
electron spin and nuclei with spinQ thereoccursa splitting ito¢ 0  "O plines with
separations determined by the relevant isotropic hyperfinelingugnd relative intensities that
can be predictedPeiry200Bascal 6s triangl es

In frozen solutios and powders the anisotropic parts of the hyperfine couplings also
contribute to the EPR spectrum and this makes spectrum analysis more complifuiged.
techniques such as Electron Spin Echo Envelope Modulation (ESEEM) arevbsedthe
hyperfine interations arenot too strondgo be resolved by CW ERR

iv) Zero-Field splitting interaction

In systems with electron spi  pZchthere exist aipolar interaction between electron
spins which removes ttdegeneracy of the differedt, levelseven in the absence af external
magnetic field This interactions called zerefield splitting (ZFS). This interaction is represented
by the following spin Hamiltonian term:

(o) “YOY 1.8)

whereOis the symmetric, traceless zdreld splitting interaction tensorThe ZFS interactions
aredue tothe spinspin dipolar interaction (mostly dominant in the case of organic molecules)
and spirorbit interaction (mostly dominates in case of transition metal i(Bshweiger and
Jeschke 2001)

v) Electron-Electron Dipole interaction
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In the case of a twepin systemspin 1 and spin 2 denoted &sand"Y, respectively,the
spin Hamiltonian consists of the Hamiltonians for the single spins that could include all the
previouslydescribed interactions, from i iv), and dipolar coupling Hamiltonialbpetween the
two spins

'O°YAY O°Y O°Y O 1.9)

where 0 "Y NQ plt is the static spin Hamiltonian fahe system of an effective electron spin
“Yinteracting withN nuclei with spind which, in general, ansists ofelectron Zeeman, nuclear
Zeemarh hyperfine, and zeréield splitting as given in Eq. (2.1). In the highfield
approximation, thedipolar part of theHamiltonian could be rewrittenn pseudesecular
approximatioras follows:
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where d is an angl e 6band theevecto» tcdneectingatg mmepinsc f i el
andb is called dipolar coupling constant which is inversely proportional to the distance
between the two spinsThe dipolar coupling leads to a splitting of the EPR signal or to a
broadening of the EPR spectra, depending on the size of the interaction comapatbdr
interactions in the spin system.

1.2 Continuous wave EPR and pulsed EPR

There are twaommon conventional methgdsamelycontinuous wavéCW) EPR and
pulsed EPR. EPR spectra can be recorded at different frequenties: . d-2 GHgz)l Sband
(2-4 GHz), Xband (810 GHz), Gp and (& 35 -b@Hzad) (&@n d O0W GHz) . Th
frequency band depends on the specific type of interactions of interest that contributes to the
system spin Hamiltonian discussed later.

There ardimitations ofspectral resolutiom CW EPR. However,ane EPR applications
still make use o€W methods as the recording and interpretation of pulsed EPR spectra requires
sophisticated technical equipment. A limitation of pulsed EPR is the low measuring temperatures
required because dhe short relaxatiotimesof the transverse magnetization involved in pulse
experiments, especially for transition metal ions. CW EPR spexirséhe other handcan be
recorded at room temperature for a large number of spin systemsjimgc radicals and
transition metal ions. The additional information about weakly coupled nuclei and relaxation
properties of the spin system that can be obtained by manipulating the spins with sequences of
MW pulses justifies the efforts put into the delopment of new pulse methods. The
enhancement of forbidden transitions or establishing of correlations via 2D spectroscopy are
examplesof such manipulations. Nevertheless, CW and pulse EPR are complementary and only
theexploitation ofthe twogives a réable picture of the spin system.



1.2.1 Continuous wave EPR

In the case of continuous wave (CW) EPR the sample is continuously irradiated by
microwaves at a fixed frequency, while an external magnetic dielid swept.6 causes a
splitting of the energy levels of the spin systelm.case of spin 1/2 system such as electrons
(Figure 1.1), the system is characterized by two quantum mechanical states, one with its
magnetic moment parallel to and one antiparallelThe parallel state has lowenergy and at
thermal equilibrium, there is a surplus of electron spins in the parallel state according to the
Boltzmann distribution. Therefore, there is a net magnetization parallel to the z Axis.
microwave radiation source creates a standing wavdeie resonator. The resonators are
designed to ensurthat the magnetic field component is maximum in @enter while the
electric field component is to be minired there The magnetic component of the microwave
radiationd is perpendicular to thexeernal magnetic field .When t he resoBEance
= h 3s satisfied 0 cau®s spin transition between the energy levels, which is detected as energy
absorption, constitutg an EPR signal.

1.2.2 Pulsed EPR

Due to the limitations o$pectral resolutionlCW EPRcannot always be used as an EPR
spectroscopy methodPulsel EPR provides better resolution separating different interactions
from each other. Different pulse sequences such as hyperfine splitting, relaxation times, dipolar
couplings, etc., were developed for investigating different properties of the spin system.

In pulsal EPR the microwave radiatiors in the form ofa pulse consisting of different
frequencies. The circuity that generates the potsesists ofattenuators and phase shifters to
adjust the length and phase of the pulses and also to apply plkhsg wyeliminateunwanted
echoesThe generated pulses are of an order of nanosecbinéqulseotatesthe magnetization
vector toward thex-y plane. The angle by which the net magnetization vector is rotated is
commonly called the tip angle and it is equal to

I 160 1.12)

where’ is the gyromagnetic ration of electran, is the amplitude of the pulse aadis
the duration of the puls®ulses are often labeled by their tip angée, a“ 7¢ pulse corresponds
to a rotation of magnetisation vector ‘b¥¢. The most commonly used tip angles ‘afe and”
(90 and 180 degrees). The tip angle depends on both the amplittidaraf the duration of the
pulse. For instance, pulse with amplitud® of 10 Gausand the duration of approximately 9
nsresulsin a“ 7¢ pulse.The pulse Hamiltonian in the rotating frame, which is described in next
chapter, can be expressed as

- [0 A -
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where%.is the phase of the pulse aif] Y are the raising and lowering spin operators
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It is important to note that in pulsed ERP spectroscopy, there is uadefg, known as
deadtime after a microwave pulse during which no measurements can be performed due to the
ringing of high frequency pulses in the resonaitis issue can be overcome via oxeupling
of the resonator and reducing its quality fac@r which leads to reduced stivity and
increased excitation bandwidth.

1.3 Pulsed dipolar spectroscopy

Weak interactions between two and more electron spins can be measured via dipolar
spectroscopy. The object of the measurements is a distance distribution betwspimghef
interest. The data on distance distribution between different paramagnetic centers at different
points of the macromolecule of interest can be utilized for structural studies. Depending on the
length of the distances measured, different techniqgaese used. For shorter distances in the
range of 1i 1.7 nm CW EPR can be used, and the distances can be extracted from the line
broadening of the spectrurithe double quantum coherence (DQC) spectroscopy is used to
determine distances in the range o5 hm. For longer distances in the range of &2 nm,

Double ElectrorElectron Resonance (DEER), also called Pulsed Electron Double Resonance
(PELDOR)(EI Mkami 2015) can be employed.

For structural studies of biological systems, EPR dipolar spectiyp$@asgpan advantage
over the welestablished Xay crystallography and solutiestate NMR methods, because it
allows to study complexes that cannot be crystallised or areldoge for efficient NMR
investigation. EPR can also provide information abougéordistance constraints than NIMR
which istypically limited to a range of around 0.5 nm.

Most often, nitroxide spin labels are used for dipolar EPR spectrogibgna et. al.
2009) Other spin labels such as gadolinium spin lab@® hacryptand ligand that, as a unit,
replaces the organic nitroxid®alaloyanet. al.2015), Raitsimringet. al2007)are extensively
used in various studies.

1.3.1 The Pake patteamd distance measurements

When two spins are distant from each other more than 1.5 nm, the exchangpirspin
interaction can be neglected. In this case, the spin Hamiltonian of two weakly coupled electron
spins withY Y  pf¢ can be written as follows:

"0 YRY %6 QY %6 QY O 1.13
where’O is given by Eq(1.10). If the difference in resonance frequency of two spins is larger
than a dipolar frequengy , the regime is called a weabkupling regime. In this regime the
splitting between most obvigupeaks in the Pake pattern corresponds ta In the case of

strongcoupling, the pseudsecular terms of the spin Hamiltoniae., thed term in Eq.(1.10),
which will lead to different eigenstates and eigenvalues, have to be considered.



In isotropic frozen solution all orientations of the spin system relative to the magnetic
field exist and cotribute to the Pake pattern showrFigurel.2. (a) Schematic representation of
a two-electron system and definition of the andlebetween the magnetic fielcﬂ and the distance
vector » . (b) TheDEER (double electreiectron resonance) sign&ébr two spins obtained by a
weighted sum of the diffieences between the two pairs of EPR transition frequencies over all values
of * in the weakcoupling regimeThe position of the turning points in the spectrum (shown with
arrows in Figure 1.2 defines the intespin distance | (

S —0—). For short distances, the dipolar interactionsidficiently large to cause

broadening of the EPR spectrum, corresponding to a convolution of the EPR spectrum of the
isolated spins with the Pake pattern due to the dipolar interaction between th®ERscan
therefore pe used for determination of long distances.
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Figure 1.2. (a) Schematic representation of a telectron system and definition of the angle
between the magnetic fieﬂj and the distance vector . (b) The DEER (double electrerlectron
resonance) signdbr two spins obtained by a weighted sum of the diffiees between the two pairs
of EPR transition frequencies over all valuesdoih the weakcoupling regime(c) The Fourier
transform ofDEER signal shown ifb), known as the Pake pattern or Pake doublet.

1.4 Relaxation

In an EPR experiments the spin system is perturbed by either oscillating microwave field
or microwave pulses and then returns to its state of equilibrium, which is called relaxation.
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Relaxation defines a linewidth in CW EPR. In pulsed EPR, the relaxat@ndetermines the
length of the pulse sequence used and its repetition time.

Depending on a particular spin system, different processes can be involved in relaxation.
Typically, two types of processes occur: sfattice relaxation, and spispin relaxéion. Both
types of relaxation are briefly discussed below, but more details can be folutidria 2011)

1.4.1 Spinlattice relaxation

The spinlattice relaxation is characterised by relaxation tirfe Due to dynamic
interactions and energy exchange between electron spins and the surrounding environment
(solution, powder or crystal lattice), electron spiliis, and the magnetisation eter returns to
the state of their equilibrium position along the directimﬂ ofz-axis).

Different processes can cause the daitice relaxation process: molecular motion
causing anisotropic interactions like hyperfine, exchange or eledipmie-dipole interaction
which perturbs a local field of the electron spin and causes its flip. Collisions with other
molecules like oxygen or metal ions cause longitudinal relaxation as well. In solid state spin
lattice -relaxation can be caused by mallees vibrationswhich is due to the interaction between
the lattice and spins

1.4.2 Spinspin relaxation

Spin flips can occur with no energy exchange whhsurroundings and can cause a loss
of phase coherence in the plane perpendicular diredion (x-y plane). Phase coherence can be
lost due to two processef) spinlattice relaxation andii) spin flip-flop. The term phase
memory time'Y has used in EPR experimentincludes any processes that cause the loss of
phase coherence, including sgipin relaxation(Schweiger and Jeschke 200K)we consider
two spin systems, one of those (spin system A) is excited and tveooih (spin system B) is not.
The magnetic field of spins A is influenced by dipolar coupling to spins B. If spins B experience
spirtspin or spiAlattice relaxation, that process will contribute Yo of spins A that is inversely
proportional to the carentration of spins B. If spins B are nuclear spins, the process is called
nuclear spin diffusionThis process is typically the main contributor'Yoand can be reduced
via sampledeuterationEl Mkami, Ward, et al. 2004 If spins B areelectronicspins, the process
is calledspectradiffusion

When the spin magnettion is shifted to a different region of the EPR spectrum, the
resonance frequency of the spin changes, which contributés .téAn example ofsuch a
contribution is spectral diffusion. Spectral diffusion happens when only part of the spins is
excited because of limited bandwidth of the resonator. When magnetisation of spins A changes
under the influence of spins B as discuseadier, the resoance frequency of spins A can
change to falbutside of the resonator bandwidth. The maga#tn of spins B can also change
due to the same process, and the resonance frequency for spinglizacga to fall withirthe
detection window, replacing spinsakd contributing to relaxation.

The local magnetic field around each spin chardyes to dipolar interactioduring a
pulse depending on the position d¢he neighborspins. This process is called instantaneous
diffusion.



1.4.3 Relaxatiomastreatedn Liouville space

Hilbert-space formulation cannot be directly used to calculate relaxation effects
rigorously, because the matrix elements of the relaxation superopeegigre a pair of double
indices, based on the eigenbasis of the Hamiltonian operator, which are not amenable to use in
Hilbert space formulations, seeg., Stoll (2009).Misra et al, (2009). Misra (2011)Misra and
Freed (2011)Schwartzet al, (1982), Gamliel and Levanon (1995Hakanssoret al, (2013),
Francket al, (2015). Accordingly, one needs to performumerical simulation technique for
calculating pulsed EPR experiments by treating.ibaville-von Neumann(LVN) equation as a
matrix differential equation in Liouville spacdo take into account the relaxation effects
rigorously. The LVN equation is an exact quartomachanical equation of motion for the
density matrix. This equation is valid even for relatively fast random processes, and igeherefo
especially suitable for EPR, where the natural time scale is so short that the random processes are
not usually fast on this time scdlece, Patyal and Freed 1993)

1.5 Organization of the thesis

The organization of this thesis is as follows. The procedure for solution of the LVN
equationto calculate theulsal EPRsignalis developed in Chapt&: Thereafter, the details of
the calculation ofCorrelation Spectroscopy (COSY), typolse Double Qudaom (DQ), five
pulse Double Quantum Modulation (DQM) and fQufive-, six-pulse Double Quantum
Coherence (DQC}kignals, along with a detailed study of their applicability for distance
measurementare given in Chapted. The technique of doubly rotatingaime to calculate DEER
signal andits application to estimate distance distribution for the system of two coupled
nitroxides and two coupledX ions are presented in Chapter 4£hapter5 deads with
cylindrical and conical models of therm#ilictuation of spirHamiltonian parameters which
leads to rigorous calculation of relaxation matrix elements in Liouville sgéeselectron spin
echo decay of SECSY signal induced by dipdijgole interaction between the electrons in a
malonic acid crysl, modulated simultaneously by the spectral diffusion and instantaneous
diffusion mechanisms is analyzed in Chaptefite concluding remarks and future perspectives
are included in Chaptér.
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Chapter 2

2. Calculation of pulsed EPR signal

A pulsedEPR experiment consists of a series) ahicrowavepulsesseparatedy 0 p
periods offree evolutios of lengtho. The EPR echo signal from a paramagnetic sample is
detected after a delay of lengbh To describethe time evolution of the density ni,
Liouville-von Neumann equation is used.

2.1Liouville-von Neumann equation

The time evolution of the density matrix is described by the LVN equation which gives
an exact quanturmechanical description of motion for the density matrix. Bljgation is valid
even for relatively fast random processes, and is therefore especially suitable for EPR, where the
natural time scale is so short that the random processes are not usually fast on this time scale
(Gamliel and Levanon 1995

The LVN equaton which governs the time evolution of the density matrix during free
evolution, i.e., in the absence of a puiseexpressed agAbragam (1961), Jeener (1982),
Redfield (1957), Gamliel and Levanon (1995)ichter(2013):

0 § _
56"6 ‘0Oh..0 3...0 (21)
where... ” " is the reduced density matrix with @ A @D"0j Q" Ybeing the initial

density matrixand discussed inthe next Chapter in Se8.12, and™O is the static spin
Hamiltonian In Eq.(2.1), 3 is the relaxation superoperator in Liouville spat®se elements are
usually determined phenomenologicallg.qg u a 2l)ors a matri x dwhiehent i

cannot bien shHbillvbeedr tt hep ar cedyperpetaiosoen | s-iamadeaurt enso
which connects two el ements of the density ma
The pr ocedur2l)idgovensnaMisra @nd Ei2018) in detail§he solution of Eq.

(2.1) after timeoin Liouville space is given as

HQ D (2.2)

where.HUs t he col umn e cptiardl @4 a.,dMagnesnand Neodecker
2019) (Misra and Li2018)andthe Liouville superoperatof)his defined as
0 @ s 0§80 05 O 3 (233

In Eq.(2.3), "Ois unit matrix of dimensiod £ andd stands for the direct product

The spin relaxations usuallyneglectedduring the application of a pulsa#s it has negligible
effectsince the duration of the pulse<$-10 ns)are much smaller than the relaxation ti(680-
1000 ns) Then the evolution of the density matrdue to the pulseandescribed in Hilbert
space, as follows:

-0 Q0 O o, (24)
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where "O is the pulse Hamiltoniaexpressed by Ed.12).
The density matrixs transformed by the application of a pulse of durattionThe

solution of Eq(2.4), neglecting relaxation during the pulse, is givefSesxena and Freed 1997),
(Misraet.al 2009)

0O 0 Q "0 IR (2.5)

2.2 Coherence pathwaysd phase cycling

The selection of weltlefined coherence transfer pathways is an essential faature
COSY, SECSY, ech&LDOR, twopulse DQ, fivepulse DQM, fou, five-, six- pulse DQC
experimentsMulti-pulse sequences produce a series of free induction decays (FIDs) and echos.
Among these, only one is of actual interest. All the others distomn#esurement butan be
removed by phase cyclii@odenhausept. al.1984,Gemperlest. al 1990)

Phase cycling is based @he concept of coherence ord@&odenhauseret. al. 1984,
Gemperleet. al 1990) For a paramagnetic sample containing one electron with™8pipi¢
each, there are three possible coherence gmjer€oherence ordei Tt corresponds to
longitudinal magnetizatiorand is due to spins parallel or antiparallel to the external magnetic
field direction. Coherence ordefs  p andn p represent transvessmagnetization and
corresponds to spins rotating in a plane perpendicular to the external magnetic field. Coherences
with order O, p and p correspond to th&/,"Y and"Y components of the density operator,
respectively.Higher coherence orders $uasr ¢ are achieved in the systems witivo
coupledelectrors.

The path describing the progress of a coherence order in a pulse sequence is called
acoherence transfer pathway. It is possible to change the coherence level by applying a pulse.
Onthe other hand, during the time interval between the applications of the pulses the coherence
level does not change.

All the multipulse experiments start with zero order coherencenggnetization) and
should end with a coherence order af, which is by convention the one that is detected by the
guadrature detector. Witlit quadrature detection the edherences would be equally detet#ab
all higher orders are not correlated with observable magnetization.

The pulse schemand the coherence pathwal/a simple twepulse EPR experiment is
shown inFigure 2.1. Pulse scheme and the relevant coherence pathway &otwo-pulse EPR
experiment. The pulses are shown with P1 and HBke coherence order changes after the
application of each pulselhe pathways shown witly and"Y produce echo and free
induction decay due to the first pulse, respectively.




Figure2.1. Pulse scheme and the relevant coherence pathwaytfarpulse EPR experiment.

In the numericakimulationsthe density matrix is projected onto the coherence pathway
of interestafter the application o& pulseby taking theHadamardproduct,” 0 ”,ofthe
projection operatomatrix, 0 , with the density matrix,, resulting from the application of a
pulse. The Hadamard productetains only the relevant elements of the density matrix which
correspond toéhe coherencpathway of interestputting all the other elements equal to zero.

2.3 Finite and infinite pulses

When the amplitude of the microwave pulse is much larger than the static spin
Hamiltonian, one can assume that the microwave pulses are pedet#c pulses which is
called as the infinite pulse (also known as -setective pulse, ideal pulse, perfect pulse)
approximation(Misra et. al. 2009) An ideal” 7¢ pulse starting frontoherence pathway Tt
generates exclusively coherence orders p and andeal” pulse inverts the coherence order
e, MO 1 Tmandn p © v p(Borbat and Freed 1999)

2.4Final density matrix and EPR signal

The final density matrix for relevant coherence pathway(s) from a sequence of pulses can
be obtained. To this end, one can use(B®&) for the evolution of the deitg matrix under the
application of a pulse followed by free evolution of the density matrix using22t). Having
the final density matrixX; , the complex EPRchosignalcorresponthg to"Y pathway can be

calculated agSaxena and Freed 1997)

YQQEOWAYLTY” (2.6)

where”Yistands for trace an¥ is the raising operator.

2.5Rotating frame

The magnetization vector in a sample can often undergo very complicated motions. A
useful technique, widely used in EPR, is to go to a rotating coordinate system, referred to as the
rotating frame. From this alternative point of view, much of the mathesniatsimplified and an
intuitive understanding of the complicated motion can be gailmbd. classical picture of the
rotating frame is often clearer and more productive than the quantum mechanical picture. Even
though the phenomenon on a microscopic sisabest described by quantum mechanics, a bulk
property of the sample, namely magnetization, is measured in EPR which is nicely described
from a classical point of vieschweiger and Jeschke 2001)

In order to describe the rotating frame, one needs to first establish a fixed axis system of
reference frame. The most common fixed frame is the lab frame which consist of three stationary
mutually perpendicular axe¥he zaxis is considered parallel to tegternal magnetic field) ,
the xaxis is parallel to the microwave field, and the yaxis is orthogonal to the x and z axes.
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When an electron spin is placed in a magnetic field, a torque is exerted on the electron spin,
causing its magnetic moment poecess about the magnetic field. The angular frequency of the
precession is called Larmor frequency and it is related to the magnetic field by

1 e} 2.7)

where| is the gyromagnetic ratio of the electrdine effect ofd on the magnetization is very
difficult to envision when the magnetization vector is rotating about the zAdtesnatively, one

can observe what is happening from a rotating coordinate sySteraimplicity, first we assume

a systemwhich is on resonance i.eéhe frequency of the microwave pulse matches the Larmor
frequency

T T (2.8)

wherg is the microwave frequency. By rotating the coordinate system at an angular velocity
of] , one can makehe magnetization components precessing at the Larmor freqtency
appear stationarylhreeveryinteresting features about the system in the ragdteme should
benoted:(A. a. Schweiger 2001)

1) The effect of the static magnetic figld disappears.In the rotating frame the precession
of the magnetization vect@and that of its component individual spins) arodnds no longer
occurring.

2) Themicrowave field is no longer rotating but appears static.

3) The magnetization vectappears to begia new precession aroudd. Sinced no longer
exists in this frame of reference, the only magnetic field actindgp@magnetizatiors the now
stationary 6 field. As a resultthe magnetization vectorwill precess aroundd with
frequency] =/ 0 .

EPR spectra contain different frequencies so not all parts of the EPR spectrum can be
exactly onresonance simultaneously. Therefore, one has to considezsofiance effects as
well. When the part of EPR sgteum under study is not on resonance 1J.e.,]7 , the
magnetization vectomppearsto rotate in the % plane with a rate equal to the frequency
differencess 17 1 .Inthe case of} rihthe rotation rate is zenwhich means that the
system isexactly on resonance. For affsonance case, the magnetization rotates ceunter
clockwise 6 1t or clockwise § 1. As a consequence, the microwave magnetic field

0 tips the magnetization into-x plane differently because — does not disappe

completely. In other words, the magnetization is not tipped by 6nlyout by the vector sum of
0 andd which is called effective magnetic field, . The magnetization is then tipped about
0 at afaster effective rate

1 T 3 (2.9
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As shown in Figre 2.2 6 does not lie in the -y plane asd does. As a result, the
magnetization does not move in an arc as it doesesonance, but instead its motion is
described by a cone.

o |0
i ~ .
RN
¥ L """""" i o ’? eﬁ
-
//'\Q; ‘L‘" B
& \\ : 1
5/ \\'\
M ‘\..\:*

Figure2.2. The effective microwave magnetic field in tfwtating frame

2.6 Polycrystalline averaging

The sample under study in an EPR experiment can be a polycrystalline (powder) material.

Thepulsed EPRsignal for a polycrystalline samplégthout any dipolar interactiois obtained by
averaging the signaiven by Eq.(2.6), over the Euleangles s [ which are defined by
the relative orientation of therincipal axesn which the gmatrix is diagonatvith respect tdhe
lab aves. For isotropic distributiorof spinsthere exist asymmetryin the calculated EPR signal
with respect to the different quadrants of the unit sphere. Therdf@eEPR signal for a
polycrystalline sample is obtained liytegratingthe signalover [ hconsidering the spins
included ina quarter of thenit sphergMisraet. al.2009) It is given as

omoma s T T s (210
Y'QQE wa o < m YO Qw €+
The multiplicative factor of 4 appearing in €g,10) takes into accourthe signal over the entire
unit sphere, whereas the division by 4° is
spins(Misraet. al.2009)

15

ma



Chapter 3

3. Applicability of multi -pulse EPR sequences for distance measurements

In this chaptermulti-pulse EPRsignals inbiological systems using nitroxide biradicals
arecalculated and their feasibility for distance measurements is investigateithe numerical
calculationsof the pulseeEPR signals for a polycrystalline sample andMtante-Carlo average
over the various orientations of the two nitroxide dipole momehts procedure presented in
Chapter 2 is used.he signals are first calculatedthe absence of relaxation amcexterdedto
calculate the signal in the presencead&xation using a stretched exponenfitkeinet.al. 2019,
Pfenningeret.al 1995)

3.1 Numerical procedure

3.1.1 Spin Hamiltonian of coupled nitroxide system

The spin Hamiltonian for the coupled nitroxides system in the frozen state is expressed in
the rigid limit as(Saxena and Freed 1997, Miao & 2009, Borbat and Freed 2009)

O 0O O © (3.1)

Here, the static Hamiltonian of the two nitroxide radicals are denoteé®byQ plt, which
includes the Zeeman and hyperfine interactidxssuming the respectivg and hyperfingHF)
matrices of each nitroxide to have coincident prinegpas systems, the effectiv® in the
high-field approximation (Saxena and Freed 199 8xpressed as

0 &Y 8°YO -6 YO -67Y'0; k=12 (32)

where the expressions for the coefficiedt® andd are provided in Appendix A and |,
"'ORO and"O are the spin operators for the two nitroxides. In Bjyl), ‘O includes the
dipolar and exchange couplmigetween the two nitroxide radicaéxpressed as

o .
0 —obtE—p Y {70 og ¢ 8 (3.3)

whereJ is the exchangeteraction constant between the two electrfris,the polar angle of
the orientation of the static magnetic field with respect to the dipolar axis that connects the
magnetic dipoles of the two nitroxidess shown irFigure3.1,{ {  { is the total electron
spinandO denotes the dipolar interaction constant, expressed in termhthefdistance between
nitroxides, agSaxena and Freed 1997, Mi&paio & 2009

or 2 (3.4)

Cl
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Figure3.1. (a) The configuration of the two nitroxides in the biradical as shown in the dipolar
frame of reference. Thigaxis of the dipolar frame is chosen to be along the veetonnecting
the magnetic dipoles of the nitroxides. The relative orientationeofaboratory frame, along
with itsa  axis parallel to the external magnetic figdd; the dipolar frame is defined by the
Euler angless  1#f i with respect to the lab frame; (Bhe ®t of Euler angles = (| ,1 ,

r ), (Q plt), defining the orientations of therincipal axesof the hyperfine andg-matrices
for the nitroxides 1 and 2 in the dipolftame with respect tanolecular frame of referencas
denoted by hdd ,"Q  plt; hered andl indicate the lines of nodes for the frames of the
two nitroxides For the present numerical calculations, dhexis of the magnetic frame of the
first nitroxide is chosen to be along the line of nodes of the first nitroltideso the value of
becanes zero(This figure is reproduced from Mised. al.2009by permission.)

In Eq. (3.4) r is the gyromagnetic ratio of the electronand F¢“i s t he reduced |
constant.In the present work, the constédt ¢fo'@is used and will be referred to as the
Adi pol ar constanto hereafter.
The Hamiltonian of a pulse with amplitude,, of radiation microwave magnetic field is
given agSaxena and Freed 1997, Mi&4a0 & 2009

0 1? Q Y QY (3.5)
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wherg 6 r hn is the phase of the pulse ditlare the raising/lowering operators of the
total electronic spin of the coupled nitroxide system irotlge o ¢Hilbert-space defined as

"Y 3 aAMAavMad Ma3 avaw (3.6)

where3 IQ plt are expressed in terms of the Pauli matriceandA A @ - A
"® NV andV ;Q plt, are identity matrices in the electrorgc ¢ and nucleac o
spaces, respectively, of each nitroxide, @nstands for the direct product.

In the numerical calculations performed here, the magnetic basis with the basis vectors
O M hx M is used to calculate the matrix elements. Herd) ht hi  are the two
electronic and the two nuclear magnetic quantum numbers, respectively, for the two nitroxides.
In this basis, the static HamiltonidD is not diagonalThe eigenvalues 6O are obtained by
diagonalizing it aSY 'O"Y 'O, whered denotes the Hermitian adjoint of a matrix a@hds the
diagonal matrix, whose diagonal elements are the eigenvalues, whereas the columns of the
matrix "Yare the corresponding eigenvectors.

3.1.2Initial density matrix

The initial density matrix; , required to calculate the signal for a mpllse sequence,
is governed by the Boltzmann distribution for the two electrons in thermal equilibrium, each with

spin-. The initial density matrix in the higlemperature approximation, neglecting the hiiper
interaction, which is much less than the electronic Zeeman interaction, is:

” J : 0 w 0_ "Y E , (37)
J

where Ho is given by Eq3.1); Q is Boltzmann constantT is the temperaturé is thed-
component of the total electronic sgin { 4 ;anda .is the Zeeman splitting of the total
electron spin. Dring the evolution othe initial density matrix; , to the final density matrix,
" hthe termMin Eqg. (3.7) remains invariantThus, it does not contribute to the signf

YY", since’Y("Y M = 0. For the calculation of thGunnormalized) signal,re can then
replace’ , as follows:

A A
O Y Y ISR WE Wby Wl 5 & Vol W (3.8)
C ¥E TR TR ) C ¥ Yo
wherek 1Q plt are the Pauli spin matrices for thveo electron spig.

3.1.3 Relaxation matrix elements

Following (Saxena and Freed 199ife following relaxation superoperator in Liouville
spacds considered for the numerical calculations of this chapter
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where Y  are the spifattice relaxation times between the populatian® kk, which are
operative on theoherencgathwayr), T, and’Y" arethe spinspin relaxation times operative
over the 1 p andn ¢ pathway, respectively The indices in Eq. (3.9are the spin
quantum numbers that represent the eigenstate of spin Hamiltonian expressed by Edt i€3.1).

noted that, in genekadifferenttransitiors will have differenspin-spinrelaxation tims, “yh

(3.9)

However,asshownin (Misra and Salah?2021) these relaxation times are only slightly different
from each other. Thus, they drereapproximated by an average sgisin relaxation timéy"
in EQ.(3.9).

3.1.4 Calculation of polycrystalline signal and Pake doublets in the absence of relaxation

The multi-pulse EPR signak for a polycrystalline sample is obtained by averaging the
signal for chosen orientations of the two nitroxide dipoles with respect to the dipolar axis,
oriented at an anglg [N with respect to the lab ax overtheunit sphereThe EPR signal
for a polycrystalline samp]efor isotropic distribution of spinds obtained byintegratingthe
signal over [ hconsidering the spins included @ quarter of theunit sphere due to the
symmetry of the signal, as confirmed numerically by also integrating the signal over the
hemisphere and the full sphere for someesa®nsidered here. It is given as

T

. . .

YRG0 i  Ysh R Qi+ (310
i

In Eq. (3.10) the Euler anglesy miy r Ny It r ) are denoted as} IQ
pltO A O b A Brhé aukiplitative factor of 4 appearing in EQ.10) takes into account the
signal over the entireung p her e, whereas the division by
isotropic distribution of spins.

The Pake doublets are calculatdaveraginghe signal for polycrystalline sampdsrer
the five independent Euler anglesfi( i h R R ), keepig| = 0, which is arbitrary and
considering no correlation between the orientations of the two nitroxités.is achievedy
Monte Carlo averagingver random sets of the Euler angleB , wherein thevaried five
independentuler angles arechosen using random numbers. A set of twenty such simulations
seenedto be sufficient as our simulations show. Thus, a total8®F—values and.80 %svalues
were used over quarter of aunit sphereas indicated by the limits of integrations in E8.10),
along with 20 sets of fiveandomly choserEuler angles)( A ). This amounts to an average
overp Ymp Prm¢ reEEd Y p msimulations(Simulation over auarter of the unit sphere is
sufficient as the other quarters yield the same values as verified by independent sinjulations

3.1.5Gaussian inhomogeneous broadening
Different spins in a sample (liquid or solid) have slightly different resonant frequencies
because they are in slightly different local environments. This results in the inhomogeneous
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broadening of the observed signal. The observed broadening of theuspecises from a
superposition of a large number of slightly different spectra.order to consider the
inhomogeneous broadening effect, the final signal is multiplied abyGaussianfactor

Q wheres is the Gaussian inhomogeneous brodag parameteando6 o are
the times after the firstf¢ and the last pulse in a pulse sequence, respectively

3.2 Twopulse COSYat Ku-band(17.3 GHz)

The pulse sequence foia COSY experiment is shown iRigure3.2, which consists of
two AF¢ pulses After the application of the first pulsthe system evolefreely over timed on
the coherence pathway p by phase cyclindgpefore theapplication of the second pulse, after
which thesystem evolves freely on tleeherence pathway p by phase cyclingTheeatfter,
thesignal is measured after tindfeThe echo occurs at the time 0, which is measured in the
onedimensional COSY semnce. In the experiment the tirdés stepped byad 0 e,
wheree is the number of data points for which the signal is measured¢ e.gp, T,7and 0
is the maximum time of free evolution after the first pulse.

COSY
/2 /2

i 8-
S -—
VAN
p=0 A \
Sct
Figure3.2. The pulse scheme and the relevant coherence pathway f@ute® COSY showing

"Y and"Y pathwaysHere,r) is the coherence order, which represents transverse magnetization,
corresponding to sparotating in a plane perpendicular to the external field.

p=-1

In thetwo-pulse COSY sequence as showrrigure3.2, the pathway) T1tis not used.
Therefore, the relaxation timesy , which appear iriEq. (3.9), affecting the populations, have
no effect on thaCOSY signal,sincethe populations appear onbn theny 1t pathway As for
the othercoherencepathwaysy p, which doparticipate in the twqgulse COSY sequence
considered herenly the second term on the righand side of Eq(3.9) which corresponds to
the'Q "CGelements of the reduced density matdiectsthe relaxatiorof the two-pulse COSY
signal In that casgthe solution ofLVN equationafter timeo, expressing the modification of
reduced density matri®, due to the relaxation along the  p pathways, igivenas

L0 0 Q7T Q .o Q (3.11)
The spin relaxation will here be neglectéaring the application of a pulsas it has
negligible effecsince the duration of the pulses are much smaller than the relaxatioif tieme
the evolution of the density matridue to the pulses described in Hilbert space, as follows:
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"0 0 Q "0 1IN (312
where'Ois given by Eq(3.5). After the application of pulse, the density matrix is projected
onto the coherence pathvegyf interest, which arej ph p asshown in Figure3.2. This is
achieved in the numerical simulatiory taking theHadamardproduct,” 0 7, of the
projection operatormatrix, 0 , for the coherence pathways ph p for Q= 1, 2,
respectively, with the density matrik, resulting from the application of a pul3éis Hadamard
product retains only the relevant elements of the density matrix which correspotiue to
coherencegathwayg, n ph p, putting all the other elements equal to z&pecifically, the
projection operatomatrices, 0 , for the various coherence pathways laedin AppendixB.

The twopulse COSY signal for a single orientation of the dipolar axi¥%o and
chosenorientations ( iy ir by ir ir T EEGRxT EOCOR BB AN AFEME O A PE R |
pathway'Y is calculated, in the absence of relaxation, using the following steps. (i) Transform
the initial density matrix by the first pulse using @dL2); (ii) Apply the coherence pathway
projection operator fon p given in Appendix B to the density matrix transformed in step (i)
by Hadamard product. (iii) Calculate the density matrix after free evolution of the density matrix
obtained in step (ii) ovahe duratiord between the first and the second pulses using3i);

(iv) Transform the density matrix obtained in step (iii) by the second pulse usir{8.E2); (v)
Apply the coherence pathway projection operator for the coherence pathway p to the
density matrix obtained in step (iv); (v) the final density matrix> [ is obtained after free
evolution of the density matrix obtained in step (iv) over the time intérvalo . (vi) The
complex signal is obtained from the final density matrix using(E6). (vi) The 2D COSY
signal, which is a function af ando is reduced to ordimensional signal by substitutirg

0. It is noted that the Gaussian inhomogeneous broadening f@ctor, , vanishes at
0 0 8The values of the parameters used in the simulabbtisis chapteiare listed inTable

3.1. The Flow chart fothe calculationof multi-pulse EPR signal, including COSH¥, given in

Appendix C.

The simulations othe COSY signalconsidered here are thosarried out over the range
of dipolar coupling constants 0.5 MHz'Q p 1MHz, because fof2 T MHz, one does not
have enough cycles of dipolar modulation of the signal within the time period 07000 ns,
the maximum timever which the signal is measure@®n the other hand, f&@ p 1MHz, the
modulation depth cannot be measurediasussed in Seg.2.3

3.2.1 Calculation of polycrystalline signal and Pake doublets in the absence of relaxation

Thetwo-pulse COSYsignal for a polycrystalline sample is calculateith Monte-Carlo
averaging over the orientations of the two nitroxidipoles in the absence of relaxation
following the procedure in Se8.1.4

3.2.2 Relaxationin polycrystalline sample

To consider the effect ahe relaxation for a powder average, the stretched exponential
approach is usedbllowing (Steinet.al. 2019, Pfenningeret.al 1995) which considers the effect
of different relaxation times for different orientations of the magnetic field with respdhet
crystal axes, on average, by a stretched exponential with an exporidmns is considered as
follows.
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Parameter value

Static magnetic fieldd 6186 G (Kuband)
3300 G (Xband)
Microwave frequency 17.3GHz (Ku-band)
9.3 GHz(X-band)
Exchange constand) 0 MHz

Time on the double quantum coherenc
pathway i <)
© O O o) 26.5ns

Relaxation timeon Singlequantum 500 ns
coherence pathwayY

Relaxation timeon Doublequantum 300 ns
coherence pathwayY

Dead time {Y) 25 ns(Ku-band)
35 ns (Xband)
Stretched exponential parametg) ( 0.8
gmatix]  f.d4.d.. (2.0086,2.0066,2.0032)
Hyperfine matrix= =, fi=, h=, , (6.0G,6.0G,35.0G)

Table3.1. The values of the parameters used in the simulations ofuliepulseEPR signa
for the nitroxide bilabel.

Averaging over relaxation time4||1|. According to Eq(3.11), the effect of the relaxation
for a chosenorientation of the external magnetic field with respect todipelar axesand the
five independent Euler anglafter timeois described by muftlying the calculated signal by an
exponential factoQ @ nor'Y si A, for the coherence pathway  p, with the time
constants’Y sh A, appropriate for that orientatiohen the cumulative effect of the
relaxation, considerinthe twocoherence pathwaysvolved in the COSY sequenes shown in
Figure3.2, is tantamount to a multiplication of two decaying exponential functions multiplied by
the calculated signal for the single orientation of the magnetic field with respect to the crystal
axesas calculated in the absence of any relaxattan. a polycrystalline sample, tH@OSY
signal is averaged over different values [din), characterized by relaxation tifé sh A
the effect of the relaxatioat the top of the echtan be expressed as

"Y'QQEOO & YQQE @B B QonRgoTyY sh A (313
h h

where "Y'Q'Q¢ @fgih A is the EPR signal calculated in the absence of any

relaxation.Using the same reasoning ag$teinet.al. 2019,Pfenningeret.al 1995) considering

22



the variation of’Y s B over sR A the polycrystalline averageEq. (3.2), becomes
modified, as follows(Steinet.al.2019,Pfenningeret.al 1995)

YQQE oo YQQE wd Qwn corTY (3.149)
where,"Y'QQ¢ O ® is the average oY'QQ¢ @fgfi B over all orientationssA A
without considering the relaxation

Y0 Y ofsh A (3.15)
Ak

and”Y s the stretched relaxation times over singje ( p pathway) quantum states. In Eq.
(3.14), r is the stretching parametéhat ranges between zero and offétein et.al. 2019,
Pfenningeret.al 1995) In the limiting case whepA 1, Eq. (3.14) reduces to a system with
orientation independent relaxation timeSor the calculations of the present sectidme
illustrative value of @& is usedIt suffices to first calculate theOSY signal averaged over
the polycrystalline sample without any relaxati@and then multiplying it by the stretched
exponential factor as in E3.14), finding the value of by fitting the experimental data to the
simulation.

3.2.3 Effect of dead time on COSY signal

Recording the signal immediately after the second pulse is not possible durdenthe
time,denoted a® hereafterof the spectrometemhe best values of the deadtime as reported in
(Borbatand Freed 20023t Kuband is0 ¢ & i which will beconsidered here. This means
that the signal up to the detithe after the second pulse will not be considered in the calculation
following the procedure given in Se&.1 Numerical proceduteThe timedomain signalat two
differentd valuescalculated with and without dediine are shown ifrigure3.3 andFigure3.4.
The deadime effect is shown by hatching the initial time intervabf the signal. The Fourier
transforms of the COSY signals taken with repsect to both time varabdeslo o are
plotted, which show that the intensity of the Fourier transforms are reduced by including the
deadtime. However, the Pake doublets still occur & although diminished in their intensities
and widths.
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Figure 3.3. COSY signal at Ku-band for || 7 Dependence of COSY signal on the

dipolar constant for a polycrystalline samp(eft) The time domain COSY signals for 0

and (right) their Fourier transforms for four different values of the dipolar coupling constant:
Figs 0®) and 60):'Q 1@®; Figs pw) and ():'Q X MHz; Figs () and (): Q

p TMHz The parameters used for the simulations are listd@@lie3.1. The relaxation effect is

not considered in these simulations. The initial 25 ns interval of the time domain signals,
included in the deatime of the pulse, is shown as hatched; it cannotdoerded in the
experiment. The corresponding Fourier transform with respect tabatidd 0 are plotted,
shown in black and blue, respectively.
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d=0.5 MHz
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Figure 3.4. COSY signal at Ku-band with a stronger || qThe same details as in the

caption ofFigure3.3, except her® @ 16G. By comparing these results with those obtained in
Figure3.3 for6 o TG, it is seen that at Kband, increasing from 30 G to 60 G does not
affect the shape of the simulated COSY signals and their Fourier transform significantly.
However, the intensity of the signal is increased by about 15% for @ 7t .

25












































































































































































































































































































































































































