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Abstract

A Comprehensive Study of Multiple Access Techniques in 6G

Networks

Mohamed Elhattab, Ph.D.

Concordia University, 2022

With the proliferation of numerous burgeoning services such as ultra-reliable low-latency

communication (URLLC), massive machine type communications (mMTC), enhanced

mobile broadband (eMBB), among others, wireless communication systems are expected

to face daunting challenges. In order to satisfy these ever-increasing traffic demands, di-

verse quality-of-services (QoS) requirements, and the massive connectivity accompanied

by these new applications, various innovative and promising technologies, and architec-

tures need to be developed. Novel multiple-access techniques are currently being explored

in both academia and industry in order to accommodate such unprecedented requirements.

Non-orthogonal multiple access (NOMA) has been deemed as one of the vital enabling

multiple access techniques for the upcoming six-generation (6G) networks. This is due to

its ability to enhance network spectral efficiency (NSE) and support a massive number of

connected devices. Owing to its potential benefits, NOMA is recognized as a prominent

member of next-generation multiple access (NGMA).

Several emerging techniques such as full-duplex (FD) communication, device-to-device

(D2D) communications, reconfigurable intelligent surface (RIS), coordinated multipoint

(CoMP), cloud radio access networks, are being gradually developed to address funda-

mental problems in future wireless networks. In this thesis, and with the goal of converg-

ing toward NGMA, we investigate the synergistic integration between NOMA and other

evolving physical layer technologies. Specifically, we analyze this integration aiming at

improving the performance of cell-edge users (CEUs), mitigating the detrimental effect

of inter-cell interference (ICI), designing energy-efficient multiple access toward “green”

wireless networks, guarantying reliable communication between NOMA UEs and base

stations (BSs)/remote radio heads (RRHs), and maintaining the required QoS in terms

of the minimum achievable data rate, especially at CEUs.

Regarding the ICI mitigation in multi-cell NOMA networks and tackling the connectiv-

iii



ity issue in traditional CoMP-based OMA networks, we first investigate the integration

between location-aware CoMP transmission and NOMA in downlink heterogeneous C-

RAN. In doing so, we design a novel analytical framework using tools from stochastic

geometry to analyze the system performance in terms of the average achievable data rate

per NOMA UE. Our results reveal that CoMP NOMA can provide a significant gain in

terms of network spectral efficiency compared to the traditional CoMP OMA scheme. In

addition, with the goal of further improving the performance of CEUs and user fairness,

cooperative transmission with the aid of D2D communication and FD or half-duplex (HD)

transmission, has been introduced to NOMA, which is commonly known as cooperative

NOMA (C-NOMA). As a result, we extend our study to also investigate the potential

gains of investigating CoMP and C-NOMA. In such a framework, we exploit the coopera-

tion between the RRHs/BSs and the successive decoding strategy at NOMA UEs that are

near the RRHs/BSs. Specifically, we investigate both performance analysis and resource

management optimization (power control and user pairing). Our results show that the

transmit power at the BS, the transmit power at the relay user, and the self-interference

(SI) value at the relay user determine which multiple access technique, CoMP NOMA,

CoMP HD C-NOMA, and CoMP FD C-NOMA, should be adopted at the BSs.

Now, to assist in designing energy-efficient multiple access techniques and guaranty-

ing reliable communication for NOMA UEs, this thesis explores the interplay between

FD/HD C-NOMA and RIS. We show that the proposed model has the best performance

in terms of network power consumption compared to other multiple access techniques

in the literature, which leads to “green” future wireless networks. Moreover, our results

show that the network power consumption can be significantly reduced by increasing the

number of RIS elements. A more significant finding is that the location of the RIS de-

pends on the adopted multiple access techniques. For example, it is not recommended to

deploy the RIS besides the BS if the adopted multiple access is HD C-NOMA. Another

insight that has been unveiled is the FD C-NOMA with the assistance of RIS has more

resistance to the residual SI effect, due to the FD transmission, and can tolerate high SI

values compared to the same scheme without RIS.

Although much work has been conducted to improve the network spectral efficiency of

multi-cell NOMA cellular networks, the required QoS by the upcoming 6G applications,

in terms of the minimum achievable rate, may not be guaranteed at CEUs. This is due to
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their distant locations from their serving BSs, and thus, they experience severe path-loss

attenuation and high ICI. This thesis addresses this research gap by studying the syn-

ergistic integration between RIS, NOMA, and CoMP in a multi-user multi-cell scenario.

Unlike the developed high-complexity optimal solutions or the low-complexity sub-optimal

solutions in the literature for the power allocation problem, we derive a low-complexity

optimal solution in a such challenging scenario. We also consider the interdependency

between the user clustering policies in different coordinated cells, which has been ignored

in the literature. Finally, we prove that this integration between RIS, NOMA, and CoMP

can attain a high achievable rate for CEUs, ameliorate spectral efficiency compared to

existing literature, and can form a novel paradigm for NGMA.
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Chapter 1

Introduction

According to the recent Cisco reports [1], by the end of 2023, it is expected that the

number of Internet-of-Things (IoT) devices will be 29.3 billion devices, up from 18.4 bil-

lion in 2018. This explosive growth of IoT as well as the multitude of the new emerging

use-cases and applications such as augmented-reality, collaborative robots, Holographic

Telepresence, space and deep-sea tourism, etc., have created unprecedented demands for

heterogeneous mobile traffic, massive access, low-latency services, and highly spectral

efficient connectivity, which gradually overwhelms the connectivity and the supported

capabilities of fifth-generation (5G) cellular network. In addition, according to that re-

port [1], there is no sign that these increasing demands in terms of both the massive

connectivity and the high required data rates will slow down in the next decade.

In order to accommodate this explosive traffic demand and with the current devel-

opment of 5G New Radio (NR) networks, researchers from both industry and academia

have started shifting their attention towards the next-generation wireless network, namely

“sixth-generation (6G)” [2–5]. “Connecting the unconnected” is an overriding goal of this

next generation cellular network that is driving research to provide seamless and ubiq-

uitous connectivity to every device, given a continued exponential growth of Internet-of-

Everything (IoE) in the next decade [2–5]. 6G is expected to significantly enhance existing

technologies/architectures and/or develop novel techniques at the infrastructure level, the

spectrum level, as well as the protocol/algorithmic level to provide better services and

realize full-coverage connectivity [2–5]. It is worth mentioning that substantive research

programs are being developed on the global scale to shape and establish the vision of 6G

including “6G Hubs” in Germany, “6G Flagship” in Finland, Terahertz (THz) communi-

cation studies in the USA, “Broadband Communications and New Networks” in China,

etc [6].

In order to support different IoT use cases and the new emerging applications require-

ments, 6G should accommodate a much higher density of connectivity (estimated to be
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106 devices per km2), provide 5-10, and 10-100 times of the spectral efficiency and energy

efficiency in comparison with the ones that 5G can achieve, 0.9999999 reliability, and

support latency in terms of microseconds [6]. Hence, to achieve the aforementioned strict

goals, one of the most fundamental issues is to design sophisticated multiple access tech-

niques for the forthcoming wireless networks denoted as next-generation multiple access

(NGMA) [6,7]. According to [6,7], non-orthogonal transmission strategies that allow dif-

ferent users to utilize the same radio channels in the same time are promising candidates

for the NGMA. In this context, non-orthogonal multiple access (NOMA) is considered

as a prominent member of the NGMA family and has been recognized as a key multiple

access candidate for the 6G networks. As a result, much effort has been directed and

focused on exploiting NOMA to develop NGMA.

One potential way to converge toward NGMA is by synergistically integrating NOMA

with other beyond 5G (B5G)/6G technologies and architectures such as device-to-device

(D2D) communications, reconfigurable intelligent surfaces (RIS), coordinated multipoint

(CoMP), full-duplex (FD) communications, cloud radio access network (C-RAN), to name

a few. Specifically, in order to mitigate the effect of the intercell interference (ICI) in

multi-cell cellular networks scenario, the combination between NOMA and the Third

Generation Partnership Project (3GPP) interference mitigation techniques such as CoMP

transmission has been widely investigated to attain higher spectral efficiency, especially

at the ICI-prone users. Although there is much work in integrating NOMA with CoMP

in multi-cell setup, the performance analysis of such a framework is not well investigated

in the literature and should be revisited.

Nevertheless, the network spectral efficiency is significantly improved by invoking

NOMA compared to OMA. However, the co-existence of near NOMA user equipments

(UEs) with the far NOMA UEs may result in performance degradation to the co-channel

interference and the obligation of allocating high power to far NOMA UEs. This is due

to the fact that the far NOMA users, which are also can be considered as cell-edge users,

mainly suffer from intra-NOMA user interference as well as experience severe path loss

attenuation. Therefore, in order to tackle this challenge and by leveraging the successive

decoding strategy at the strong NOMA users, the incorporation between cooperative com-

munications and NOMA with the aid of D2D communications and FD and/or half-duplex

(HD) technologies has been elaborated, which is known as cooperative NOMA, with the
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objective of improving the performance of cell-edge users. Specifically, since the broadcast

superimposed signal carries information of each cellular user’s message, each user is able

to have prior information about the messages intended for other UEs. cooperative NOMA

(C-NOMA) exploits the availability of this prior information about the messages intended

for other UEs to improve the achievable data rate as well as to enhance the reception re-

liability, especially at the cell-edge users. However, most of the work investigating the

performance of C-NOMA has considered a single-cell set-up, meanwhile, the performance

of the C-NOMA in a multi-cell scenario is not studied yet, which needs to be investigated.

Another direction toward this convergence to NGMA is to guarantee reliable commu-

nications between NOMA users and the BSs. However, in a realistic sense, the highly

uncontrollable and random behavior of wireless environments due to blockages, channel

impairments, severe path-loss, etc., impede the communications between cellular users and

BSs. A possible method for circumventing the unreliability of wireless links is to sense the

propagation environment and to recognize alternative propagation routes through which

the information signal can be received at the point-of-interest in a low-cost and power-

efficient way. One of the major technological breakthroughs to control wireless propa-

gation, and hence, guarantee reliable communications between source and destination is

the reconfigurable meta-surfaces, i.e., Reconfigurable intelligent surfacess (RISs). The

amalgamation between RIS and NOMA is gaining momentum to enhance and improve

different performance metrics, such as power consumption, network spectral efficiency,

network energy efficiency, and user fairness. Despite the crucial role that the RIS plays

in NOMA-based cellular networks, most work, in the literature, has only investigated

the performance of RIS-aided NOMA under a single-cell set-up, whilst there is a lack of

investigation in multi-cell scenarios in the existing literature.

1.1 Motivations

The key objectives of this thesis are to:

1. Investigate and address the potential gains brought by the synergistic integration

of NOMA/C-NOMA with CoMP transmission in a multi-cell scenario.

2. Study the role of the RIS in single-cell and multi-cell NOMA/C-NOMA cellular

networks to improve the network performance from different perspectives.
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3. Provide innovative solutions to improve the performance of the network in terms of

spectral efficiency, energy efficiency, and outage probability.

The proposed work certainly addresses a timely and vital topic, i.e., NOMA, which is

expected to play an important role toward the convergence toward NGMA. This topic has

recently received considerable attention in both academia and industry [6,7]. In fact, much

work in the literature has revealed the significant gains of NOMA in realizing the needs of

future wireless networks with superior performance to that of the traditional orthogonal

multiple-access (OMA) techniques [6, 7]. Specifically, NOMA has been envisioned as

a contender multiple access mechanism for the next-generation wireless network [6, 7].

However, there are still several limitations that hinder in unleashing the full potential

gains of NOMA in 6G networks such as the effect of serious inter-cell interference and

intra-NOMA user interference, the uncontrollable propagation behavior of the wireless

channels, and the difficulty of achieving the required quality-of-service (QoS) at the edge

of the cell.

In the following, we answer and address one important and fundamental question worth

discussing: “Why we should consider and study the integration of NOMA and other B5G

technologies?” We address this question from a broad perspective by discussing the needs

and the features that each technology adds to empower and resolve some limitations and

fill some gaps in NOMA-based cellular networks.

First, integrating CoMP with NOMA has two major benefits. On the one hand, in

multi-cell NOMA-based cellular systems, far NOMA users experience serious inter-cell

interference, which results in performance deterioration. To this end, CoMP transmission

can assist in partially/fully canceling and mitigating the ICI for cell-edge users (CEUs)

to enhance communication performance. On the other hand, traditional CoMP, which

is based on conventional OMA techniques, may lead to low spectral efficiency. This is

due to the fact that, in OMA, once a radio channel is occupied by a CEU, it cannot be

accessible by other users. The situation will be even worse when the number of CEUs

increases. By applying NOMA to CoMP-based cellular networks, each BS is allowed to

serve, at least, an additional user, which is usually a CCU having a good channel gain with

the BS, concurrently with the CEU. Accordingly, each radio resource is allocated to two

UEs, one CCU, and one CEU. According to what we discussed, it can be observed that

NOMA and CoMP complement each other in many aspects. It can be shown that NOMA
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can resolve the connectivity issue in CoMP-based cellular networks; meanwhile, CoMP

can tackle the issue of interference at the far NOMA users. Consequently, this motivates

us to investigate the application of CoMP in the downlink transmission of NOMA-based

cellular networks in order to enhance the network spectral-efficiency (NSE).

Second, the application of cooperative relaying with the aid of D2D communications

and HD and/or FD relaying mode(s) to NOMA scenarios is becoming popular. In the

following, we show what are the gaps that each one of these two technologies suffers from,

and then, we present how cooperative relaying and NOMA can complement each other in

many aspects. On one hand, although cooperative relaying can be deemed as an effective

approach to combat path-loss and shadowing, enhance the reception reliability at the

destination, and hence, extend the communication coverage, it can potentially sacrifice

the NSE due to the two time-slot requirement in the HD relaying mode or due to negative

impact of the residual SI in the FD relaying mode. On the other hand, from the NOMA

side, the far NOMA users mainly suffer from severe intra-NOMA user interference as

well as serious path-loss attenuation, and hence, the BS is forced to provide these users

with most of its available transmit power, leaving a small portion of its power budget to

users with strong channel gains, which may not be enough to serve their requirements.

Consequently, combining cooperative relaying with NOMA promises to tackle and address

the aforementioned issues and limitations with a significant enhancement in diversity

gains resulting in superior user fairness and reception reliability. This is due to the

fact that integrating NOMA with cooperative communications exploits the properties of

the successive interference cancellation (SIC) process, on other words, the availability of

other users’ information at one user to achieve the expected performance by utilizing

the duplicate transmission due to the relaying mode adopted by the strong NOMA users

to improve the reception of the weak NOMA users. Since the performance of such a

framework is strongly affected by the user clustering policy as well as the power control, we

provide a novel resource management scheme, which coincides both the power allocation

and the user clustering, in multi-cell C-NOMA-based cellular networks.

In other regard, the increasing density of wireless networks has caused the information

and communication technology (ICT) community to become a considerable contributor

to the overall carbon footprint. According to recent studies, the ICT systems that require

energy sources for data transmission and communication increase the global world’s CO2
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emissions by 5% every year. Moreover, the fast advent of digitization in multiple sectors

and the widespread of the IoE services will continue to drive the rapid growth of the

energy demand in the ICT sector. In addition, it is expected that the telecom sector over

the globe will consume 51% of the global energy by 2030, which causes a huge amount

of greenhouse gas (GHG) emissions. As such, energy efficiency (EE) is the paramount

consideration to decrease the net present GHG emissions. Therefore, toward a green-

energy economy, EE has become one of the main themes of the 6G networks. Although

network energy consumption has severe implications on the economic cost and becomes a

major issue in the next-generation wireless networks, much work in the literature devoted

their attention to improving the network spectral efficiency as they considered the NSE

as the key performance indicator for the optimization and design of the wireless systems.

In light of the above, it is necessary to develop multiple access techniques that are able

to improve the network energy efficiency toward a green wireless environment.

Although the performance gains will increase by integrating CoMP with NOMA, the

required QoS, in terms of the minimum achievable data rate, may not be guaranteed at

the CEUs. This is because the CEUs still experience severe path-loss attenuation due to

their far locations from the serving BSs, which encounter an obstacle for these users to

achieve high-data rates that are required by the new emerging 6G applications. It is worth

mentioning that guaranteeing the required QoS at the CEUs and tackling the severe path-

loss attenuation can be achieved through two main approaches; 1) Increasing the transmit

power by the serving BSs, and/or 2) Improving and controlling the channel gains from

the BSs to the CEUs. Increasing the transmit power by the serving BSs is neither a cost-

efficient nor an energy-efficient solution. On the other hand, improving and controlling

the channel gains from the BSs to the CEUs can be realized through the concept of smart

radio environment (SRE), i.e., by considering the wireless propagation environment as an

optimization variable that can be jointly controlled with the transceiver design [8]. The

key enabler technology to realize the vision of making the wireless environment control-

lable and programmable is the RIS. Due to the induced degrees of freedom, RIS provides

a paradigm shift in the performance optimization and evaluation of wireless communica-

tion networks. Accordingly, through a proper RIS configuration, the channel gains of the

CEUs can be improved and the required QoS can be attained without consuming much

transmit power. Consequently, and with the sake of achieving the required QoS at the
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CEUs, it is important to study the application of RIS in CoMP-NOMA cellular networks.

1.2 Thesis Contributions

Given the motivating points in the previous section, the main contributions of this thesis

can be detailed as follows.

Performance Analysis for CoMP NOMA/C-NOMA cellular Networks. In

Chapter 3, we first investigate the integration between CoMP transmission and NOMA in

downlink heterogeneous cloud radio access networks (H-CRANs). In H-CRAN, low-power

high-density small remote radio heads (SRRHs) are underlaid by high-power low-density

macro remote radio heads (MRRHs). However, co-channel deployment of different RRHs

gives rise to the problem of ICI that significantly affects the system performance, especially

the cell-edge users. Thus, the users are first categorized into Non-CoMP users and CoMP

users based on the relation between the useful signal to the dominant interference signal.

The Non-CoMP user is the UEs having high signal-to-interference-plus-noise-ratio (SINR),

and hence, it associates with only one RRH. On the other hand, the CoMP user, cell-edge

user, is the UE that experiences less distinctive received power with the best two RRHs.

In the proposed CoMP NOMA framework, each RRH schedules a CoMP-UE and a non-

CoMP-UE over the same transmission channel using NOMA. We first design an analytical

framework based on tools from stochastic geometry to evaluate the performance of the

proposed framework (CoMP NOMA) in terms of the average achievable data rate for each

NOMA UE. We then examine the NSE of the proposed CoMP NOMA-based H-CRAN.

Simulation results are provided to validate the accuracy of the analytical models and

to reveal the superiority of the proposed CoMP NOMA framework compared with the

conventional CoMP OMA technique. By reaping the benefits of both CoMP and NOMA,

we proved that the proposed framework can successfully deal with the ICI by using CoMP

and improving the network’s spectral efficiency through the NOMA technique. We also

show that, with an appropriate PA coefficient setting at the Non-CoMP-UEs, a fairness

performance can be achieved between the CoMP-UEs and the Non-CoMP-UEs.

Second, we investigate the integration of CoMP and C-NOMA aiming to improve the

performance of CEUs. Using this framework, we exploit the cooperation between base

stations (BSs) to mitigate the ICI and the successive decoding of users that are near the

BSs to further enhance the performance of CEUs. In this setting, we derive a closed-
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form expression for the outage probability of a CEU along with an analytical expression

for its ergodic rate. We validate the derived expressions through various Monte-Carlo

simulations, where we show the superiority of the proposed framework compared with

other multiple access schemes proposed in the literature. The work done in this chapter

leads to two IEEE published journals [9, 10].

Joint Power Allocation and User Pairing in CoMP C-NOMA Cellular Net-

works. In Chapter 4, we first investigate a dynamic PA problem of a cellular network

consisting of two adjacent and coordinating cells. The joint transmission CoMP between

the two-cell is introduced to assist users experiencing high ICI, where each cell invokes C-

NOMA to serve its associated devices. Both effects of imperfect SIC and imperfect channel

estimation are considered within the proposed scheme. Accordingly, a PA framework is

formulated as an optimization problem with the objective of maximizing the network

sum-rate while guaranteeing a certain QoS for each user. The formulated optimization

problem is neither concave nor quasi-concave, which is difficult to be solved directly unless

using heuristic methods, which comes with the expense of high computational complexity.

To overcome this issue, near-optimal closed-form expressions for the PA are derived. The

simulation results show that our purposed scheme achieves an average sum-rate that is

5% less than the one of the optimal power control but it can save up to 99% in compu-

tational time. In addition, the superiority of the proposed CoMP C-NOMA scheme is

demonstrated when compared to the well-known C-NOMA scheme.

Second, we extend this model to a multi-user scenario. In this part, a framework

to jointly optimize the power control and the UEs clustering of the CoMP-assisted FD

C-NOMA system is formulated as an optimization problem to maximize the network

sum-rate while guaranteeing the required QoS of cellular UEs. The formulated problem

is a non-convex mixed-integer nonlinear programming (MINLP) that cannot be solved in

a straightforward manner. To tackle this issue, the formulated problem is decomposed

into an inner PA problem and an outer user clustering (UC) problem. For the inner

problem, a computationally-efficient solution is obtained. Meanwhile, the outer problem

is reformulated as a one-to-one three-sided matching game. Then, a low-complexity near-

optimal clustering algorithm is proposed. The simulation results demonstrated that 1)

the optimality of the power control solution; 2) the CoMP-assisted FD C-NOMA has

a superior performance compared to CoMP-assisted HD C-NOMA and CoMP NOMA
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schemes for moderate values of SI. It has been also shown that the proposed solution

achieves around 96.5% of the average achievable network sum-rate of the optimal solution.

The work done in this chapter leads to two IEEE published journals [11, 12].

RIS-assisted C-NOMA Cellular Networks. In Chapter 5, we investigate the

downlink transmission of RIS-aided C-NOMA, where both HD and FD relaying modes

are considered. The system model consists of one BS, two users and one RIS. The goal

is to minimize the total transmit power at both the BS and at the user-cooperating relay

for each relaying mode by jointly optimizing the PA coefficients at the BS, the transmit

power coefficient at the relay user, and the passive beamforming at the RIS, subject to

power budget constraints, the SIC constraint and the minimum required QoS at both

cellular users. To address the high-coupled optimization variables, an efficient algorithm

is proposed by invoking an alternating optimization (AO) approach that decomposes the

original problem into a PA sub-problem and a passive beamforming sub-problem, which

are solved alternately. For the PA sub-problem, the optimal closed-form expressions for

the PA coefficients are derived. Meanwhile, with the aid of difference-of-convex (DC)

rank-one representation and successive convex approximation (SCA), an efficient solution

for the passive beamforming is obtained. The simulation results validate the accuracy of

the derived power control closed-form expressions and demonstrate the gain in the total

transmit power brought by integrating the RIS in C-NOMA networks. The work done in

this chapter leads to an IEEE published journal [13].

RIS-Assisted CoMP NOMA Networks: Performance Analysis and Opti-

mization. In Chapter 6, we first study the performance analysis of the integration

between RIS with downlink NOMA in a two-cell network assisted by CoMP. The RIS is

adopted to construct a strong combined channel gain at the CEU, while CoMP is used

to mitigate the effects of ICI. In this proposed framework, we derive first a closed-form

expression for the ergodic rate of the CEU, and then we evaluate the NSE. We validate the

derived expression through Monte-Carlo simulations, where we demonstrate the efficacy

of the proposed framework compared to other multiple access techniques proposed in the

literature.

Second, we jointly optimize the PA coefficients at the BSs, the UC policy, and the

phase-shift (PS) matrix of the RIS with the objective of maximizing the network sum-

rate subject to a target QoS, defined in terms of the minimum required data rate at each
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cellular user and the SIC constraints. The formulated problem ends to be a non-convex

MINLP that is difficult to be solved in a straightforward manner. To alleviate this issue,

and with the aid of AO, the original optimization problem is decomposed into two sub-

problems, a joint PA and UC sub-problem and a PS sub-problem, that are solved in an

alternating way. For the first sub-problem, we invoke the bi-level optimization approach

to decouple the PA sub-problem from the UC sub-problem. For the PA sub-problem,

closed-form expressions for the optimal PA coefficients are derived. On the other hand,

the UC problem is projected to multiple 2-dimensional assignment problems, each of which

is solved using the Hungarian method. Finally, the PS sub-problem is formulated as a DC

problem and an efficient solution is obtained using the SCA technique. The numerical

results reveal that the network sum-rate of the proposed RIS-assisted CoMP NOMA

networks outperforms the conventional CoMP NOMA scheme without the assistance of

the RIS, the RIS-assisted CoMP OMA scheme and RIS-assisted NOMA scheme, especially

for low transmit power from the BSs. The work done in this chapter leads to two IEEE

published journals [14, 15].

1.3 Thesis Organization

The rest of the thesis is organized as follows. In Chapter 2, we present a relevant back-

ground for the main and key topics of this thesis. In Chapter 3, we investigate the

performance analysis of CoMP NOMA/C-NOMA cellular networks. We evaluate the

power allocation and user pairing in CoMP C-NOMA cellular networks in Chapter 4.

In Chapter 5, we study the role of the RIS in C-NOMA-based cellular networks to pro-

vide energy-efficient communications. We first investigate the performance analysis of

RIS-empowered CoMP NOMA cellular networks, and then, we study the joint power al-

location, user pairing, and passive beamforming in Chapter 6. Finally, we present a brief

summary of our study and investigation, and then, we provide some important conclusions

and some potential directions for future research in Chapter 7.
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Chapter 2

Background

In this Chapter, we presented the main enabling network architectures and technologies

for fifth-generation (5G)/6G wireless networks that have been considered within this the-

sis. Specifically, we first presented an overview of NOMA, C-NOMA, and CoMP. Then,

we illustrated the centralized-based network architecture C-RAN and showed how this ar-

chitecture can be considered as an ideal platform to practically implement CoMP. Finally,

we described the main characteristics and benefits brought by the RIS to 6G networks.

2.1 Non-Orthogonal Multiple Access

According to whether each UE is assigned orthogonal resources (code/frequency/time) or

not, the current multiple access (MA) techniques can be categorized into two classes,

namely orthogonal transmission mechanisms and non-orthogonal transmission mecha-

nism [16]. Specifically, given their advantages in terms of both the inter-user interference

avoidance and the low complexity in implementation, orthogonal transmission mecha-

nisms have been widely employed in practical cellular communication networks, such as

frequency division multiple access (FDMA) in the first-generation (1G) cellular network,

time division multiple access (TDMA) in the second-generation (2G) [17], code division

multiple access (CDMA) with orthogonal codes in the third-generation (3G) [18], and or-

thogonal frequency division multiple access (OFDMA) in the fourth-generation (4G) [19].

These OMA techniques were developed with one common theme which is to assign orthog-

onal resource blocks (RBs) to different UEs so that inter-user interference can be avoided.

In particular, in order to orthogonalize the data of different users, the BSs should allocate

different resources (time, frequency, space, code) to differentiate between users [20–23] as

depicted in Fig. 2.1. However, given the limited amount of available radio spectrum, the

ever-increasing number of UEs, traditional OMA techniques have become insufficient due

to their low spectral-efficiency (SE) as well as the limited number of UEs that can be
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OMA techniques, NOMA can simultaneously serve multiple UEs using the same trans-

mission block (same frequency channel, time, and/or spatial domain) with the cost of

intra-NOMA-user interference (INUI).1 This can be achieved by using superposition cod-

ing (SC) at the transmitter with appropriately PA coefficients and performing SIC at the

receiver side to remove the INUI [4]. This allows the UEs with poor channel conditions,

which are referred to as “far” NOMA UEs, to be simultaneously served with the UEs

that have good channel conditions, which are referred to as “near” NOMA UEs. The

operation of power-domain NOMA in comparison with one of the OMA techniques, i.e.,

FDMA, is presented in Fig. 2.1 for two users. Despite the high complexity brought by

NOMA at both the transmitter and receiver, significant benefits can be obtained, such as

achieving high SE and EE [25], supporting massive connectivity [26, 27], and guarantee-

ing UEs fairness [28]. As a result, compared with OMA mechanisms, the aforementioned

benefits make NOMA as a promising candidate for the NGMA. In order to emphasize the

performance gains of NOMA over OMA, the capacity region for both NOMA and OMA

considering single-antenna broadcasting channel is depicted in Fig.2.2.

2.2 Cooperative Non-Orthogonal Multiple Access

With the aid of D2D communication and HD and/or FD technologies, C-NOMA has

been proposed to improve the fairness performance, in which near NOMA UE can act

as a decode-and-forward (DF) relay to enhance the reception reliability at far NOMA

UE [29–32]. C-NOMA can operate in two different modes, i.e., HD relaying mode or FD

relaying mode [32]. This is based on whether a relay node, i.e., near NOMA UE, is able

to simultaneously transmit and receive in the same time/frequency band. Specifically,

the main details for the operation of C-NOMA technique can be explained as follow. In

C-NOMA-enabled cellular networks, the data transmission is executed over two different

phases as depicted in Fig. 2.3. The first phase is the direct transmission (DT) phase

and the second phase is the cooperative transmission (CT) phase that are detailed as

follows [32–35].

• DT phase: In this phase, the BS applies SC on the signals of each NOMA pair. Then,

the superimposed signals are transmitted simultaneously by the BS. Following the

1The signals for other NOMA UEs with higher channel gains than a typical user in the same cluster
produce INUI.
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Figure 2.3: Two-user C-NOMA architecture.

NOMA principle, the strong NOMA UE first performs SIC to decode the signal

of the weak NOMA UE. Second, each strong NOMA UE removes the decoded

signal of weak NOMA UE from its own reception and then decodes its signal from

the resulting reception. Meanwhile, the weak NOMA UE treats the signals of the

strong NOMA UE as a noise.

• CT phase: In this phase, the strong NOMA UE forwards the weak NOMA UE’s

decoded message during the SIC process to this weak NOMA UE through a D2D

channel.

Here, the strong NOMA UE can adopt two different DF relaying modes, either a HD

relaying mode or a FD relaying mode [32–35]. For the case of HD DF relaying mode, the

DF phase and the CT phase occur in two consecutive time-slots. In other words, the DT

phase occurs in the first time-slot and the CT phase is executed in the second time-slot.

However, the existence of the two time-slot transmission mechanism may result in a SE

deterioration due to the pre-log penalty. Hence, in order to further enhance the bandwidth

usage efficiency of the considered cellular network, FD technology has been proposed as a

key promising solution that enables the transmission and the reception of signals within

the same time-frequency resource. Consequently, for the case of FD DF relaying mode, the

two phases occur in the same time-slot in which the DT phase is followed by the CT phase.

Note that, in a general case, because of the imperfect cancellation process or isolation,

FD communication may suffer from residual SI that is modeled as a fading channel [32].

With the development of antenna technologies and signal processing, relaying with FD

communication is feasible [36].

Finally, the rate region has been characterized for the C-NOMA to emphasize the
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gain brought by the cooperation between the near NOMA UE and far NOMA UE in

comparison with NOMA and OMA as shown in Fig 2.4.

2.3 Coordinated Multipoint Transmission

In order to reduce the additional inter-tier interference (interference between small cells

and macro cells) and intra-tier interference (interference between BSs belonging to the

same tier) in dense multi-cell networks, the 3GPP introduced the concept of CoMP trans-

mission. CoMP transmission has been considered as one of the main enabling technologies

for improving cell-edge users’ performance, and hence, enhancing the network coverage

for future mobile networks. With CoMP, cooperating BSs can share the channel-state-

information (CSI) of UEs when scheduling is performed, which makes joint scheduling

possible. Accordingly, three levels of coordination schemes between the BSs are summa-

rized in [37] and are identified by 3GPP for LTE-advanced (LTE-A) dependent on the

scheduling complexity and the required backhaul/fronthaul capacity [38]. An illustration

of the downlink CoMP types is shown in Fig. 2.5.

2.3.1 Coordinated Scheduling/Coordinated Beamforming

In this coordinated scheduling (CS)/coordinated beamforming (CB) transmission scheme,

the beamforming vectors are selected such that the interfering BSs are steered towards

the null space of the CEU who experiences high ICI as shown in Fig. 2.5.(a). Note that,
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timing error differences (prior phase alignment) and a strict synchronization between the

transmission points are required to realize the full potential gains of this scheme, which

limits its applicability [37,39,40]. On the other hand, in NCJT scheme, the transmission

points cooperate by jointly transmitting the same data to a given UE without a prior

phase mismatch alignment or a strict synchronization, and hence, it is a more practical

transmission scheme in comparison with the CJT [41–45]. It is worth mentioning that, in

this thesis, we apply the NCJT CoMP. As a result, no synchronization is required at the

transmission nodes. Note that, in NCJT scheme, the UEs date is only required at each

coordinated BS.

2.4 Cloud Radio Access Networks

As mentioned earlier, to reduce the effect of the severe ICI in dense cellular networks,

CoMP transmission is adopted as a promising solution for interference mitigation [46]. In

the literature, CoMP transmission is reported to achieve significant performance gains in

terms of per-cell throughput and coverage probability through the effective mitigation of

the ICI in heterogeneous network (HetNet) [47]. However, the coordination between all

BSs in the network is a very complex problem [37]. This leads to a practical difficulty

in applying CoMP transmission on distributed radio access networks. In addition, this

problem is further complicated when the network gets denser. Consequently, to overcome

this challenge, the BSs should form a kind of centralized radio access network [48].

Recently, cloud computing has been considered as a popular computing paradigm for

improving both energy and spectral efficiencies [49]. Cloud computing has been inte-

grated with the radio access network to provide a large cooperative gain [50]. Due to this

integration, a new cellular architecture, named C-RAN is developed [51, 52]. In C-RAN,

the radio frequency (RF) function is separated from the baseband processing in which the

RF is implemented at the remote radio head (RRH). Meanwhile, the baseband processing

units (BBUs) are aggregated and placed in a central location called BBU pool and con-

nected with the densely deployed RRHs via fronthaul links as illustrated in Fig. 2.6. An

C-RAN architecture facilitates the cross-cell cooperation and enhances the spectrum and

energy efficiencies by densely deploying SRRHs which are empowered by cloud computing

to cooperatively support users. Owing to the centralized processing nature of C-RAN,

CoMP transmission can be easily applied in this architecture and the CEU’s performance
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Chapter 3

Performance Analysis of CoMP-Assisted

NOMA/C-NOMA Networks

3.1 Introduction

In order to mitigate the severe effect of the ICI, further enhance the system SE, and

support high downlink (DL) data rate requirements for the new emerging B5G applica-

tions, the integration of CoMP and NOMA/C-NOMA is expected to be utilized as one

of the promising access technique in the physical layer of the downlink H-CRAN [66].

By combining NOMA/C-NOMA with CoMP transmission in H-CRAN, not only the per-

formance of CoMP transmission will be further enhanced, but also a better SE can be

achieved especially for far NOMA users [67,68]. We refer to the application of NOMA/C-

NOMA technique in CoMP networks as CoMP NOMA/CoMP C-NOMA network. In

such a model, CoMP NOMA/CoMP C-NOMA allows multiple BSs/RRHs to serve the

weak UEs in NOMA pairs at the same time using the same radio resource to enhance their

performance by leveraging the data sharing among cooperating RRHs. Note that, in this

thesis, we exploit the concept of “Location-aware” CoMP. In this transmission scheme,

the BSs/RRHs and UEs’ locations are deemed to decide which UEs should trigger and

operate in CoMP and which UEs are served by one RRH/BS.

3.2 State of The Art

Here, we briefly review the works that have been done to analyze and study the perfor-

mance of DL NOMA/C-NOMA in single-/multi-cell cellular networks.

Specifically, we first discuss the works that evaluate NOMA/C-NOMA performance

using tools from stochastic geometry in a single-cell cellular network. An analytical frame-

work to evaluate the performance of a NOMA-enabled wireless network in both DL and
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uplink (UL) is evaluated in [69]. The Poisson Point Process (PPP) is used to model the

locations of both BSs and UEs on a 2-D plane. A network model is considered in [70],

where Poisson distributed BSs transmit to N NOMA UEs. The main weakness is that

the authors define the largest disk that can fit inside the Voronoi cell and the UEs outside

this disk are not considered during their analysis because of having weaker channels in

which the authors suggested that these CEUs can be served by OMA technique. A hybrid

massive multiple-input multiple-output (mMIMO) aided macro-cells and heterogeneous

networks framework with NOMA-enhanced small-cells is investigated in [26]. To do so,

analytical expressions of the NOMA-enhanced small-cell networks in terms of SE are de-

rived. Regarding the mMIMO-enabled macro-cells, a tractable analytical lower bound for

macro UEs is derived. However, the authors in [26] consider an OMA transmission at the

macro BS to reduce the effect of inter-tier interference. A performance analysis framework

for the cell association in NOMA-based fog radio access network (F-RAN) is developed.

Using stochastic geometry tools, closed-form analytical results are derived in [71]. Then,

two cell-association algorithms based on reinforcement learning and evolutionary game,

respectively, are presented.

The outage probability and the diversity order achieved by the C-NOMA scheme are

analyzed in [29]. In addition, the authors utilize local short-range communication tech-

niques to deliver the data from the strong NOMA UEs to the weak NOMA UEs. An FD

D2D-aided C-NOMA scheme to enhance the transmission reliability of the weak NOMA

UEs is studied in [30], in which the weak NOMA UE is assisted by the strong NOMA UE

that is empowered by FD D2D communications. Then, the outage performance is derived,

and a hybrid C-NOMA/OMA is proposed for further enhancing the outage performance.

The authors in [72] derive the outage probability and the ergodic sum rate expressions

when a pair of near UEs adopt a successive relay scheme to assist a far UE using HD

relaying mode. In [72], a two-stage relay selection scheme, in a system model consisting of

one BS, two UEs, and a set of relay nodes, is developed to satisfy the required QoS of both

near and far NOMA UEs; further, a closed-form expression for the outage probability is

derived. In [73], a relay-aided C-NOMA network consisting of one BS and two UEs that

communicate via one relay node selected from a group of FD amplify-and-forward (AF)

relays is studied. The outage probability at each UE is derived considering imperfect

SIC at the strong UE. Note that, all aforementioned works (see [26,29,30,69–74] and the
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citations therein) studied the performance of NOMA/C-NOMA under a single-cell set-up.

In the following, we discuss the works that evaluate the NOMA performance using

tools from the stochastic geometry in a multi-cell scenario. In such a scenario, the ICI

inevitably degrades the performance of the CEUs, i.e., far NOMA users, which may lead

to low received SINR [68, 70]. This is because the far NOMA users, which are considered

in reality CEUs, always have worse channel conditions. Moreover, the effect of ICI on

the far NOMA users’ performance is even more exacerbated in the case of high-density

BSs/RRHs [68]. As a result, to resolve the above challenge, NOMA should be combined

with the 3GPP interference mitigation techniques such as CoMP transmission to attain

higher spectral efficiency, especially for the far NOMA users [67, 68, 70]. Recently, more

attention is directed toward studying the application of CoMP in NOMA-based multi-cell

downlink transmissions [67, 68, 75].

In [76], Alamouti code is applied for joint DL transmission to a CEU under a CoMP

transmission of two BSs. An opportunistic NOMA scheme in a CoMP system is considered

in [75], which is outperformed the conventional CoMP in terms of network capacity. The

users may associate with one or multiple BSs based on their channel gains [75]. In [66],

the outage probability is discussed in DL of the two-user NOMA C-RAN framework,

where stochastic geometry is used for modeling the locations of both NOMA users and

BSs. The authors assume that all the RRHs are cooperated to serve these NOMA users.

The authors in [77] develop a PA scheme for maximizing the EE in DL NOMA networks.

They analyze three transmission schemes which are: 1) The BSs coordinated to jointly

serve all the users, 2) The CEUs are only served by the coordinated BSs, 3) All the users

operate in a single association mode. It is worth mentioning that all the aforementioned

works on CoMP NOMA studied the system performance considering homogeneous cellular

networks [66, 75–77]. However, these studies cannot be projected to evaluate the system

performance in HetNet. This is because the effect of the severe inter-tier interference

from the high-power BSs/RRHs on the low-power small cells will negatively impact the

performance of the network.

On the other hand, the application of CoMP in NOMA-based HetNet is studied in

[67], [78]. A power optimization problem for CoMP NOMA sum-rate maximization is

formulated in [67] among the CoMP BSs considering the data rate constraint for each user

and the SIC constraint. The authors in [67] demonstrate the gain in the network SE due to
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the CoMP NOMA framework in comparison with the conventional CoMP OMA system.

Note that, the performance provided in [67] is a simulation-based study that does not

include any tractable and/or theoretical analysis. Thus, the system performance analysis

is conducted through extensive time-consuming simulations [79–83]. This situation is

even more exacerbated in the case of heterogeneous and high-density RRH [81], [82]. In

addition, the authors in [67] consider a static network set-up for locations of users and BSs.

However, in B5G cellular networks, spatial and topological randomness is a main feature

of the BSs, especially for the case of small cells [79–83]. Motivated by this, modeling the

heterogeneous RRH by PPP provides a tractable and effective method to evaluate the

performance of B5G cellular network using the stochastic geometry theory. Therefore, an

approach based on stochastic geometry analysis is required to govern network performance

and offer insightful design guidelines.

Meanwhile, in [78], the DL throughput performance in coordinated JT-NOMA-enabled

HetNet is investigated by utilizing tools from stochastic geometry. In JT-NOMA, only the

void BSs (The BSs that do not serve any users) are coordinated to improve the farthest

NOMA user in a K users NOMA-cell. Note that, the authors study the performance of

JT-NOMA assuming dense heterogeneous networks in which the small BSs are deployed

with high intensity that may not be smaller than the intensity of the users. Therefore,

this study is not applicable for a network with the intensity of the BSs less than the

intensity of the users. Furthermore, the authors in [78] show that when the density of

UEs increases compared to the density of the BSs, the performance of the JT-NOMA

scheme is similar to traditional NOMA. In addition, operating all the BSs in a dense

network will harm the performance of the system in terms of the network EE [84], [85].

As a result, the performance analysis in terms of the average achievable data rate for

CoMP NOMA in a multi-cell network should be carefully addressed. In order to design

an energy-efficient network, the RRHs selected to help the ICI-prone users should also

serve Non-CoMP-UEs, i.e., CCUs, simultaneously using NOMA transmission.

Based on the above, the main limitations and research gaps can be summarized in two

points as follows.

1. To the best of our knowledge, the concept of integrating location-aware CoMP

transmission with NOMA network using tools from stochastic geometry has not

been investigated in the literature.
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2. To the best of our knowledge, the performance of combining CoMP transmission in

a multi-cell C-NOMA system still remains unexplored. This motivates us to study

the CEU’s performance in terms of both the outage performance and the ergodic

rate in joint CoMP C-NOMA cellular systems.

3.3 Contributions

First, our contribution towards tackling the first limitation is to investigate the application

of CoMP in the DL transmission of NOMA-based H-CRAN to enhance NSE. In doing

so, we consider a system model composed of densely deployed low-power SRRHs which

are underlaid by low-density high-power MRRHs. The ICI (intra-tier interference and

inter-tier interference) is explicitly modeled. The stochastic geometry approach is applied

to model the deployment of both UEs and RRHs on a 2-D plane and to evaluate the

overall system performance in terms of the SE. Specifically, we use PPP to model the

locations of both UEs and RRHs. Against the above background, our main contributions

are listed as follows,

• We investigate the amalgamation between location-aware CoMP and NOMA in the

DL transmission of H-CRAN architecture by prioritizing the UEs that are vulner-

able to the ICI to trigger CoMP. In doing so, we divide the users into two classes,

namely, Non-CoMP-UEs, i.e., CCUs, and CoMP-UEs, i.e., CEUs.1 Under the con-

sidered NOMA enhanced CoMP H-CRAN, we allow each CoMP-UE to receive two

transmissions from the coordinating RRHs and construct a NOMA cluster with a

Non-CoMP-UE from each coordinating RRH.

• We use tools from stochastic geometry to evaluate the performance of CoMP NOMA-

based H-CRAN in terms of the average achievable data rate for each UE in each

NOMA group and the network SE. However, two challenges are raised in this case.

The first challenge is caused by the combination between the CoMP and NOMA, the

expression of the corresponding SINR at the CEU is different from those of the tra-

ditional CoMP OMA scheme. The second challenge is how to consider the impact of

the locations of the RRHs and the users on the performance of the proposed CoMP

1Throughout the rest of this thesis, the terms “cell-edge UEs” and “CoMP-UEs” will be used inter-
changeably. In addition, “cell-center UEs” and “Non-CoMP-UEs” will be used interchangeably.
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NOMA-based H-CRAN. These two challenges are settled using some mathematical

manipulations and rigorous derivations.

• We compare the performance of the proposed scheme with the traditional CoMP

OMA scheme. Then, we analyze the performance of the two schemes under various

system parameters by varying the RRH densities, cooperation threshold coefficients,

operating carrier frequencies, PA coefficient allocated to Non-CoMP-UEs, and SIC

decoding error percentage. Then, we highlight the main insights and show the

impact of these parameters on the system behavior.

• We validate all the analytical results with Monte-Carlo simulation. Our results

show that the proposed CoMP NOMA-enabled H-CRAN outperforms the tradi-

tional CoMP OMA in terms of the average achievable data rate and the network SE

for different system parameter settings. In addition, we define the PA coefficients

for the Non-CoMP-UE to improve fairness performance between the CoMP-UE and

Non-CoMP-UE without jeopardizing the performance of the Non-CoMP-UE.

Second, our contribution towards tackling the second limitation is to evaluate the

performance of integrating CoMP with C-NOMA network. Specifically, in this part, we

consider a system model consisting of two adjacent cells, each equipped with one BS, and

three UEs. Two types of users, namely, CoMP-UEs and Non-CoMP-UEs are considered.

A Non-CoMP-UE is only served by the nearest BS. On the other hand, in this CoMP

C-NOMA cellular network, a CoMP-UE is not only served by the two BSs using CoMP

but also receives information from the near UE of each NOMA pair. Thus, each Non-

CoMP-UE belongs to one NOMA pair, whereas the CoMP-UE belongs to two NOMA

pairs. The main contributions of the second part can be summarized as follows.

• We investigate the integration between the CoMP transmission and C-NOMA tech-

nique for enhancing the performance of a CEU.

• We derive a closed-form expression for the outage probability of the CEU along with

an analytical expression for its ergodic rate.

• The derived expressions are validated through Monte-Carlo simulations, where the

superiority of the proposed framework compared with other multiple access schemes
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proposed in the literature, i.e CoMP-assisted HD C-NOMA, CoMP NOMA, and

CoMP OMA, is demonstrated.

The rest of this chapter can be organized as follows. To address the two main research

gaps introduced above, we divide this chapter into two main parts, which is mapped to

sections 3.4 and 3.5, respectively. The first part, which addresses the first research limi-

tation, can be organized as follows. The NOMA-enhanced CoMP H-CRAN architecture,

the association model, NOMA pairing scheme, as well as the signal model for the users

are introduced in Section 3.4.1. In Section 3.4.2, the association probabilities expressions,

the distance(s) distribution(s) for UE to the serving RRH(s), and the Laplace transform

(LT) of the interference are discussed. In section 3.4.3, the average achievable data rates

for the CoMP-UE and Non-CoMP-UE in the NOMA group as well as the average ergodic

rate are obtained. Finally, the numerical results are discussed in Section 3.4.4. On the

other hand, the second part of the Chapter can be summarized as follows. The network

model, the signal model, the SINR, and the data rate analysis are presented in Section

3.5.1. In Section 3.5.2, we derive the outage probability as well as the ergodic rate for the

CEU. Then, the numerical results for that model are discussed in Section 3.5.3. Finally,

we conclude the Chapter.

3.4 Performance Analysis of CoMP NOMA Networks

3.4.1 System Model

In this section, we first define the two-tier H-CRAN model. Then, the categorization

of the users into CoMP-UE and Non-CoMP-UE as well as the user pairing policy are

described. Finally, we characterize the SINR for CoMP NOMA-based H-CRAN.

3.4.1.1 Network Model

We consider a DL H-CRAN consisting of two tiers of RRHs distinguished by their RRH

densities, transmit powers, and path-loss exponents as shown in Fig. 3.1. The RRHs in

the k-th tier (k ∈ {m, s} where m refers to the MRRH tier and s refers to the SRRH tier)

are modeled as independent PPP Φk with intensity λk, transmit power Pk, and path-loss

exponent αk. Different MRRHs and SRRHs can utilize the same radio channels in which

a co-channel deployment scenario is assumed, i.e., full-frequency reuse [26, 47, 69, 81]. In
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of the RRH belonging to the k-th tier that provides the maximum average received signal

strength (RSS) at this point. This can be described as follows.

yk = argmax
y∈Φk

{
K0Pk

∥y − z∥αk

}

, (3.1)

where ∥.∥ denotes the Euclidean norm. Similar to [92], we utilize different path-loss ex-

ponents to consider the different propagation characteristics due to the selected carrier

frequency. It is empirically observed that the path-loss exponent αk is generally ap-

proximated as a constant between 2 to 5 that depends on the carrier frequency and the

propagation environment [93].

3.4.1.2 Classification of Users Into Non-CoMP- And CoMP-UEs

Here, we define the criteria of users’ classification into Non-CoMP-UEs and CoMP-UEs.

In the proposed model, a CoMP-UE receives its useful signal from two RRHs where the

RSS is highest from each and constructs distinct NOMA clusters with Non-CoMP-UEs

served by each of these RRHs as seen in Fig. 3.1.3 Thus, each CoMP-UE is a member

in two NOMA clusters. Note that, the best two RRHs may be the nearest RRH from

each tier or the two nearest SRRHs, which will be discussed later. On the other hand,

a Non-CoMP-UE receives its useful signal only from either the best MRRH or the best

SRRH. Therefore, it is a member of one NOMA cluster. The classification is performed

based on the relation between the useful received signal from the serving-RRH to the

received signal from the dominant interfering RRH.4

Before we proceed, let D1s, D1m, D2s, and, DIn be the distances from a typical user to

the nearest RRH from the second tier, which is denoted as SRRH1, the nearest RRH

from the first tier, which is referred to as MRRH1, the second nearest RRH belongs to the

second tier, which is denoted as SRRH2, and the dominant interfering RRH, respectively.

For the Non-CoMP-UEs, these users are associated with the RRHs that result in the

maximum RSS regardless of the corresponding tier. Meanwhile, for the CoMP-UE, it

should select the best two RRHs that provide the best RSS. We denote by B the serving

3We allow two-RRH instead of k > 2 RRHs to serve each CEU due to the following two reasons.
The first reason is to enhance the network connectivity by offering more available communication links
at the RRHs, which is considered as one of the main requirements in B5G cellular networks by allowing
only two communication links to be allocated for each CEU [94]. Second, increasing the number of
cooperative RRHs can enhance the achievable data rate for the CEUs at the cost of leading to more
fronthaul consumption. However, the practical fronthaul links are often capacity-limited, which will limit
the performance gain [95].

4Serving-RRH is defined as the RRH that provides the maximum RSS.
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RRH(s) of a typical user, which can be expressed as follows.

B ≡







{ym}, if
PmD

−αm
1m

PsD
−αs
1s

≥ θ “MUE”

{ys}, if
PsD

−αs
1s

PInD
−αIn
In

≥ η “SUE”

{ys, ȳs}, if
PsD

−αs
1s

PsD
−αs
2s

< η, PsD
−αs
2s > PmD

−αm
1m “SSUE”

{ym, ys}, if 1
θ
≤ PsD

−αs
1s

PmD
−αm
1m

≤ η, PmD
−αm
1m > PsD

−αs
2s “MSUE”

(3.2)

where ∀k ∈ {m, s}, yk can be given according to (3.1) and ȳs is the second nearest SRRH to

a typical user, which can be also given by (3.1). In addition, θ and η are the cooperation

judging coefficients, in which θ, η > 1. Note that, θ, MRRH cooperation threshold,

controls the cooperation between the RRHs belonging to different tiers. While, η, SRRH

cooperation threshold, is a tunable parameter to decide the cooperation between the best

two SRRHs or SRRH and MRRH for serving a CEU. As a result, in Fig. 3.1, we define

a region around the SRRH in which a UE is served by CoMP transmission, which is

controlled by θ and η. To elaborate, if the condition for a single RRH association (case

1 and case 2) is not achieved, the serving RRH should cooperate with the dominant

interfering RRH to serve that user, i.e., CoMP-UE. If the serving RRH is SRRH1 and

the interference received from SRRH2 is larger than the interference power from the

MRRH1, SRRH1 and SRRH2 decide to cooperate to serve that user. However, either the

interference resulting from the MRRH1 is greater than the SRRH2 or the MRRH is the

serving RRH, the cooperation occurs between the MRRH1 and SRRH1. We define the

CoMP set as the set of RRHs that serves the CoMP-UE. For the third case in (3.2), the

CoMP set is {SRRH1 and SRRH2}; meanwhile for the last case is {MRRH1 and SRRH1}.
As a conclusion, from (3.2), it is clear that the users are split into four disjoint groups:

Non-CoMP MRRH user (MUE), Non-CoMP SRRH user (SUE), CoMP user associated

with the nearest RRH from each tier (MSUE), and CoMP user associated with the two

nearest SRRHs (SSUE) as shown in Fig. 3.1.

Note that this user-type classification can be done in practical and real cellular systems

as follows. Each UE first associates with the RRH that provides the maximum RSS,

which represents the conventional association scheme in Long Term Evolution (LTE)

cellular networks [67, 96]. After that, each UE will decode the reference signal from the

serving RRH and the dominant interfering RRH, i.e., the two RRHs that provide the
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two highest RSS. Then, each UE reports these estimated RSS measures to the serving

RRH [67]. If the measured RSS values are less distinctive (according to the adopted

values of the RRH cooperation thresholds, i.e., θ and η), this UE will be served by

the two RRHs and is considered as a CEU. Otherwise, if the user is experiencing good

channel conditions from the serving RRH compared to the interfering RRH, i.e., the

ratio between RSS measures from the serving RRH and the dominant interfering RRH

is higher than the adopted cooperation threshold, then this UE is considered as a CCU.

Thanks to the powerful computational processing resources available at the BBU pool,

these measurements reported by the users can be processed in an efficient and low-latency

way [55,97].

In a NOMA network, user pairing plays an important role in the performance of the

system. In the proposed system model, the CoMP-UE is a CEU with respect to its

serving RRH and experiences less distinctive received power from the serving RRH and

the coordinating RRH (The dominant interfering RRH). On the contrary, the Non-CoMP-

UE is a CCU and has a good received SINR from the serving RRH. Consequently, the

Non-CoMP-UE has a good channel gain and is considered as the strong user or the near

user. Meanwhile, the CoMP-UE has low channel gain and is deemed as the weak user or

the far user in our model. Therefore, we assume that the SIC process is occurring at the

near user (Non-CoMP-UE), and therefore, it can cancel the INUI from the CoMP-UEs

before decoding their own signals [67], [68], [26]. However, each CoMP-UE cannot cancel

INUI from the associated Non-CoMP-UE and treat it as a noise. Based on that, the four

kinds of users construct two different NOMA groups. As shown in Fig. 3.1, for the first

NOMA group, one SSUE is considered along with one SUE from each RRH that serves

the CoMP-UE. Meanwhile, for the other NOMA group, one MSUE is considered while

one MUE and one SUE are considered from each cell that serves this MSUE.

Specifically, we consider a two-user NOMA group configuration where one CoMP-UE

and one Non-CoMP-UE are clustered into one group. However, since multiple UEs may be

admitted by each RRH, a promising technique to support the admitted UEs is to construct

a hybrid MA technique, in which the NOMA technique is combined with traditional

orthogonal MA techniques (i.e., FDMA, TDMA, etc) [68], [69], [98]. In particular, in our

proposed model, we have two categories of UEs, namely, CoMP-UEs and Non-CoMP-

UEs. Each member belonging to the first category is grouped with one member from
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the second category to construct multiple groups, where the NOMA technique is applied

within each group. Meanwhile, different NOMA groups are served through orthogonal

radio resources in order to cancel the intra-cell interference [68], [69], [98].

3.4.1.3 DL NOMA Signal-to-Interference-Plus-Noise-Ratio Model

We define the PA coefficients allocated to the near user and the far user from the serving

RRH j that belongs to k-th tier as ank,j and a
f
k,j, ∀k ∈ {m, s}, respectively, for which we

have ank,j+a
f
k,j = 1 and afk,j > ank,j [69]. Note that, throughout the analysis, we denote the

near user and the far user in each NOMA cluster as n and f , respectively. In addition, in

the first NOMA group, for CoMP-UE, the serving SRRH provides a useful signal which

is always greater than the coordinated RRH (the RRH that provides the second largest

RSS at the user). This means that the CoMP-UE’s performance is more sensitive to the

PA parameters from the serving RRH than the coordinated RRH. As a result, we define

a different PA factor for the near user and far user attached to the coordinated RRH as

bnk,j and b
f
k,j, respectively. Furthermore, for the second NOMA group, anm,j represents the

PA coefficient assigned to the near user from the MRRH, and bns,j denotes the fraction of

power assigned to the near user from the SRRH. In the considered model, the received

interference at a user consists of three components, namely the INUI, the interference from

all the MRRHs except the serving MRRH1, and the interference coming from all the other

SRRHs except the serving SRRH(s). It is worth mentioning that the Non-CoMP-UE has

a good channel condition; hence it can cancel the INUI from the CoMP-UE in the same

NOMA group [68]. However, SIC decoding at the Non-CoMP-UE may not be successful

due to some practical limitations. Consequently, the imperfect SIC process leads to an

error that propagates to the next level of decoding when the Non-CoMP-UE decodes its

own message [69]. This is called the SIC error propagation, which will be considered in

our analysis. In the following, we define first the SINR for each NOMA group.

1) For the first NOMA group: Considering the imperfect SIC process during the

decoding process of the message of the CoMP-UE, the SINR for the Non-CoMP-UE in the

jth SRRH is expressed as

γs
NC=

cns,jPshj,0∥ds,j∥−αs

µ cfs,jPshj,0∥ds,j∥−αs + Ims + Iss + σ̂2
, (3.3)

where σ̂2 = σ2/K0 in which σ2 is the additive white Gaussian noise (AWGN) power,

ds,j and hj,0 denote the distance and the small-scale fading between the user and RRH
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j belonging to the second tier, respectively. Moreover, cns,j is equal to ans,j or bns,j ac-

cording to if the SRRH is the serving RRH or the coordinating RRH, respectively.

Ims = Pm
∑

i∈Φm
gi,0∥dm,i∥−αm and Iss = Ps

∑

i∈Φs\B
gi,0∥ds,i∥−αs represent the inter-

ference from all the MRRHs and the SRRHs except the serving RRH B, respectively.
µ ∈ [0, 1] is the portion of the NOMA interference due to the imperfect SIC decoding [69],

where µ = 0 means that the SIC is perfect, whereas µ = 1 means that the Non-CoMP-

UE completely fails in decoding the CoMP-UE message. On the other hand, the CoMP

user (SSUE) can decode its signal directly by considering the signals coming from the

Non-CoMP-UEs at both the serving RRH and the coordinated RRH as a noise. Thus,

the SINR at that user can be defined as follows [44],

γs
C=

∑

j∈B c
f
s,jPshj,0∥ds,j∥−αs

Īm + Īs +
∑

j∈B c
n
s,jPsgj,0∥ds,j∥−αs + σ̂2

, (3.4)

where cfs,j
△
= afs,j for the SRRH ys and c

f
s,j

△
= bfs,j for the SRRH ȳs, and Īm = Pm

∑

i∈Φm

gi,0∥dm,i∥−αm and Īs = Ps
∑

i∈Φs\B
gi,0∥ds,i∥−αs .

2) For the second NOMA group: Similar to the first group, the SINR for the Non-

CoMP-UE attached to the MRRH1 is

γm
NC=

anm,jPmhj,0∥dm,j∥−αm

µ afm,jPmhj,0∥dm,j∥−αm + Imm + Ism + σ̂2
, (3.5)

where Imm = Pm
∑

i∈Φm\B gi,0∥dm,i∥−αm and Ism = Ps
∑

i∈Φs
gi,0∥ds,i∥−αs . Moreover, the

SINR for MSUE can be written as follows [44],

γms
C=

∑

k∈{m,s}

∑

j∈B c
f
k,jPkhj,0∥dk,j∥−αk

Ĩm + Ĩs +
∑

k∈{m,s}

∑

j∈B c
n
k,jPkgj,0∥dk,j∥−αk + σ̂2

, (3.6)

where cfm,j and c
f
s,j are equal to afm,j and b

f
s,j for the MRRH and the SRRH, respectively.

Ĩm = Pm
∑

i∈Φm\ym
gi,0∥dm,i∥−αm and Ĩs = Ps

∑

i∈Φs\ys
gi,0∥ds,i∥−αs . Finally, the SINR for

the Non-CoMP-UE served by the SRRH can be calculated as in (3.3).

3.4.2 Association Model, Distance Model, and Laplace trans-

form of The Interference

In this section, we derive the association probabilities for the four kinds of users. Then,

the probability density function (PDF) of the distance(s) between the serving RRH(s)

and a typical user is derived. Finally, the LT of the ICI at each user type is defined.
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3.4.2.1 Association Model

As described in Section II-B, the users are classified into four disjoint groups. Two groups

associated with only one RRH, i.e., MRRH-associated UEs and SRRH-associated UEs.

While, the other two groups, CoMP-UEs, are the MSUEs and SSUEs. Let Qm,Qs,Qms,

andQss denote the association probabilities that a typical user associates with the MRRH,

the SRRH, the nearest RRH from each tier, and the best two SRRHs, respectively. For

simplicity, we denote Pij =
Pi

Pj
, αij =

αi

αj
, and ζi =

2
αi

in the following parts of the work.

Lemma 3.1. The cell association probabilities that a typical user associates with the

MRRH1, SRRH1, SRRH1 and SRRH2, and MRRH1 and SRRH1 are respectively given by

(3.7)-(3.10).

Qm =2πλm

∫

R+

r exp
[

−π
(

λmr
2+λs (θPsm)

ζs r2αms

)]

dr, (3.7)

Qs =
2πλs
ηζs

∫

R+

r exp
[

−π
(

λsη
ζsr2 + λm (ηPms)

ζm r2αsm

)]

dr, (3.8)

Qss =2(πλs)
2

(

1− 1

ηζs

)∫

R+

r3exp
[

−π
[

λm (Pms)
ζm r2αsm + λsr

2
]]

dr, (3.9)

Qms =1−Qm −Qs −Qss. (3.10)

Proof. See appendix A1. ■

It can be observed that the judging cooperation thresholds, i.e., η and θ, affect the

association probabilities. Increasing the judging cooperation thresholds reduces the single-

RRH association probability (Qm and Qs), which reflects on increasing the probability

that a typical user triggers CoMP mode.

3.4.2.2 Distance Model

Here, we derive the PDFs for the distance(s) between a typical user and its serving RRH(s)

in the predefined four different cases. We define fU(u) as the PDF of the distance between

the MUE and its serving MRRH, fV (v) as the PDF of the distance between the SUE and

its serving SRRH, fU,V (u, v) as the joint PDF of the distances between MSUE and its two

strongest RRHs, i.e., the nearest RRH from each tier, and fV,W (v, w) is the joint PDF

between SSUE and the two nearest SRRHs, which receives the strongest power from each.
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Lemma 3.2. The PDF of the distance(s) between a typical user and its connected RRH(s)

are respectively given by (3.11)-(3.14).

fU(u) =
2πλmu

Qm

exp
[

−π
[

λmu
2 + λs (θPsm)

ζs u2αms

]]

, (3.11)

fV (v) =
2πλsv

Qs

exp
[

−π
(

λs(η)
ζsv2 + λm (ηPms)

ζm v2αsm

)]

, (3.12)

fU,V (u, v) =







(2π)2λmλsuv
Qms

exp [−π [λmu2 + λsv
2]] , (u, v) ∈ ∆1,

(2π)2λmλsuv
Qms

exp
[
−π
[
λs(Psm)

ζsu2αms + λmu
2
]]
, (u, v) ∈ ∆2,

(3.13)

fV,W (v, w) =
(2πλs)

2vw

Qss

exp
[
−π
[
λsw

2 + λm(Pms)
ζmw2αsm

]]
, (v, w) ∈ Θ, (3.14)

where

∆1 = {(u, v) : u ≥ 0 and (Psm)
1
αs uαms ≤ v ≤ (θPsm)

1
αs uαms}, (3.15)

∆2 = {(u, v) : u ≥ 0 and

(
Psm
η

) 1
αs

uαms ≤ v ≤ (Psm)
1
αs uαms}, (3.16)

Θ = {(v, w) : w ≥ 0 and

(
1

η

) 1
αs

w ≤ v ≤ w}. (3.17)

Proof. Proof : The proof is given in appendix A2. ■

It can be observed that the joint PDF for the distances between a typical user and

the nearest RRH from each tier has two different expressions as indicated in (3.13) based

on the value of u and v. This is because in the first region ∆1 regardless of the distance

to the second nearest SRRH a typical user associates with the MRRH1 and SRRH1. This

is because the serving RRH is the MRRH. As a result, cooperation must be triggered

between the MRRH1 and SRRH1. Meanwhile, for (u, v) ∈ ∆2, in this case, the serving

RRH is the SRRH and the coordinated RRH is the MRRH. As long as the distance from

the MRRH to a typical user is bounded by region ∆2, the SRRH1 is the serving RRH

and the MRRH1 is the coordinated RRH. This is because the received signal from the

MRRH1 is greater than the received power from the SRRH2.

3.4.2.3 Laplace Transform of The Interference

Here, we analyze the LT of the ICI for the predefined four kinds of users. We denote

Itot = Im + Is as the overall interference to a typical user from the two tiers. Note that,

the LT of Itot is LItot(s) = LIm(s)LIs(s). Before calculating the average achievable data

rate for each defined user type, the LT for the different inter-tier interference and intra-tier

interference in the different association modes need to be evaluated. We first evaluate the

LT of the interference at the Non-CoMP-UE in the following Lemma.
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Lemma 3.3. The LT of the interference from the SRRHs and MRRHs to the Non-CoMP-

UE (SUE and MUE) can be expressed as

LIij(s)=exp

[

−πλi(sPi)ζiZ
((

φij
sPj

)ζi

ϑ
2αji

j , αi

)]

, (3.18)

where

φij=







1, i = m and j = m,

θ, i = s and j = m,

η, otherwise,

ϑj=







u, j = m,

v, j = s,
Z(ψ, α)=

∫ ∞

ψ

1

1 + u
α
2

du. (3.19)

Proof. See appendix A3. ■

Lemma 3.4. The LT of the interference from the SRRHs and MRRHs to the CoMP-UE

associated with the two nearest SRRHs (SSUE) can be expressed as

LĪk =exp

[

−πλk(sPk)ζkZ
((

1

sPs

)ζk

w2αsk , αk

)]

. (3.20)

Proof. See appendix A4. ■

Lemma 3.5. The LT of the interference from the SRRHs and MRRHs to the CoMP-UE

associated with the best RRH from each tier depends on which RRH (MRRH or SRRH)

is the serving RRH. If the MRRH is the serving RRH and the SRRH is the coordinated

RRH, the LT for the interference can be expressed as

LĨk(s)=exp

[

−πλk(sPk)ζkZ
((

1

sPk

)ζk

ϑ2
k, αk

)]

. (3.21)

If the SRRH is the serving RRH and the MRRH is the coordinated RRH, the LT of

the interference is expressed as follows

LĨm(s)=LĨk(s)
∣
∣
k=m

LĨs(s)=exp

[

−πλs(sPs)ζsZ
((

1

sPm

)ζs

u2αms , αs

)]

. (3.22)

Proof. See appendix A5. ■

3.4.3 Performance Analysis

In this section, we focus on analyzing the system’s performance. In order to evaluate

the performance of the proposed CoMP transmission for the NOMA-based H-CRAN

framework, we calculate the average achievable rate for each NOMA user. Then, we

evaluate the average ergodic rate for the proposed framework.
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3.4.3.1 Average Achievable Rate for Non-CoMP- And CoMP-UEs

In this subsection, we find an expression for the average achievable rate for each user

(Non-CoMP user and CoMP user) in the two different NOMA groups which represents

the user’s spectral efficiency. Note that, if the CoMP user can decode its message, the

Non-CoMP user can definitely decode the CoMP user’s message [68], [26], [69], [99]. This

is because the Non-CoMP user has a better channel condition than the CoMP user [68].

According to [26], [69], we define the average achievable data rate at a typical user when

served by RRH(s) for the proposed scheme as

Rs
△
= Ev

[
EγNC

s

[
log(1 + γNC

s (v)
]]
, (3.23)

Rss
△
= Ev,w

[
EγCs

[
log(1 + γCs (v, w)

]]
, (3.24)

Rm
△
= Eu

[
EγNC

m

[
log(1 + γNC

m (u)
]]
, (3.25)

Rms
△
= Eu,v

[
EγCms

[
log(1 + γCms(u, v)

]]
, (3.26)

where E[.] is the statistical average operator. This ergodic rate can measure the long-term

achievable data rate averaged over all channels and interference. The average achievable

data rate is calculated by considering a typical user at a given distance(s) from its serving

RRH(s).5 Then, this rate is averaged over these distance(s). In the following theorems,

the expressions for the average achievable rate of the two paired UEs in each NOMA

group can be obtained.

Theorem 3.1. The average achievable data rate of the Non-CoMP-UE and the CoMP-UE

for the first NOMA group are, respectively, given by

Rs =

∫

R+

∫

R+

[

Ψ(cns,j + µ cfs,j)−Ψ(µ cfs,j)
]

fV (v)dvdt, (3.27)

Rss =

∫

R+

∫

r1s

∫

r2s

[
Φ(Ps, Ps)− Φ(ans,jPs, b

n
s,j‘Ps)

]
fV,W (r1s, r2s)dr1sdr2sdt, (3.28)

where,

Ψ(ω) =exp

[

−β(ω)v
αs σ̂2

Ps

]
∏

k∈{m,s}

LIsk
(
β(ω)vαs

Ps

)

, (3.29)

Φ(Ω1,Ω2) =
∑

b={1,2}

exp
[

− δ(t)σ̂2

Ωbr
−αs
bs

]

EĪk

[

exp
[

− δ(t)(Īm+Īs)

Ωbr
−αs
bs

]]

∏

j∈{1,2},j ̸=b

(

1− Ωjr
−αs
js

Ωbr
−αs
bs

) , (3.30)

and δ(t) = 2t − 1 and β(ω) = δ(t)
ω
, r1s

△
= v, and r2s

△
= w.

Proof. The average achievable data rate for the Non-CoMP-UE in the first NOMA group

5Note that the average achievable data rate is measured by bits/sec/Hz [26,47,69,90]. According to
the definition in [26,47,69,90], this average achievable data rate is independent of the user intensity λu.
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can be evaluated as follows

Rs = E
[
log2

[
1 + γNC

s (v)
]]

= E

[

log2

[

1 +
cns,jPshj,0∥ds,j∥−αs

µ cfs,jPshj,0∥ds,j∥−αs + Ims + Iss + σ̂2

]]

(a)
= E

[

log2

[

1 +
(cns,j + µ cfs,j)Pshj,0v

−αs

Ims + Iss + σ̂2

]]

︸ ︷︷ ︸

P1

−E

[

log2

[

1 +
µ cfs,jPshj,0v

−αs

Ims + Iss + σ̂2

]]

︸ ︷︷ ︸

P2

,

(3.31)

where (a) obtains after some mathematical manipulations and substituting ∥ds,j∥ = v.

By evaluating P1 and P2, we can calculate the average achievable data rate for the

Non-CoMP-UE. This can be achieved by finding an expression for this term,

Ψ(ω) = E

[

log2

[

1 +
ω cfs,jPshj,0v

−αs

Ims + Iss + σ̂2

]]

,

=

∫

R+

[∫

R+

P

[

log2

(

1 +
ωPshj,0v

−αs

Ims + Iss + σ̂2

)

> t)

]

fV (v)dv

]

dt,

=

∫

R+







∫

R+

P

[
ωPshj,0v

−αs

Ims + Iss + σ̂2
> δ(t)

]

︸ ︷︷ ︸

P3

fV (v)dv






dt, (3.32)

where, P3 can be calculated as

P3 =P

[
Pshj,0v

−αs

Ims + Iss + σ̂2
≥ β(ω)

]

,

=P

[

hj,0 ≥ β(ω)
Ims + Iss + σ̂2

Psv−αs

]

,

(a)
= exp

[

−β(ω)v
αs σ̂2

Ps

]

EIms

[

−β(ω)v
αs

Ps
ims

]

EIss

[

−β(ω)v
αs

Ps
iss

]

,

=exp

[

−β(ω)v
αs σ̂2

Ps

]

LIms

(
β(ω)vαs

Ps

)

LIss
(
β(ω)vαs

Ps

)

, (3.33)

where (a) follows from the fact that h ∼ exp(1) and LIss ,LIms are the LT of the interfer-

ence, which can be calculated through Lemma 3. Then, by plugging (3.18) into (3.33), we

can obtain the average achievable data rate for that user. On the other hand, the aver-

age achievable data rate for the CoMP-UE (This user is associated with the two nearest

SRRHs), which is denoted by Rss, can be calculated as follows,

Rss = E

[

log

(

1 +
afs,jPshj,0v

−αs + bfs,jPshj,0w
−αs

Īm + Īs + ans,jPshj,0v
−αs + bns,jPshj,0w

−αs + σ̂2

)]

. (3.34)

Note that for any x, y, z > 0, we have the following property,

log

(

1 +
x

y + z

)

= log

(

1 +
x+ y

z

)

− log

(

1 +
y

z

)

. (3.35)
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Consider y = ans,jPshj,0v
−αs + bns,jPshj‘,0w

−αs and z = Īm+ Īs+ σ̂
2, (3.34) can be rewritten

as follows,

Rss = E

[

log

(

1 +
Pshj,0v

−αs + Pshj‘,0w
−αs

Īm + Īs + σ̂2

)

−

log

(

1 +
ans,jPshj,0v

−αs + bns,jPshj,0w
−αs

Īm + Īs + σ̂2

)]

. (3.36)

In order to have an expression for the user average achievable rate, we need to first

find an expression for this term,

Φ(Ω1,Ω2) = E

[

log

(

1 +
Ω1hj,0v

−αs + Ω2hj,0w
−αs

Īm + Īs + σ̂2

)]

=

∫

R+

∫

w

∫

v

P

[
Ω1hj,0v

−αs + Ω2hj,0w
−αs

Īm + Īs + σ̂2
≥ δ(t)

]

︸ ︷︷ ︸

P2

fV,W (v, w)dvdwdt, (3.37)

where P2 can be calculated as follows,

P2 =P

[
Ω1hj,0v

−αs + Ω2hj‘,0w
−αs

Īm + Īs + σ̂2
≥ δ(t)

]

,

(a)
=EIk







∑

b={1,2}

exp
[

− δ(t)(Īm+Īs+σ̂2)

Ωbr
−αs
b

]

∏

j∈{1,2},j ̸=b

(

1− Ωjr
−αs
j

Ωbr
−αs
b

)






,

(b)
=
∑

b={1,2}

exp
[

− δ(t)σ̂2

Ωbr
−αs
b

]

EĪk

[

exp
[

− δ(t)(Īm+Īs)

Ωbr
−αs
b

]]

∏

j∈{1,2},j ̸=b

(

1− Ωjr
−αs
j

Ωbr
−αs
b

) , (3.38)

where (a) is obtained from the distribution of the sum of Exponential random variabless

(RVs) [100]. The LT of the interference can be calculated through Lemma 4. Thus,

by substituting (3.20) into (3.38), the average achievable rate for the CoMP-UE can be

obtained. ■

Theorem 3.2. The average achievable data rate for the Non-CoMP-UE (MUE) and the

CoMP-UE (MSUE) for the second NOMA group are respectively given by (3.39)-(3.40),

where r1m
△
= u and r1s

△
= v. In addition, Ψ(.) and Φ(., .) can be obtained from Theorem 1.

Rm =

∫

R+

∫

R+

[

Ψ(cnm,j + µ cfm,j)−Ψ(µ cfm,j)
]

fU(u)dudt, (3.39)

Rms =

∫

R+

∫

r1m

∫

r1s

[
Φ(Pm, Ps)− Φ(anm,jPm, b

n
s,jPs)

]
fU,V (r1m, r1s)dr1sdr1mdt. (3.40)

Proof. Following the same procedures that are given in Theorem 1, we can obtain the

results in Theorem 2. Note that the derivations of the rate expressions for the two different

NOMA groups are dissimilar in two particular points. The first point is the parameters

associated with each tier where the MRRHs and SRRHs are different in the transmit

power, the RRHs density, and the path-loss exponent. The second point is that the

calculation of the aggregated interference generated by all the RRHs except the serving
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Table 3.1: Simulation Parameters

Parameter Symbol Value
MRRH transmit power Pm 46 dBm
SRRH transmit power Ps 30 dBm
MRRH path-loss exponent αm 3.5
SRRH path-loss exponent αs 4
MRRH cooperation coefficient θ 4 dB
SRRH cooperation coefficient η 3 dB
MRRH intensity λm (5002π)−1

SRRH intensity λs 50 ∗ (5002π)−1

Noise power spectral density σ2 -174 dBm/Hz
Monte Carlo simulation trials T 106

RRH(s) and the distance distribution to the serving RRH(s) are different. ■

3.4.3.2 Average Ergodic Rate for The Proposed CoMP NOMA-Based H-

CRAN

In this subsection, we define the average ergodic rate to evaluate the system performance

in terms of the spectral efficiency for the proposed CoMP transmission for NOMA-based

H-CRAN [26,47,81]. This can be expressed as,

R = QmRm +QsRs +QmsRms +QssRss, (3.41)

where Qm,Qs,Qms, and Qss are the association probabilities defined in Lemma 1. Rs and

Rss are the average achievable data rates of the Non-CoMP-UE and CoMP-UE for the

first NOMA group, which are determined using Theorem 1. On the other hand, Rm and

Rms are the average achievable data rates of the Non-CoMP-UE and CoMP-UE belonging

to the second NOMA group calculated in Theorem 2.

3.4.4 Simulation And Discussion Results

In this section, we numerically evaluate the system performance based on both simulations

and analytical models. As comparisons to the proposed CoMP NOMA scheme, CoMP

OMA results from simulations are also obtained. The bandwidth of one resource unit is

normalized to one. For a fair comparison to the proposed NOMA, OMA allocates half

a unit of resource for each of the two users in the NOMA group [69]. For the DL OMA

technique, each RRH transmits with half of its power budget to each user on its owned

resource [69]. The system parameters for the simulations are listed in Table 3.1 [47,81]. For

simplicity, we denote the PA coefficient of NOMA user in each tier as ank,j = ank , b
n
k,j = bnk ,
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(a) (b)

Figure 3.2: Average achievable data rate for the CoMP-UE and Non-CoMP-UE in the different NOMA
group.

and cnk,j = cnk ,. In addition, we assume that the PA coefficient of NOMA users from the

serving RRH and coordinated RRH are equal. Finally, µ is set to be 0, i.e., perfect SIC,

otherwise it will be mentioned.

3.4.4.1 Accuracy of the Analysis

In order to validate our analysis, the average achievable data rate for each user in each

NOMA group is obtained from both the simulation and the analysis. Monte Carlo simu-

lations, which is obtained via Matlab, are used where we consider a simulation area of

10km x 10km. In each Monte-Carlo trial, the RRH locations, user locations, and channel

gains are independently generated. It can be seen that from Fig. 3.2 the analytical re-

sults perfectly match the simulation results, which validates the accuracy of the obtained

analytical results. As a result, from now onwards, the analytical expressions are used to

evaluate the system’s performance. Moreover, it seems that the variations of the two co-

operation thresholds have a significant impact on the performance of the Non-CoMP-UE

than the CoMP-UE. The main purpose of these cooperation thresholds, i.e. η or θ, is to

determine which users associated with a single RRH (SRRH only or MRRH only) should

be offloaded to the CoMP transmission with the two best SRRHs or with the nearest

RRH from each tier. It can also define the coverage area of the RRH. Consequently, when

the cooperation threshold increases, the coverage area of the RRHs gets reduced, and

therefore, more users with poor SINR are offloaded to the CoMP transmission mode and

the users with the best channel gains are operated in single association mode. As a result,
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(a) (b)

Figure 3.3: (a) and (b) compare the SSUE’s and MSUE’s average achievable rate for the proposed CoMP
NOMA and CoMP OMA with varying the value of η and θ, respectively, for different PA setting.

increasing the cooperation thresholds results in shrinking the RRH’s coverage area and

so offloading most of the Non-CoMP-UE with poor SINR to CoMP transmission. This

explains why the improvement for the average achievable data rate for the Non-CoMP-UE

is higher than the one of the CoMP-UE.

3.4.4.2 Average Achievable Data Rate versus Interference Judging Coeffi-

cients

Fig. 3.3(a) depicts the average achievable data rate for the CoMP user (SSUE) in the first

NOMA group versus the SRRH cooperation coefficient, i.e., η, for different PA coefficients

assigned to Non-CoMP user belonging to the same NOMA group. Meanwhile, Fig. 3.3(b)

illustrates the average achievable data rate for the CoMP user (MSUE) in the second

NOMA group versus the MRRH cooperation coefficient, i.e., η, for different PA coefficients

allocated Non-CoMP user in the same group. It can be observed that the performance of

the CoMP NOMA scheme outperforms the performance of the conventional CoMP OMA

when the PA coefficient is properly selected. For instance, in Fig. 3.3(a) when η = 4 dB

and the power control coefficient assigned to the Non-CoMP-UE in the same NOMA group

is reduced from 0.25 to 0.15, the proposed CoMP NOMA can achieve about 8.6% to 34.2%

better than the traditional CoMP OMA. Meanwhile, in Fig. 3.3(b) when θ = 4 dB and

the power control coefficient assigned to the Non-CoMP-UE in the same NOMA group is

reduced from 0.25 to 0.15, the proposed CoMP NOMA can achieve about 11.7% to 39%

better than the traditional CoMP OMA. We also observe that the average achievable
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(a) (b)

Figure 3.4: (a) and (b) compare the SUE’s and MUE’s average achievable rate for the proposed CoMP
NOMA and CoMP OMA with varying the value of the SRRH cooperation threshold η and the MRRH
cooperation threshold θ, respectively, for different PA settings.

rate increases when the interference judging coefficient (η and θ) increases. This behavior

can be explained as follows: higher interference judging coefficient values encourage more

users to trigger CoMP transmission, and hence, improve the useful received signal power

along with reducing the received interference power.

On the other hand, Fig. 3.4(a) and Fig. 3.4(b) describe the average achievable data

rate for the Non-CoMP-UE in both NOMA group versus the interference judging coeffi-

cients (η and θ) for different PA coefficients. It can be seen that the average achievable

rate improves when the interference judging coefficient values increase. This is because

increasing η and θ lead to only the strongest users will be Non-CoMP-UEs, and hence,

Non-CoMP-UEs will achieve high improvement in terms of the average data rate. In ad-

dition, we can see from Fig.3.4(a) and Fig. 3.4(b) that when η = 4 dB (θ = 4dB) and the

PA coefficients allocated to the Non-CoMP-UE increases from 0.2 to 0.3, the proposed

CoMP NOMA technique provides a gain of 10% to 29% for the SUE (a gain of 3.2% to

21.7% for the MUE) over the conventional CoMP OMA scheme, respectively.

3.4.4.3 Achievable data Rate Versus The Power Allocation Coefficient

In this subsection, we show how the average achievable data rate for the CoMP-UE and

Non-CoMP-UE in the first NOMA group changes with increasing the PA coefficient of

the Non-CoMP user. As shown in Fig. 3.5, as the power control coefficient increases,

the performance of the Non-CoMP-UE improves and the performance of the CoMP-UE
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Figure 3.5: Illustrates the performance of the Non-CoMP-UE and the CoMP-UE with varying the PA
coefficient for the near user.

(a) (b)

Figure 3.6: (a) and (b) show the effect of the different interference judging coefficient values from the
MRRH and the SRRH or from the serving SRRH and the coordinated SRRH on the performance of the
CoMP-UE, respectively.

degrades. However, to achieve better performance for the two-user NOMA compared

to the OMA scheme, the PA factor should approximately take values between 0.15 to

0.30. In addition, in order to achieve fairness among the Non-CoMP-UE and CoMP-

UE, we should assign the lower valid value for PA factor, i.e., 0.15, to guarantee that

the Non-CoMP-UE performance does not become lower than its performance when the

OMA scheme is adopted. At the same time, for lower PA factor value, the CoMP-UE

has the best average achievable data rate. For instant, for ans = bns = 0.15, Rss = 1.0589

bits/sec/Hz and Rs = 1.2929 bits/sec/Hz.

In Fig. 3.6(a) and Fig. 3.6(b), we show the effect of the fraction of the PA coefficients
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assigned by the cooperating RRHs on the performance of the CoMP-UE in terms of the

average achievable data rate. In Fig. 3.6a, it can be seen that the fraction of the power

assigned by the SRRH has a better impact on the CoMP-UE (MSUE) than the MRRH for

lower values of θ. This is because for lower values of θ the extend region around the SRRH

is low. Besides, the high density of SRRHs leads to the SRRHs be closer to the UEs than

the MRRH, and hence, provides better performance than the MRRH for lower values of θ.

However, when the value of θ increases, the extended region around the SRRH increases.

Consequently, the probability that the MRRH provides a stronger power than the SRRH

in this region is high. This means that the effect of the PA factor from the MRRH is

more dominant than that from the SRRH. For instance, when θ = 6, the propose NOMA

scheme can achieve about 16.6% than the OMA scheme when anm = 0.2 and bns = 0.3;

meanwhile achieves about 13.5% when anm = 0.3 and bns = 0.2. Fig. 3.6(b) indicates the

effect of the serving SRRH compared to the coordinated SRRHs in the performance of the

SSUE. It can be observed that the coordinated RRH has a closer impact in comparison

with the serving SRRH for lower values of the SRRH cooperation coefficient η on the

performance of the SSUE. This is because lower values of η mean that the extended

region around the serving SRRH is small and hence the coordinated SRRH is near to the

SSUE. For instance, for η = 2, ans = 0.2, and bns = 0.3, the NOMA scheme achieves about

11.4% than the OMA scheme; meanwhile for ans = 0.3 and bns = 0.2, the performance is

9.2% better compared to OMA scheme. However, the effect of the coordinated SRRH on

the performance of the SSUE decreases when the η increases. The reason behind this is

that high values of η lead to an increase in the extended region around the serving SRRH,

which leads to the probability of the SSUE being far from the coordinated SRRH being

high. For instance, for η = 6, ans = 0.2, and bns = 0.3, the NOMA scheme achieves about

10.2% than the OMA scheme; meanwhile for ans = 0.3 and bns = 0.2, the performance is

4.2% better compared to the OMA.

3.4.4.4 Spectral Efficiency

Fig. 3.7.(a) plots the SE of the proposed CoMP NOMA and the traditional CoMP OMA

techniques versus the ratio between the densities of the SRRHs and the MRRHs, i.e.,

λs/λm, for different PA coefficients allocated to the near user (Non-CoMP-UE), i.e. cnk .

We can observe that, with appropriate power control, the system performance of the
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Figure 3.7: (a), (b), and (c) illustrates the average ergodic rate of the proposed CoMP NOMA technique
versus the ratio of SRRHs density to the MRRHs density, SRRH cooperation threshold, and SRRH
cooperation threshold for different power control coefficients.

proposed CoMP NOMA technique outperforms the counterpart CoMP OMA technique

in terms of the SE. In addition, it can be also shown that the spectral efficiency improves

as the SRRHs density increases. The reason behind this is that when the density of

the SRRHs increases, two benefits are gained. First, the CCU becomes near to the

serving SRRH, which leads to improving its achievable rate. Second, the probability of

users triggering CoMP is high. This is because densifying the network also increases

interference. Therefore, the CEUs can exploit the CoMP technique by transforming the

received signal from the dominant interfering SRRH into a useful signal and, therefore,

enhance their performance.

Fig. 3.7.(b) and Fig. 3.7.(c) depict the comparison between the proposed CoMP

NOMA and conventional CoMP OMA techniques in terms of the SE versus the SRRH

and the MRRH cooperation thresholds η and θ, respectively, for different PA coefficient

assigned to the Non-CoMP-UE. It can be seen that for all the shown PA settings, the

proposed CoMP NOMA outperforms the CoMP OMA, which validates the performance

of the integration between CoMP and NOMA. As a result, to guarantee the superiority of

the proposed CoMP NOMA technique over the CoMP OMA scheme, the PA coefficient

for the Non-CoMP-UE should be greater than 0.15. Moreover, assigning more power to

the Non-CoMP-UE results in enhancing the network SE. As depicted in Fig. 3.3 and Fig.

3.4, the performance of the SSUE and SUE is better than the performance of the MSUE

and MUE. In addition, the rate of improvement for the SSUE and SUE performance when

increasing the SRRH cooperation threshold is better than the rate of improvement for the

MSUE and MUE when the MRRH cooperation threshold is increasing. This is because

the density of SRRHs is much higher than the density of the MRRHs. This explains

why the rate of improvement in the network SE is better when increasing the SRRH
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Figure 3.8: Shows the average ergodic rate versus PA coefficients allocated to the Non-CoMP-UE.

Figure 3.9: Average ergodic rate versus µ caused by the imperfect SIC decoding.

cooperation threshold than when increasing the MRRH cooperation threshold.

Fig. 3.8 depicts the SE of the proposed CoMP NOMA and the conventional CoMP

OMA techniques versus the PA coefficient allocated to the near user (Non-CoMP-UE),

i.e. cnk . It can be observed that with an appropriate PA setting, the performance of

the proposed framework outperforms the CoMP OMA, especially at higher values of the

PA coefficients, i.e. cnk . Furthermore, higher values of cnk mean more power is assigned

to the Non-CoMP-UE, and hence, a higher gain for CoMP NOMA over CoMP OMA is

achieved.

3.4.5 Effect of Imperfect SIC and Different Carrier Frequencies

on the System Performance

Fig. 3.9 presents the average ergodic rate for the proposed system versus the portion of

the NOMA interference caused by the imperfect SIC decoding µ. This figure shows that

51



Figure 3.10: Average ergodic rate versus η for different operating carrier frequencies.

the imperfect SIC has a great impact on the system performance in terms of the average

ergodic rate. When µ = 0.075, i.e., 7.5% INUI fails to be canceled at the Non-CoMP-

UE, the gain of CoMP NOMA completely vanishes in all the possible PA settings (Since

cnk ≤ 0.5). Moreover, higher values of cnk mean more power is allocated to the Non-CoMP-

UE. Thus, with a greater cnk , the gain of CoMP NOMA over CoMP OMA is higher. So

a greater cnk makes the Non-CoMP-UE more robust against the impact of imperfect SIC.

Finally, one can observe that, with perfect SIC and for all shown PA settings for the

Non-CoMP-UE, the performance of CoMP NOMA outperforms the one of CoMP OMA

as discussed above.

Fig. 3.10 presents the average ergodic rate of the system versus the SRRH cooperation

threshold η, for different path-loss exponents, each associated to a given carrier frequency.

When the operating carrier frequency is high, the RRHs experience high path-loss as

discussed in [92] and the average ergodic rate improves. Intuitively, a higher path-loss

value reduces the effect of the ICI between the different RRHs either in the same tier or

in different tiers. Consequently, the different RRHs are more isolated from each other.

On the other hand, for lower carrier frequencies, the CoMP NOMA technique does not

achieve much gain compared to CoMP OMA technique. This is because the INUI will

have severe impacts on the far user.

After investigating the performance of CoMP NOMA networks, in the following, we

investigate the potential of integrating cooperative communication with CoMP NOMA

to enhance the performance of the CEU in terms of both outage probability and ergodic

rate.
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as h1a, h1f , haf , h1b, h2f and hbf , and two interference links namely BS1 → UEb and BS2

→ UEa, whose channel coefficients are h1b and h2a, respectively. In addition, there are

two SI links namely UEa → UEa and UEb → UEb, whose channel coefficients are de-

noted, respectively, as ha,SI and hb,SI. All channels are independent and follow Rayleigh

distribution. As a result, the channel gains for predefined channels follow Exponential

distribution with parameters λ1a, λ1f , λaf , λ2b, λ2f , and λbf , respectively, for the wireless

links, λ1b, λ2a, for the interference links and λSI for the SI links. We assume that the

average channel gains of the considered links are determined by the path-loss, that is,

λij = d−αij , ∀i ∈ {1, 2}, j ∈ {a, b, f}, where d is the distance between BSi and UEj, and

λkf = d−αkf , ∀k ∈ {a, b}, for the D2D communication [33]. Finally, we denote by Ps and Pr

the transmit power from the BSs and relay nodes, respectively, in which Pr = Ps/2 [72].

3.5.1.2 Signal Model and SINR Analysis

The communication between each BS and the cellular users consists of two different

phases, namely, the DT phase and the CT phase. In the DT phase, each BS (BS1

and BS2) transmits the superimposed signal, which consists of the messages of both its

corresponding Non-CoMP-UE and the CoMP-UE. Using SIC, the Non-CoMP-UE first de-

codes the CoMP-UE’s message, subtracts it from its own reception, and then decodes its

own message. In the CT phase, the Non-CoMP-UE forwards the message of the CoMP-

UE using FD and D2D communication and then the CoMP-UE combines the signals

from the cooperated BSs and the Non-CoMP-UEs. Note that, since each Non-CoMP-UE

is operating under FD mode, the direct and the cooperative transmission phases occur

simultaneously.

We start first by discussing the signal model for the Non-CoMP-UEs, i.e., UEa and

UEb. Then, we define the signal model for the CoMP-UE, i.e., UEf . In the kth time

slot, k = 1, 2, 3, . . . , BS1 transmits the superposition signal xa[k] and xf [k] to UEa and

UEf simultaneously. Also, BS2 transmits the superimposed signal to its associated UEs.

Thus, the received signal at UEa can be written as

ya[k] = h1a[k](
√

βa1Psxa[k] +

√

βf1Psxf [k]) + ha,SI[k]
√

Prsa[k] +
√

Psh2ax2[k] + n1[k],

(3.42)

where βa1 and βf1 are the PA coefficients allocated by BS1 to the near and far UE, respec-

tively, sa[k] is the transmit signal from the Non-CoMP-UE to the CoMP-UE that causes
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SI at UEa with zero mean and unit variance ∼ CN (0, 1), x2[k] is the superimposed signal

transmitted by BS2, and n1[k] is an AWGN that is ∼ CN (0, σ2) distributed. According to

NOMA principle, since |h1f | ≤ |h1a|, BS1 assigns less power to Non-CoMP-UE than the

CoMP-UE, i.e., βf1 > βa1 and βa1 + βf1 ≤ 1. The Non-CoMP-UE, i.e. UEa, first decodes

the CoMP-UE’s message xf [k] and then cancels it from its received signal to decode its

own message. Hence, the received SINR at the UEa to decode the message of UEf is given

by

γa,f =
βf1Ps|h1a|2

βa1Ps|h1a|2 + |ha,SI|2Pr + Ps|h2a|2 + σ2
, (3.43)

Similarly, the SINR at the Non-CoMP-UE UEb that is associated with BS2 to detect the

UEf ’s message can be given as

γb,f =
βf2Ps|h2b|2

βb2Ps|h2b|2 + Pr|hb,SI|2 + Ps|h1b|2 + σ2
, (3.44)

where βb2 and βf2 are the PA coefficients allocated by BS2 to the near and far UE, respec-

tively. Thus, the achievable data rate at UEa and UEb to decode the message of UEf can

be calculated as

Ra,f = log2(1 + γa,f ), (3.45)

Rb,f = log2(1 + γb,f ). (3.46)

Both UEa and UEb decode and forward the message to the CoMP-UE UEf . As a result,

the UEf receives four versions of its own signal, two copies through CoMP and the other

two copies from the D2D communication links by UEa and UEb. Therefore, the received

signal at the CoMP-UE can be expressed as

y2[k] = (

√

βf1Psh1f [k] +

√

βf2Psh2f [k])xf [k] + (haf [k]
√

Pr + hbf [k]
√

Pr)xf [k − t]

+
√

βa1Psh1f [k]xa[k] +
√

βb2Psh2f [k]xb[k] + n2[k], (3.47)

where xb[k] is the message of UEb, n2[k] is an AWGN that is ∼ CN (0, σ2) distributed and

t is the delay resulting from the SIC processing at each Non-CoMP-UE. We assume that

UEa and UEb have the same processing capability and perfect SIC [72]. The SINR of the

CoMP-UE at its own end is expressed as6

γf,f (ωa, ωb) =
Ps

(

βf1 |h1f |2 + βf2 |h2f |2
)

+ Pr (ωa|haf |2 + ωb|hbf |2)
Ps
(
βa1 |h1f |2 + βb2|h2f |2

)
+ σ2

, (3.48)

where, for k ∈ {a, b}, ωk is a binary indicator such that ωk = 1 when the near user k can

decode the message of the far user in the same NOMA group and 0 otherwise. One can

see that the SINR is improved by invoking CoMP in conventional C-NOMA. The reason

6A detailed proof is given in Appendix B2
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behind this is that adding another BS with the serving BS to help the ICI-prone user will

not only suppress the ICI interference and enhance the received useful signal, but also

will add one extra stream from the Non-CoMP-UE in the same NOMA pair. Note that,

in the decode and forward relaying channel, the achievable data rate is limited by the

weakest link [101]. As a result, the overall achievable data rate for the CoMP-UE UEf is

expressed as [101],

Rf = min{Ra,f ,Rf,f ,Rb,f}, (3.49)

where Rf,f = log2(1 + γf,f (ωa, ωb)). The overall achievable data rate at CoMP-UE is the

minimum between three terms. The first term is the rate at the UEa to decode UEf ’s

message, the second term is the rate achieved by combining the SINR from the coordinated

BSs and the relay nodes and the last term is the rate at UEb to detect the UEf ’s message.

3.5.2 Performance Analysis

In this section, a detailed analysis of the network performance for the proposed CoMP-

assisted FD C-NOMA is presented. Both outage performance and ergodic rate for the

CoMP-UE are investigated.

3.5.2.1 Outage Probability

In order to guarantee the required QoS at the CoMP-UE, its achievable data rate must

be greater than a predefined threshold Rth
f . The outage event occurs when the achievable

data rate of the CoMP-UE is smaller than its required threshold rate. The SINR threshold

below which the CoMP-UE is in outage is γthf = 2R
th
f − 1. We first denote the outage

event as Ej,f = {γj,f < γthf }, for j ∈ {a, b, f}. One can see that, when j ̸= f , the outage

occurs when UEj cannot decode the message of the CoMP-UE and when j = f the outage

occurs when the CoMP-UE cannot decode its own message.

The outage probability of the CoMP-UE can be decomposed into three independent

events. The first event is when both UEa and UEb can decode the message of UEf but the

received SINR after combining the four different streams from UEa, UEb, BS1, and BS2 is

below the predefined threshold. The second event occurs when only one Non-CoMP-UE

can decode the message xf of UEf and the combined received SINR at UEf is below the

target threshold. The last event is that neither UEa nor UEb can detect xf as well as

UEf cannot decode its own message received from the CoMP transmission. Therefore,
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the outage probability at UEf can be expressed as:

Pout,f = P(Ef,f (ωa = 1, ωb = 1) ∩ Ēa,f ∩ Ēb,f ) + P(Ef,f (ωa = 1, ωb = 0) ∩ Ēa,f ∩ Eb,f )+

P(Ef,f (ωa = 0, ωb = 1) ∩ Ea,f ∩ Ēb,f ) + P(Ef,f (ωa = 0, ωb = 0) ∩ Ea,f ∩ Eb,f ),

= P(Ef,f (1, 1))(1− P(Ea,f ))(1− P(Eb,f )) + P(Ef,f (1, 0))(1− P(Ea,f ))P(Eb,f )+

P(Ef,f (0, 1))P(Ea,f )(1− P(Eb,f )) + P(Ef,f (0, 0))P(Ea,f )P(Eb,f ), (3.50)

where Ēj,f is complementary event of Ej,f and Ef,f (ωa = θa, ωb = θb) = {γf,f (ωa =

θa, ωb = θb) < γthf }. In order to find the outage probability expression for the CoMP-

UE, we need to calculate these probabilities P(Ef,f (θa, θb)),P(Ea,f ), and P(Eb,f ). The

probability of the event Ef,f (θa, θb) can be calculated as follows:

P(Ef,f (θa, θb)) = P
(
γf,f (ωa = θa, ωb = θb) < γthf

)
,

= P




Ps

(

βf1 |h1f |2 + βf2 |h2f |2
)

+ Pr (θa|haf |2 + θb|hbf |2)
Ps
(
βa1 |h1f |2 + βb2|h2f |2

)
+ σ2

< γthf



 ,

= P
(
Ω1Ps|h1f |2 + Ω2Ps|h2f |2 + θaPr|haf |2 + θbPr|hbf |2 < σ2γthf

)
,

(3.51)

where Ω1 = βf1 − γthf β
a
1 and Ω2 = βf2 − γthf β

b
2. Since the channel gain is modeled as an

Exponential random variable, it holds that Ω1ρs|h1f |2,Ω2ρs|h2f |2, θaρr|haf |2, and θbρr|hbf |2

are Exponential random variables with parameters ϕ1 = Ω1ρsλ1f , ϕ2 = Ω2ρsλ2f , ϕ3 =

θaρrλaf , and ϕ4 = θbρrλbf , respectively, where ρs ≜ Ps

σ2 and ρr ≜ Pr

σ2 are the signal-to-

noise-ratio (SNR) at the BS and the relay nodes, respectively. Thus, the probability of

the event Ef,f (θa, θb) can be obtained using the distribution of the sum of independent

Exponential random variables [102]:

P(Ef,f (θa, θb))=1−
2m∑

i=1

exp
[
−γthf /ϕi

]

2m∏

j=1,j ̸=i

(1− ϕj
ϕi
)

, (3.52)

where m is the number of the coordinated BSs, and in this case m = 2. On the other

hand, the probability of the second event Ea,f can be calculated as follows.

P(Ea,f ) = P(γa,f < γthf ),

= P(|h1a|2 < τ1(ρr|ha,SI|2 + ρs|h2a|2 + 1)),

=

∫ ∞

0

∫ ∞

0

∫ τ1(ρrv+ρsw+1)

0

f|h1a|2(u)f|ha,SI|2(v)f|h2a|2(w)dudvdw,

= 1− (λ1a)
2

(λ1a + τ1ρrλSI)(λ1a + τ1ρsλ2a)
exp

−
τ1
λ1a , (3.53)

where τ1 =
γthf
Ω1ρs

. Note that P(Ea,f ) = 1 when βf1 −γthf βa1 < 0. Following the same steps in

(3.53), the probability of the event Eb,f can be evaluated. By substituting (3.52), (3.53)
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in (3.50), the outage probability at the CoMP-UE can be obtained.

Remark 1: The proposed scheme can be relaxed to C-NOMA [33] by considering the

parameter of the channel gain between the coordinated BS, i.e., BS2 and UEf tends to

infinity. In addition, it may be also relaxed to the CoMP NOMA [68] by considering

ωa = ωb = 0 with zero SI.

Remark 2 : For further enhancement in terms of the outage probability performance,

the proposed scheme can be generalized for m > 2 cooperated BSs for serving the CEUs.

In this case, the outage probability can be expressed as follows:

P g,f
out =

∑

i∈M

P(Ef,f (Wi))

[
∏

k∈Ki

P(Ek,f )
∏

u∈Ui

(1− P(Eu,f ))

]

, (3.54)

where M = 2m is the total number of combinations of D2D links and for all i = 1, 2, ...,m,

Wi is an m × 1 binary vector such that, for all j = 1, 2, ...m, the element Wi,j = 1 if

the near user of the jth D2D link has correctly decoded the message of the far user, and

Wi,j = 0 otherwise, and Ki and Ui are the sets that contain the indices of the ones and

zeros in Wi, respectively.

3.5.2.2 CoMP-UE Ergodic Rate

In this section, we analyze the performance of the proposed CoMP-enabled C-NOMA

in terms of the ergodic rate of the far UE. The ergodic rate is a key metric to evaluate

the system performance when the rate of the CoMP-UE is determined by its channel

condition [72]. Assuming that the message xf from the CoMP transmission and relaying

links can be decoded at the CoMP-UE as well as at the UEa and UEb using SIC. Thus,

the achievable data rate for CoMP-UE in the proposed model can be given:

R̄f = E [log(1 + min(γa,f , γf,f , γb,f )] ,

(a)
=

1

ln2

∫ ϑ

0

F̄γmin
(z)

1 + z
dz,

=
1

ln2

∫ ϑ

0

1

1 + z

[
P(Ēa,f )P(Ēf,f (1, 1))P(Ēb,f )

]
∣
∣
∣
γthf =z

dz, (3.55)

where γmin = min(γa,f , γf,f , γb,f ) and F̄γmin
(z) is its complementary cumulative distribution

function, and ϑ = min
(
βf
1

βa
1
,
βf
2

βb
2

)

. The integration limits in (a) come from the NOMA

principle. A simplified expression can be obtained at a high SNR approximation. In fact,

at high SNR, P(Ēa,f ),P(Ēf,f (1, 1)), and P(Ēb,f ), can be rewritten as follows.

P(Ēa,f ) = (λ1aΓ1(z))
2/((λ1aΓ1(z) + λSIz/2)(λ1aΓ1(z) + λ2az)),
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Table 3.2: Simulation Parameters [33, 74]

Parameter Symbol Value
Distance between BS1 and UEa and between BS2 and UEb d1a, d2b 0.3
Distance between BS1 and UEf d1f 1
Distance between between BS2 and UEf d2f 1.4
Distance between UEa and UEf daf d1f - d1a
Distance between UEb and UEf dbf d2f - d2b
Distance between BS1 and UEb and between BS2 and UEa d1b, d2a 2
SI channel gain λSI -10 dB
Pathloss exponent α 4
PA coefficients for UEa and UEb βa1 , β

b
2 0.2

PA coefficients for UEf βf1 , β
f
2 0.8

Rate threshold γfth 0.5 bits/sec/Hz

P(Ēf,f (1, 1)) =
2m∑

i=1

ϕi
∏

j=1,
j ̸=i

(ϕi − ϕj)
,

P(Ēb,f ) = (λ2bΓ2(z))
2/((λ2bΓ2(z) + λSIz/2)(λ2bΓ2(z) + λ1bz)), (3.56)

where Γ1(z) = βf1 − βa1z and Γ2(z) = βf2 − βb2z . By substituting in (3.55), the ergodic

achievable rate for the CoMP-UE can be calculated after evaluating the single integration

numerically.

3.5.3 Results And Discussion

In this section, the simulation results are presented to validate the performance of the

proposed CoMP-enabled C-NOMA scheme. We assume that the power control schemes

employed by the two BSs are the same, i.e., (βa1 , β
f
1 ) = (βb2, β

f
2 ). The simulation results are

obtained through 109 independent Monte-Carlo trials and the main simulation parameters

are shown in Table 3.2. We compare the proposed scheme with four other schemes, CoMP

with HD C-NOMA, CoMP NOMA, CoMP OMA, and C-NOMA schemes. These schemes

can be explained as follows.

1. CoMP with HD C-NOMA: this is similar to the proposed scheme but with HD

communication instead of FD, which can be derived from the proposed scheme by

adopting the SI parameter to zero and the SINR thresholds for the CoMP-UE is

γHD,th
f = 22×R

th
f − 1.

2. CoMP NOMA scheme [68]: this is similar to the proposed scheme without any D2D

communication, which can be obtained by calculating only this term Ef,f (0, 0).
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Figure 3.12: Outage probability performance versus the transmit SNR for the proposed scheme and the
other four comparable schemes.

3. CoMP OMA scheme [68]: this scheme allows the Non-CoMP-UE to allocate orthog-

onal resources from the CoMP-UE by applying the OMA technique and the SINR

threshold is similar to the first scheme.

4. C-NOMA scheme [33]: this is the traditional scheme that is applied in the literature

considering only a single cell.

3.5.3.1 Outage Probability Performance versus Transmit SNR

Fig. 3.12 describes the outage probability of the CoMP-UE versus the SNR. It is important

to note that the analytical derivations are in excellent agreement with the simulation

results. In addition, it can be observed that the outage performance of the proposed

scenario exceeds the other schemes. This is because our proposed scheme allows the

CEU to exploit both the coordination between the BSs to mitigate the ICI by triggering

CoMP and the coordination between the UEs belonging to the same NOMA group by

exploiting the successive detection, D2D, and FD communication. It can also be seen

that the C-NOMA scheme performs worse when the SNR increases. This is because the

CEU experiences two types of interference, i.e., the INUI and the ICI interference, which

seriously affects its performance.

3.5.3.2 Outage Probability Performance versus Distance from BS2 to Far

NOMA UE

Fig. 3.13 compares the outage performance of C-NOMA, CoMP NOMA, and the proposed

scheme when the distance from the CEU to the coordinated BS increases. The lower
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Figure 3.13: Outage probability performance versus the distance from the BS2 to the far UE.

distance from BS2 to UEf means a high density of BSs. Thus, for lower values of d2f , the

ICI is high and the CoMP NOMA achieves better performance than the C-NOMA. Since

the proposed scheme exploits the benefits of both C-NOMA and CoMP transmission, it

achieves the best performance among the comparable schemes. However, for high values

of d2f , the ICI effect is low and the CoMP technique will not provide any gain.

3.5.3.3 Ergodic Rate Performance versus Transmit SNR

Fig. 3.14 presents the comparison between the proposed scheme and the CoMP NOMA

scheme versus the transmit SNR in terms of the ergodic rate of the CEU. Markers and lines

represent the analytical and simulation results, respectively, which show a perfect match

between them. It can be seen that the proposed scheme has a better performance than

the CoMP NOMA scheme at low SNR values. This demonstrates the superiority of the

proposed scheme compared to the CoMP NOMA scheme and it is due to the contribution

of the near users and the coordinated BSs to enhance the SINR at the far user. However,

as we see from the rate equation of the far user, the achievable ergodic rate is constrained

by the weakest link amongst the three available signals, i.e., the combined SINR and the

rates at the near users to decode the far user message. Therefore, the achievable ergodic

rate at the far user is saturated at higher SNR values. The reason behind this is that

when the transmit SNR increases the rate at the near user to decode the far user is almost

constant. In the meantime, the combined signal at the far user is further enhanced. Once

the combined SINR exceeds the SINR at the near user to decode the message of the far

user, the rate will be constant. Furthermore, when the near user gets closer to the BS,
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Figure 3.14: Ergodic rate performance versus SNR.

the achieved ergodic rate at the far user increases. This is because the rate at the near

user to decode the far user message is enhanced.

3.6 Summary

With the goal of enhancing the DL SE, we investigate the integration between CoMP

transmission and DL NOMA-based cellular networks. In addition, in the quest of im-

proving network connectivity, the CoMP technique is primarily triggered to help UEs

that is vulnerable to severe ICI with the assumption of only the two best RRHs are

selected to serve such users. Our analytical results are validated using Monte Carlo sim-

ulation. Then, we compare our results with the conventional CoMP OMA transmission.

We show that the proposed CoMP NOMA outperforms the CoMP OMA in terms of the

average achievable data rate and the network SE for most of the PA settings where the

combination of CoMP NOMA techniques has a great potential to be considered as the

key enabling access technique in the physical layer of the DL H-CRAN. In this work, we

numerically show the effect of the PA on the system performance in terms of the average

achievable rate for each user and the NSE. However, it is worth analytically optimizing

the PA coefficients so as to maximize the NSE considering the OMA achievable rate as

the rate constraint for the NOMA users. This can be considered as a future research

direction.

In addition, we also investigated the application of CoMP in C-NOMA system to

further improve the CEU’s performance. Two BSs with their associated strong users
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are cooperating to serve the weak NOMA user belonging to the same NOMA pair. A

closed-form expression for the outage probability of the far user is derived for the two

BSs model. Then, we derive the outage probability for m coordinated BSs. Finally, an

analytical expression for the ergodic rate of the far user is derived. We showed that the

proposed CoMP C-NOMA scheme achieves better outage performance than the existing

schemes. In addition, the ergodic rate of the proposed scheme is also superior compared

to the CoMP NOMA scheme, especially at lower SNR.
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Chapter 4

User Clustering and Power Allocation

in CoMP C-NOMA Networks

4.1 Introduction

With the goal of enhancing the performance of multi-cell networks and as mentioned in

the last chapter, more attention was recently directed towards the integration between

C-NOMA and CoMP in which the authors in [10, 103] demonstrated the effectiveness of

CoMP C-NOMA on the performance of the CEU in terms of both the ergodic rate and

the outage probability. Note that, these works studied only the performance analysis of

the system and a fixed non-optimal PA scheme was considered. However, we need also to

study the optimization of the PA coefficients at the BSs as well as the relay node due to

the following reasons.

1. Due to the FD operation, the higher values of the SI will discourage the CCUs to

transmit with high power for avoiding harming themselves. Consequently, there is

a high chance that the required QoS at the CEUs cannot be met. Thus, in order to

overcome this issue, we should play with the PA coefficients assigned to the CEUss

at the BSs to achieve their required QoS.

2. The SIC constraints and the QoS constraints at the CCUs are functions of the PA

coefficients at the BSs and the power transmit from the CCUs. Therefore, in order

to guarantee a successful SIC and to achieve the required QoS at the CCUs, the PA

coefficients at the BSs should be jointly optimized with the power transmit at the

CCUs.

3. When the required rate threshold at the CEUs increases if the PA coefficients at

the BSs are not optimized, then the CCUs should increase their transmit power

regardless the damages brought by to the SI. This may deteriorate the performance

64



of the network in terms of sum-rate and UEs admission.

4. Finally, since the CCUs operate in DF relaying mode, the performance of the CEUs

is limited by the weakest link, which depends on the PA coefficients at the BSs.

4.2 State of The Art

The performance analysis of C-NOMA networks was studied in [33, 72] using tools from

stochastic geometry. On the other hand, in order to harness the full potential of C-

NOMA, it is necessary to study its PA problem, where a variety of such studies were

developed in [32, 104, 105]. In [32], the objective is to maximize the minimum achievable

rate, whereas in [104], the objective is to minimize the system outage probability. For

the case when there is no direct link between the BS and the far NOMA UE, the energy

efficiency-delay tradeoff was studied in [105]. In [106], a one-to-one two-sided matching

game is proposed to pair each far NOMA UE with one near NOMA UE to maximize

the system ergodic rate given the randomness of the UEs’ channel gains. In [107] a

joint UC and PA scheme is optimized with the objective of maximizing the network

sum-rate. Note that, to the best of our knowledge, the existing research contributions

in [32, 33, 72, 104–107] (and references therein) studied the PA problem in the context

of single-cell C-NOMA networks. However, the more challenging multi-cell scenario was

not addressed in the literature. With the goal of enhancing the performance of multi-cell

networks, more attention was recently directed towards the integration between NOMA

and CoMP [9,66,67,108,109]. In spite of tremendous works in CoMP NOMA, the works

[9, 66, 67, 108, 109] (and references therein) only combine NOMA with CoMP without

exploiting the cooperative communication between the cell-center users and the cell-edge

users. Based on the above discussion, the main limitations and research gaps can be

summarized as follows.

1. To the best of our knowledge, the joint UC and PA problem of CoMP-assisted

FD/HD C-NOMA enabled cellular networks has not been studied in the literature

and the performance of combining CoMP transmission in multi-user multi-cell C-

NOMA systems remains unexplored.

2. The effect of the imperfection of both the CSI and SIC on the performance of CoMP-

assisted C-NOMA cellular networks has not been investigated in the literature.
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In order to proceed with tackling the above research gaps, it is worth mentioning that

the main contributions of this chapter are composed of two key parts that can be read as

follows.

1. We propose a low-complexity sub-optimal PA scheme for one coordinated C-NOMA

cluster consisting of two CCUs and one CEU considering imperfect CSI as well as

imperfect SIC.

2. We extend the previous study to consider multiple coordinated C-NOMA clusters

(multi-user set-up) while providing low-complexity and high-quality solutions for

both the PA and the UC policies.

4.3 Contributions

First, towards addressing the first limitation, we consider one coordinated C-NOMA clus-

ter, according to that and against the above background and the aforementioned obser-

vations, the main contributions of this part can be summarized as follows.

• The power optimization framework for a coordinated C-NOMA cluster is studied,

where the effects of both the imperfect SIC and the imperfect channel estimation

are considered. This framework is formulated as an optimization problem that

maximizes the cluster sum-rate while satisfying the minimum required rate for each

UE.

• The formulated problem ends up being neither concave nor quasi-concave, which

is difficult to be solved directly. To overcome this challenge, a near-optimal power

control scheme is derived in a closed-form expression.

• The simulation results show that our purposed scheme achieves an average sum-

rate that is 5% less than one of the optimal power control but it can save up to

99% in computational time. In addition, the superiority of the proposed scheme

is demonstrated when compared to the C-NOMA scheme, which is a widely used

access technique.

Second, towards resolving the second research limitation, we extend the above-proposed

model to a multi-user scenario and we provide not only an efficient UC solution but also
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a near-optimal PA solution that reaches 99.99% from the optimal solution. The main

contributions of this part can be summarized as follows.

• We investigate the joint UC and the PA framework in the DL of a two-cell CoMP-

assisted FD C-NOMA network. This framework is formulated as an optimization

problem that maximizes the network sum-rate while guaranteeing the required data

rate QoS for the UEs, the SIC constraints, and the power budget at the CCUs.

• The formulated problem ends up being a mixed-integer non-convex program that

includes not only binary indicators but also non-smooth utility functions. Therefore,

derivative-based convexification approaches cannot be applied directly. With the aid

of the bi-level optimization, we decompose the original optimization problem into

two sub-problems: a PA sub-problem for a single cluster (inner problem) and a UC

sub-problem (outer problem).

• For the inner problem, we derive the feasibility conditions as relations between the

QoS requirements, SIC constraints, and the power budget of the nodes. Then, for

each member of the coordinated C-NOMA cluster, a computational-efficient solution

is provided for the PA. Different from [11], it is important to mention here that no

approximations are considered in this paper when conducting the derivations of the

proposed PA solution.

• After obtaining the power control solution for each possible UEs cluster, the outer

problem ends up being a linear assignment problem. Therefore, we develop a one-

to-one three-sided matching scheme that can match one CCU from each cell with

one CEU to construct a near-optimal coordinated C-NOMA cluster. Finally, the

overall computational complexity is analyzed.

We perform extensive performance evaluations of the proposed CoMP-assisted FD C-

NOMA network through various simulations. To demonstrate its effectiveness, we com-

pare it with both the CoMP-assisted HD C-NOMA scheme and the CoMP NOMA

scheme.1 Numerical results validate the efficacy of the proposed framework in comparison

1To the best of our knowledge, investigating the potential gains of the integration between the CoMP
transmission and HD C-NOMA has not been studied in the literature. It has been considered as a
benchmark scheme to provide some insights when it is compared with the proposed CoMP-assisted FD
C-NOMA. The performed analysis for the CoMP-assisted HD C-NOMA is described in detail in Appendix
B1.
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with the two benchmark schemes in terms of the network sum-rate and the connectivity

for low and moderate values of SI. In addition, it is demonstrated that with lower total

transmit power by the BSs, our proposed CoMP-assisted FD C-NOMA scheme provides

a significant gain compared to the CoMP NOMA scheme.

The rest of this chapter can be organized as follows. To address the two main research

gaps introduced above, we divide this chapter into two main parts, which are mapped

into two principle Sections 4.4 and 4.5, respectively. The first part, which addresses

the second research limitation, can be organized as follows. Section 4.4.1 presents the

proposed system model, SINR, and rate analysis. In Section 4.4.2, we introduce the

problem formulation with the proposed solution approach. Then, we present the main

simulation results in Section 4.4.3. Meanwhile, the second part, which addresses the

first research limitation, can be organized as follows. Section 4.5.1 presents the proposed

system model, SINR, and rate analysis. Section 4.5.2 presents the formulated optimization

problem and the solution approach. Section 4.5.3 presents the proposed power control

scheme. Section 4.5.4 presents the proposed one-to-one three-sided matching game for

solving the formulated UEs clustering problem. The simulation results are presented

in Sections 4.5.5. Finally, we summarize the Chapter and provide the main insights in

Section 4.6.

4.4 Power Allocation in CoMP C-NOMA Networks

4.4.1 System Model

In this section, we first describe the network model, and then, we discuss the signal model,

the corresponding SINR for the near and far users, and the data rate expressions.

4.4.1.1 Network Model

As shown in Fig. 4.1, we consider a CoMP C-NOMA system that consists of two BSs,

denoted by BS1 and BS2, two CCUs, denoted by UEa and UEb, and one CEU denoted

by UEf . The CCUs are the UEs that receive high SINR from the nearest BS. Meanwhile,

the CEU is defined as the UE that has less distinctive channel gains from BS1 and BS2.

Consequently, this UE is simultaneously served by the two BSs using CoMP. We define a

coordinated C-NOMA cluster with two CCUs associated with two different BSs and one
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a superimposed mixture of the messages intended to UEa and UEf as

S1[l] =
√

(1− α1)P1xa[l] +
√

α1P1xf [l], (4.1)

where xa and xf are the signals intended to UEa and UEf , respectively, and α1 ∈ [0, 1] is

the PA coefficient assigned by BS1 to UEf . The received signal at UEa is expressed as

ya[l] =
(

ĥ1,a + e1,a

)

S1[l] +
√

Paha,SIZf [l] +
(

ĥ2,a + e2,a

)

S2[l] + w1a, (4.2)

where Zf [l] is the message of UEf decoded at UEa, which causes SI at UEa [32], S2 is the

superimposed signal transmitted by BS2, and w1a is an AWGN at UEa, which is CN (0, σ2)

distributed. At this point, UEa decodes first the data of UEf and then cancels it from

its received signal to decode its own message. Therefore, the received SINR at UEa, to

decode the message of UEf is expressed as

δa→f =
α1P1γ1,a

(1− α1)P1γ1,a + γa,SIPa + 1
, (4.3)

where γ1,a = |ĥ1,a|2/Θa, γa,SI = |ha,SI|2/Θa and Θa ≜ P2|ĥ2,a|2 + P1ηeΩ1,a + P2ηeΩ2,a +

σ2. However, the SIC decoding at the CCU may be imperfect due to some practical

limitations. Therefore, this imperfect SIC process results in an error that propagates to

the next level of data detection where the CCU decodes its own message. Based on this,

the SINR for UEa is expressed as

δa→a =
(1− α1)P1γ1,a

ζα1P1γ1,a + Paγa,SI + 1
, (4.4)

where ζ ∈ [0, 1] denotes the fraction of the residual INUI from the SIC process, such that

ζ = 0 means a perfect SIC process, whereas ζ = 1 means that UEa completely fails in

decoding the message of the CEU.

Both UEa and UEb will decode and forward UEf ’s message to it. Consequently, the

received signal at the CEU can be expressed as

Ra→f = log (1 + δa→f ) and Ra = log (1 + δa→a) . (4.5)

Similarly, the data rate at UEb to decode UEf ’s message and to decode its own message

can be obtained. Both UEa and UEb will decode and forward the UEf ’s message to the

CEU. Consequently, the UEf receives four streams for its own signal, two copies from

UEa and UEb through the D2D communication and two copies from the two BSs through

CoMP. The received signal at the CEU can be expressed as

yf [l] =
(√

α1P1

(

ĥ1,f + e1,f

)

+
√

α2P2

(

ĥ2,f + e2,f

))

xf [l]

+
((

ĥa,f + ea,f

)√

Pa +
(

ĥb,f + eb,f

)√

Pb

)

xf [l − τ ]

+
√

(1− α1)P1

(

ĥ1,f + e1,f

)

xa[l] +
√

(1− α2)P2

(

ĥ2,f + e2,f

)

xb[l] + wf [l], (4.6)

where τ denotes the processing delay at the CCUs, where we assume that UEa and UEb
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have the same processing capability [10]. Similar to [10,111], the SINR of the CEU at its

own end is expressed as

δf→f =
α1P1γ1,f + α2P2γ2,f + Paγa,f + Pbγb,f

(1− α1)P1γ1,f + (1− α2)P2γ2,f + Paµ1 + Pbµ2 + 1
, (4.7)

where ∀i ∈ I, f ∈ F , k ∈ K, γi,f = |ĥi,f |2/Θf , γk,f = |ĥk,f |2/Θf , µ1 = ηeΩa,f/Θf ,

µ2 = ηeΩb,f/Θf and Θf ≜ P1ηeΩ1,f + P2ηeΩ2,f + σ2. Then, the overall achievable rate for

the CEU, i.e., UEf is formulated as [101],

Rf = min{Ra→f , Rf,CoMP, Rb→f}, (4.8)

where Rf,CoMP = log(1 + δf→f ).

4.4.2 Proposed Power Control Scheme for CoMP C-NOMA Net-

work

4.4.2.1 Problem Formulation

The main objective of this paper is to derive a power control scheme with the goal of

maximizing the sum-rate of the CoMP C-NOMA cellular system while achieving the SIC

constraints (4.9b), considering the power budget constraints at each CCU (4.9c), and

guaranteeing a certain QoS for each UE (4.9d). This objective can be obtained by solving

the following optimization problem.

P : R∗
sum = max

α1,α2,Pa,Pb

Ra +Rb +Rf , (4.9a)

s.t.
1

2
≤ α1, α2 ≤ 1, (4.9b)

0 ≤ Pa, Pb ≤ Pd, (4.9c)

Rj, Rk→f ≥ Rth, j ∈ J , k ∈ K. (4.9d)

The formulated optimization problem is neither concave nor quasi-concave. The optimal

solution to this optimization problem is challenging to obtain in practice. Hence, to

overcome this issue, we propose a near-optimal closed-form expression for power control,

which is detailed in the following subsection.

4.4.2.2 Proposed Approach

As it can be seen from their expressions, the rates Ra and Rb of the two CCUs are

increasing when the power splitting factors from the BSs to the CEU, i.e., α1 and α2,

and the transmit power from the two CCUs, i.e. Pa and Pb, decrease. Since, the CCUs

have better channel conditions than the CEU, it is reasonable to allocate most of the
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power of each BS to its associated CCU, with the consideration of the QoS at the CEU.

In addition, allocating more transmit power at the CCU will harm its performance due to

the SI effect. Therefore, our approach consists of determining the lowest possible power

coefficients (α1, α2) and the lowest possible D2D powers at the CCUs (Pa, Pb) that achieve

the QoS constraint at the CEU as well as a successful SIC at CCUs. Recall that the rate

of the CEU should satisfy Rth ≤ Rf . However, our approach consists of forcing the

different terms of Rf in (4.8) to be equal to Rth. Based on this, assuming Ra→f = Rth

and Rb→f = Rth implies that

Pki =
γi,kiPi(1 + β)

βγki,SI
αi −

γi,kiPi + 1

γki,SI
, (4.10)

where β = exp (Rth)− 1 and ki = a when i = 1 and ki = b when i = 2. Therefore, since

0 ≤ Pki ≤ Pd, then for all i ∈ I, αi should satisfy
β (γi,kiPi + 1)

γi,kiPi (β + 1)
≤ αi ≤

βγki,SI
γi,kiPi (β + 1)

Pd +
β (γi,kiPi + 1)

γi,kiPi (β + 1)
. (4.11)

By replacing the expressions of Pki in (4.10) into (4.5) we obtain

Rki = log

[

1 +
(1− αi)γi,kiPiβ

γi,kiPi(1 + β + ζβ)αi − γi,kiPiβ

]

. (4.12)

On the other hand, since Rki ≥ Rth and using the D2D power expressions in (4.10),

then αi should satisfy

αi ≤
1 + β

2 + β + ζβ
. (4.13)

Thus, by considering the inequalities in (4.11) and (4.13), and by taking into consideration

(9b), αi, for i ∈ I, should satisfy αi,min ≤ α1 ≤ αi,max, where






αi,min = max

(
1

2
,
β (γi,kiPi + 1)

γi,kiPi (β + 1)

)

,

αi,max = min

(
1 + β

2 + β + ζβ
,

βγki,SI
γi,kiPi (β + 1)

Pd +
β (γi,kiPi + 1)

γi,kiPi (β + 1)

)

,

(4.14)

After replacing the expressions of Pa and Pb in (4.10) into the rate Rf,CoMP and making

Rf,CoMP = Rth, we obtain the following equality on α1 and α2.

α2 =
−C1

C2

α1 +
C3

C2

, (4.15)

where 





Ci = (1 + β)Pi

(

γi,f +
γi,ki (γki,f − βµi)

βγki,SI

)

, ∀i ∈ {1, 2},

C3 = β (γ1,fP1 + γ2,fP2 + 1) +
(γa,f − βµ1) (γ1,aP1 + 1)

γa,SI

+
(γb,f − βµ2) (γ2,bP2 + 1)

γb,SI
.

(4.16)

Consequently, substituting α2 by its expression on Rb, we obtain

Rb = log



1 +

C1

C2
γ2,bP2βα1 +

(

1− C3

C2

)

γ2,bP2β

−C1

C2
γ2,bP2(1 + β + ζβ)α1 + γ2,bP2

(
C3

C2
(1 + β + ζβ)− β

)



 . (4.17)

72



Table 4.1: Optimal α1

Solutions of f1 C1 ≤ C2 C1 ≥ C2

∆ < 0 ∅ α′
1,max α′

1,min

∆ = 0

α0 ≤ α′
1,min α′

1,max α′
1,min

α′
1,min ≤ α0 argmax (y1, y2) α0α0 ≤ α′

1,max

α′
1,max ≤ α0 α′

1,min α′
1,max

∆ > 0

α1
0, α

2
0 ≤ α′

1,min α′
1,max α′

1,min

α1
0 ≤ α′

1,min argmax (y1, y2) α2
0α′

1,min ≤ α2
0 ≤ α′

1,max

α1
0 ≤ α′

1,min α′
1,min α′

1,maxα′
1,max ≤ α2

0

α′
1,min ≤ α1

0 ≤ α′
1,max argmax (f(α1

0), y2) argmax (y1, f(α
2
0))α′

1,min ≤ α2
0 ≤ α′

1,max

α′
1,min ≤ α1

0 ≤ α′
1,max α1

0 argmax (y1, y2)α′
1,max ≤ α2

0

α′
1,max ≤ α1

0, α
2
0 α′

1,max α′
1,min

In addition, since α1,min ≤ α1 ≤ α1,max, α2,min ≤ α2 ≤ α2,max and α2 = −C1

C2
α1 +

C3

C2
, we

deduce that

α′
1,min ≤ α1 ≤ α′

1,max, (4.18)

where 





α′
1,min = max

(

α1,min,
C3 − C2α2,max

C1

)

,

α′
1,max = min

(

α1,max,
C3 − C2α2,min

C1

)

.

(4.19)

Based on this, solving problem P is reduced to solving the following optimization problem

P ′ : α∗
1 = argmax[α′

1,min,α
′

1,max]
f (α1) , (4.20)

where the function f is expressed as

f (α1) = log

[

1 +
−α1a1 + a1
α1a2 − a1

]

+ log

[

1 +
α1b1 + b2
−α1b3 + b4

]

, (4.21)

such that 





a1 = γ1,aP1β, a2 = γ1,aP1(1 + β + ζβ),

b1 =
C1

C2

γ2,bP2β, b2 =

(

1− C3

C2

)

γ2,bP2β,

b3 =
C1

C2

γ2,bP2(1 + β + ζβ),

b4 = γ2,bP2

(
C3

C2

(1 + β + ζβ)− β

)

.

(4.22)

Consequently, in order to solve problem P ′, one just needs to determine the extrema of
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the function f within the interval [α′
1,min, α

′
1,max]. The derivative of the function f with

respect to α1 is given by
∂f

∂α1

(α1) =
f1(α1)

f2(α1)
, (4.23)

where 





f1(α1) = d1α
2
1 + d2α1 + d3,

f2(α1) = Aα1 (α1 − x1) (α1 − x2) (α1 − x3) ,
(4.24)

such that 





d1 =
C1

C2

(
C1

C2

− 1

)

(1 + β + ζβ),

d2 = −2
C1

C2

(
C3

C2

(1 + β + ζβ)− β

)

,

d3 =
C3

C2

(
C3

C2

(1 + β + ζβ)− β

)

, A = −C
2
1(1 + β + ζβ)2

C2
2β

,

x1 =
β

1 + β + ζβ
, x2 =

C3

C1

− C2β

C1 (1 + β + ζβ)
, x3 =

C3

C1

.

(4.25)

Now, note that x1 = β
1+β+ζβ

< β
1+β

< β(P1γ1,a+1)

P1γ1,a(1+β)
≤ α1,min ≤ α′

1,min. In addition, since

α′
1,max ≤ C3

C1
− C2

C1
α2,min and α2,min ≥ β=(P2γ2,b+1)

P2γ2,b(β+1)
≥ β

1+β
> β

1+β+ζβ
, then α′

1,max ≤ C3

C1
−

C2

C1

β
1+β+ζβ

= x2. Moreover, since x2 < x3, then α
′
1,max ≤ x3. Therefore, we conclude that

x1 ≤ α′
1,min ≤ α′

1,max ≤ min (x2, x3). Moreover, since A < 0, we conclude that the function

f2 is strictly negative in the interval
[
α′
1,min, α

′
1,max

]
. On the other hand, the sign of the

function f1 depends mainly on the sign of its discriminant ∆ = d22 − 4d1d3 and the sign

of d1, which is the same as the sign of C1− C2.

Based on the above analysis, the optimal solution for α1 is summarized in Table 4.1,

where y1 = f
(
α′
1,min

)
, y2 = f

(
α′
1,max

)
, α0 = −d2

2d1
is the root of f2 when ∆ = 0 and

α1
0, α

2
0 =

−d2±
√
d22−4d1d2

2d1
are the roots of f2 when ∆ > 0, such that α1

0 < α2
0. Hence, we

conclude from Table 4.1 that the optimal solution α∗
1 is either α′

1,min or α′
1,max or one of

the roots of f2 if they existed and they are within the interval
[
α′
1,min, α

′
1,max

]
. Finally, the

proposed power control scheme of the CoMP-empowered C-NOMA system is given in the

Algorithm 1, where I(·) denotes the indicator function within the interval [α′
1,min, α

′
1,max].

4.4.3 Simulation Results

In this section, the simulation results are presented to validate the performance of the

proposed CoMP-assisted C-NOMA scheme. The simulation results are obtained through

105 independent Monte-Carlo trials. We consider the same simulation setup in [32]. In

addition, unless otherwise stated, the main simulation setting is presented in Table 4.2.
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Algorithm 1: Proposed Power Control Scheme

Initialization:

i) Estimate the environment parameters;

ii) Express f as shown in (21);

iii) Calculate d1, d2 and d3 as shown in (25) and ∆ = d22 − 4d1d3;

iv) Calculate y1 = f
(
α′
1,min

)
and y2 = f

(
α′
1,max

)
;

if ∆ < 0 then
α∗
1 = argmax (y1, y2);

end if
else if ∆ = 0 then

i) α0 = − d2
2d1

;

ii) α∗
1 = argmax (y1, y2, f (α0) I(α0));

end if
else

i) α1
0 = min

(
−d2−

√
d22−4d1d2

2d1
,
−d2+

√
d22−4d1d2

2d1

)

;

ii) α2
0 = max

(
−d2−

√
d22−4d1d2

2d1
,
−d2+

√
d22−4d1d2

2d1

)

;

iii) α∗
1 = argmax (y1, y2, f (α

1
0) I(α

1
0), f (α

2
0) I(α

2
0));

end if

α∗
2 =

−C1

C2
α∗
1 +

C3

C2
;

P ∗
a = γ1,aP1(1+β)

βγa,SI
α∗
1 − γ1,aP1+1

γa,SI
;

P ∗
b =

γ2,bP2(1+β)

βγb,SI
α∗
2 − γ2,bP2+1

γb,SI
;

Table 4.2: Simulation Parameters

Parameter Symbol Value
Channel gain parameter between BS1 and UEa and between BS2 and UEb Ω1a = Ω2b = Ωn 12 dB
Channel gain parameter between BS1 and UEf and between BS2 and UEf Ω1f = Ω2f = Ωf 3 dB
Channel gain parameter between UEa and UEf and between UEb and UEf Ωaf = Ωbf = Ωnf 12 dB
SI channel gain ΩSI 3 dB
Power budget of the BS1 and BS2 P1 = P2 = PBS 20 dBm
Power budget for UEa and UEb Pd 10 dBm
Rate threshold Rth 1 bits/sec/Hz
Noise variance σ2 1

Fig. 4.2 compares the performance of the optimal power control scheme with one of the

proposed schemes in terms of accuracy and computational time. Fig. 4.2(a) presents the
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(a) (b)

Figure 4.2: (a) sum-rate versus the power budget at the BS when ΩSI = 3 dB and (b) Computational
time versus the power budget at the BS.

analytical and numerical average sum-rate versus the power budget at the BSs PBS. The

analytical results are obtained by running Algorithm 1 whereas the numerical results

are obtained by solving the main problem P in (4.9) using an off-the-shelf optimization

solver, where we generate 100 initial points and then we select the best result. It can

be seen from Fig. 4.2(a) that the near-optimal closed form PA gets around 95% of the

sum-rate of the optimal one obtained through an expensive numerical method. It is worth

noting that the gap between the proposed and the optimal power control scheme is due to

the fact that the proposed approach consists of forcing the different terms of Rf in (4.8) to

be equal to Rth, and hence, loosing in terms of optimality. In addition, Fig. 4.2(b) shows

that the computational time of the proposed scheme is negligible compared to the optimal

one, which validates the potential of the proposed power control scheme. In order to

show the effectiveness of integrating CoMP with C-NOMA under two-cell scenario, we

compare the performance of the proposed scheme with the conventional C-NOMA scheme

proposed in [32]. For a fair comparison, we sum the achievable rate at one CCU along

with the CEU’s achievable rate. Meanwhile, for the C-NOMA, the signal received at the

CEU from BS2 is treated as noise. Fig. 4.3(a) compares the performance of the joint

CoMP C-NOMA scheme with the conventional C-NOMA scheme when the SI channel

gain increases. As depicted in this figure, the proposed scheme provides a significant

performance improvement over the conventional C-NOMA scheme. This is resulting from

the consideration of the ICI mitigation technique in our model. In addition, increasing

the SI channel gain forces the CCU to transmit with low power in order to avoid the
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(a) (b)

Figure 4.3: (a) shows sum-rate versus the SI parameter and (b) Network sum-rate of the coordinated
C-NOMA cluster versus the SI channel gain ΩSI, for different values of the channel estimation error and
the imperfect SIC process factor, when Ωn = Ωnf = 12 dB.

SI harmful effect. This means that the BSs should allocate more power to the CEU to

achieve its required QoS, which degrades the sum-rate performance.

Fig. 4.3(b) presents the sum-rate of the coordinated C-NOMA cluster versus the SI

channel gain ΩSI, for different values of the channel estimation error and of the imperfect

SIC process factor. As observed from Fig. 4.3(b), the sum-rate decreases when the errors

from both imperfect SIC and CSI estimation increase. It can be also seen that for high

values of both errors, the interference generated from both types of errors dominates the

performance in comparison with the SI. In addition, the channel estimation error is seen

more effects on the sum-rate performance than that the effect of the imperfect SIC. After

discussing the PA in one coordinated C-NOMA cluster, we move on to the investigation

of the performance of the network when a multi-user scenario is considered.

4.5 Joint UE Clustering and Power Allocation in CoMP

C-NOMA Networks

4.5.1 System Model

We consider a network model consisting of a DL transmission of two adjacent cells as

illustrated in Fig. 4.4, where each cell is equipped with one BS similar to part I of this

chapter.2 Two types of UEs, namely, CCUs and CEUs (the UEs located in the overlapped

2Our system model can be easily extended to a multi-cell scenario. This can be achieved by allowing
any two-adjacent cells in a multi-cell scenario to coordinate together in serving their associated UEs,
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Table 4.3: Table of Notations

System Parameters

Pi Transmit power of BSi
Pmax Power budget of CCUi

ki

αi,ki,f PA coefficient by BSi to CEUf paired with CCUi
ki

βi,ki,f PA coefficient allocated by CCUi
ki

associated with BSi to CEUf

xm,f,n UC indicator
M,N ,F , I,U ,K Set of CCU1, CCU2, CEU, BSs, UEs, near UEs
S Set of preference profiles
∆ Matching triple
UΦ Social welfare of the network
Rm,f,n Achievable rate of one C-NOMA cluster (CCU1

m, CEUf , CCU
2
n)

Φ Matching function
Rth Minimum required rate

frequency resource. On the other hand, a CCU receives its signal from the adjacent BS

only.3 Hence, this UE belongs to only one C-NOMA cluster and experiences two types of

interference:

• The inter-cell interference: Since each CCU is associated with a single BS, the

transmission from the other BS is considered as interference at this UE. For instance,

the signal transmitted by BS2 is treated as interference at CCU1
m (the dashed green

line in Fig. 4.5.).

• The Self-interference: Since we consider a FD DF relaying between the CCU and

the CEU, the CCU suffers from a SI resulting from receiving data from the BS and

transmitting data to the CEU simultaneously within the same resource (the dotted

purple line in Fig. 4.5.).

In this part, different from the definition of a C-NOMA cluster reported in the litera-

ture [72,104,105,107], we define a coordinated C-NOMA cluster as a group of three UEs,

where two of them are two CCUs, each of them is served by its adjacent BS, and one CEU

served simultaneously by the two BSs. Since multiple coordinated C-NOMA clusters are

constructed by the two BSs, a promising technique to avoid the inter-cluster interference

3In order to achieve a higher performance gain compared to orthogonal multiple access (OMA) tech-
niques, the disparity in the channel gains between the far NOMA user, which is the CEU, and the near
NOMA UE, which is the CCU, should be large. As a result, we limit the distribution of the CCUs to be
near the BSs; meanwhile, the CEUs are distributed on the edge of the cells. Accordingly, the interference
between the two CCUs is neglected due to the large distance between them, which is validated in the
simulation section. Note that, this interference is due to the relaying of the CEUs’ data by the CCUs in
the CT phase.
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within each cell is to utilize a hybrid multiple access technique, in which C-NOMA is com-

bined with a conventional OMA technique such as FDMA or TDMA [69,98,107,114]. In

this paper, we consider an FDMA technique to avoid inter-cluster interference [69,98,107].

Specifically, the overall bandwidth is equally divided into a fixed number of equally-sized

radio channels that have equal transmit powers and each coordinated C-NOMA cluster

is allocated one radio channel [69, 98, 107].

For notation convenience, I ≜ {1, 2},M ≜ {1, 2, . . . ,M},F ≜ {1, 2, . . . , F} and

N ≜ {1, 2, . . . , N} define the set of BSs, the set of the CCUs associated with BS1 (denoted

as CCU1), the set of CEUs, and the set of CCUs associated with BS2 (denoted as CCU2),

respectively. Moreover, M,F and N denote the cardinality of M,F , and N , respectively.

The set of all CCUs in both cells is denoted by K ≜ {M ∪ N} and the set of all UEs

in the network is denoted by U ≜ {M ∪ F ∪ N}. Moreover, ∀i ∈ I, u ∈ U , k ∈ K and

f ∈ F , hi,u, hk,f and hk,SI, denote the channel gains from BSi to UE u, from the CCUk to

CEUf , and from the CCUk to itself (SI caused by the FD relaying mode), respectively.4

Finally, ∀i ∈ I, Pi is the allocated power by BSi for each coordinated C-NOMA cluster,

where I = {1, 2}.

4.5.1.1 Transmission Model

In C-NOMA-enabled cellular network, the data transmission is executed over two different

phases [13,29,30,32,33,107]. The first phase is the DT phase and the second phase is the

CT phase, which are detailed as follows [13,29,30,32, 33,107].

• DT phase: In this phase, the two BSs, i.e. BS1 and BS2, apply superposition

coding on the signals of their associated NOMA pairs, which are (CCU1
m, EUf ) for

BS1 and (CCU2
n, EUf ) for BS2. Then, the superimposed signals are transmitted

simultaneously by the BSs to their associated NOMA pairs. Following the NOMA

principle, each CCU first performs SIC to decode the signal of the CEUf . Second,

each CCU removes the decoded signal of CEUf from its own reception and then

decodes its signal from the resulting reception. Meanwhile, the CEUf treats the

signals of the CCUs as noise.

4Through passive SI suppression techniques, such as antennae separation, wavetraps, etc., followed by
the active SI suppression techniques, i.e., analog and digital cancellation, the SI in a SISO set-up can be
effectively mitigated [30]. Although the effectiveness of these SI suppression techniques was demonstrated
in the literature, the SI effect cannot be totally canceled. Hence, the effect of the residual SI is considered
in our model.
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• CT phase: In this phase, each CCU, i.e., CCU1
m and CCU2

n, forwards the CEU’s

decoded message during the SIC process to the CEUf through a D2D channel.

Since the CCUs adopt FD relaying mode, the two phases occur within the same time-

slot, with the penalty of inducing SI at the CCUs (CCU1
m and CCU2

n). Based on this,

we evaluate in the following the received SINR and the corresponding achievable rates at

both CCUs and CEUs.

4.5.1.2 Signal Model and SINR Analysis

We consider a single coordinated C-NOMA cluster as shown in Fig. 4.5. We start by

describing the signal model for the CCUs, and then, we present the signal model for the

CEU. In particular, ∀m ∈ M, f ∈ F and n ∈ N , assuming that CCU1
m, CEUf and CCU2

n

form a coordinated C-NOMA cluster as shown in Fig. 4.5, BS1 broadcasts a superimposed

mixture of the messages intended to CCU1
m and CEUf as z1,m,f =

√

(1− α1,m,f )P1z1,m+
√
α1,m,fP1zf , where z1,m and zf are the signals intended to CCU1

m and CEUf , respectively,

and α1,m,f is the PA coefficient assigned by BS1 to CEUf . According to NOMA principle,

since CCU1
m should be able to decode the message of CEUf , the PA coefficient α1,m,f

should satisfy 0.5 < α1,m,f < 1 [115, 116]. Based on this and due to the consideration of

DF FD relaying mode, CCU1
m first decodes the message of CEUf and then transmits the

decoded message to this CEU. Consequently, the received signal at CCU1
m is expressed as

y1,m = h1,mz1,m,f +
√

β1,m,fPmaxhm,SIzf + h2,mz2,n,f + w1,m, (4.26)

where β1,m,f ∈ [0, 1] is the fraction of the allocated power by CCU1
m to CEUf , Pmax is

the maximum allowable transmit power at each CCU,
√
β1,m,fPmaxhm,SIzf is the SI signal

resulting from the transmission of the decoded message of CEUf , i.e. zf , by CCU1
m, z2,n,f

is the broadcast signal by BS2, which causes an ICI at that UE, and w1,m is an AWGN

experienced at CCU1
m, which is ∼ CN (0, σ2) distributed. Hence, the received SINR at

CCU1
m to decode the message of CEUf is given by

δ1,m→f =
α1,m,fγ1,m

(1− α1,m,f )γ1,m + β1,m,fγm,SI + 1
, (4.27)

where γ1,m = P1|h1,m|2/T , γm,SI = Pmax|hm,SI|2/T , and T ≜ P2|h2,m|2 + σ2. Moreover,

the received SINR at CCU1
m to decode its own message after canceling the CEUf ’s signal

is expressed as

δ1,m→m =
(1− α1,m,f )γ1,m
β1,m,fγm,SI + 1

. (4.28)
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Thus, the achievable rate at CCU1
m to decode the message of CEUf and to decode its own

message are expressed, respectively, as

R1,m→f = log(1 + δ1,m→f ), (4.29)

R1,m = log(1 + δ1,m→m). (4.30)

By following the same steps as in (4.26)-(4.30), the received SINR and the achievable rate

at CCU2
n to decode the message of CEUf , i.e R2,n→f , and to decode its own message,

i.e., R2,n, can be obtained. Note that both CCU1
m and CCU2

n, which belong to the same

coordinated C-NOMA cluster along with CEUf , will decode and forward the CEUf ’s

message. Consequently, the CEUf receives four copies of its own message, two streams

from CCU1
m and CCU2

n through the D2D relaying and two streams from the two BSs

through CoMP. Therefore, the received signal at CEUf can be expressed as

yf =







useful signal
︷ ︸︸ ︷√
α1,m,fzf +

INUI
︷ ︸︸ ︷
√

(1− α1,m,f )z1,m







√

P1h1,f

︸ ︷︷ ︸

received signal from BS1

+







useful signal
︷ ︸︸ ︷√
α2,n,fzf +

INUI
︷ ︸︸ ︷
√

(1− α2,n,f )z2,n







√

P2h2,f

︸ ︷︷ ︸

received signal from BS2

+

√

β1,m,fPmaxhm,fzf
︸ ︷︷ ︸

received signal from CCU1
m

+
√

β2,n,fPmaxhn,fzf
︸ ︷︷ ︸

received signal from CCU2
n

+ wf
︸︷︷︸

noise at CEU

, (6)

where wf is an AWGN experienced at CEUf , which is ∼ CN (0, σ2) distributed. We as-

sume that CCU1
m and CCU2

n have perfect SIC [10]. In our proposed model, four nodes,

which are BS1, BS2, CCU
1
m, and CCU2

n, cooperate to jointly serve the CEUf . Conse-

quently, the SINR expression at the CEUf can be expressed as follows.

δf→f =
α1,m,fγ1,f + α2,n,fγ2,f + β1,m,fγm,f + β2,n,fγn,f

(1− α1,m,f )γ1,f + (1− α2,n,f )γ2,f + 1
, (4.31)

where ∀i ∈ I, γi,f =
Pi|hi,f |

2

σ2 and γk,f =
Pmax|hk,f |

2

σ2 . The derivation of the SINR δf→f in

(4.31) is provided in Appendix B2. One can observe that the SINR is improved with the

amalgamation between CoMP and C-NOMA. This is motivated by the fact that allowing

two cells to serve the ICI-prone UE will not only mitigate the ICI effects but also improve

the signal reception through the D2D communication from the two CCUs. However, since

CCU1
m and CCU2

n operate in DF relaying mode, the achievable rate of CEUf is limited
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by the weakest link and it is expressed as [11]

Rf = min{Rm→f ,Rf,CoMP,Rn→f}, (4.32)

where

Rf,CoMP = log(1 + δf→f ). (4.33)

Based on the above analysis, the achievable sum rate of the coordinated C-NOMA cluster

(CCU1
m, CEUf , CCU

2
n) is expressed as

Rm,f,n = R1,m +Rf +R2,n. (4.34)

Now, let us define X = {xm,f,n ∈ {0, 1}|m ∈ M, f ∈ F , n ∈ N}, such that, xm,f,n is

a binary UC indicator in which xm,f,n = 1 when CCU1
m, CEUf , and CCU2

n form one

coordinated C-NOMA cluster and xm,f,n = 0 otherwise, α = {(α1,m,f , α2,n,f ) ∈ [0.5, 1]2|
m ∈ M, f ∈ F , n ∈ N} is the collection of the BSs PA coefficients, and β = {(β1,m,f ,
β2,n,f ) ∈ [0, 1]2| m ∈ M, f ∈ F , n ∈ N} is the collection of the PA fractions from the

CCUs to the CEUs. Consequently, the network sum-rate, which is defined as the sum

of the achievable sum rates of all the constructed coordinated C-NOMA clusters, can be

expressed as

Rsum(X ,α,β) =
∑

m∈M

∑

f∈F

∑

n∈N

xm,f,nRm,f,n. (4.35)

4.5.2 Problem Formulation and Solution Methodology

With the goal of enhancing the performance of the proposed CoMP-assisted FD C-NOMA

scheme, a framework that jointly optimizes the PA coefficients at the BSs, the PA frac-

tions at the CCUs in each coordinated C-NOMA cluster, and the UC is proposed. The

UC policy defines the members of each coordinated C-NOMA cluster, i.e., which two

CCUs should be grouped with each CEU. The proposed framework is formulated as an

optimization problem aiming at maximizing the network sum-rate while guaranteeing the

required QoS at the UEs and the SIC constraints at the CCUs, which can be written as

follows.

P : Rsum(X ,α,β), (4.36a)

s.t. 0.5xk1,f,k2 ≤ αi,ki,f ≤ xk1,f,k2 , ∀i ∈ I, ki ∈ Ki, f ∈ F , (4.36b)

0 ≤ βi,ki,f ≤ xk1,f,k2 , ∀i ∈ I, ki ∈ Ki, f ∈ F , (4.36c)

Ri,ki ≥ xk1,f,k2Rth, ∀i ∈ I, ki ∈ Ki, f ∈ F , (4.36d)

Rf ≥ xk1,f,k2Rth, ∀f ∈ F , (4.36e)
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∑

n∈N

∑

f∈F

xm,f,n ≤ 1, ∀m ∈ M, (4.36f)

∑

f∈F

∑

m∈M

xm,f,n ≤ 1, ∀n ∈ N , (4.36g)

∑

n∈N

∑

m∈M

xm,f,n ≤ 1, ∀f ∈ F , (4.36h)

xm,f,n ∈ {0, 1}, ∀m ∈ M, f ∈ F , n ∈ N , (4.36i)

where ki and Ki are defined for all i ∈ I, as

ki =







m, i = 1,

n, i = 2 ,
Ki =







M, i = 1,

N , i = 2.
(4.37)

Looking deep into problem P , constraint (4.36b) assures that more power is allocated to

each CEU than the CCUs to achieve the NOMA principle, constraint (4.36c) indicates

that the PA fractions from the CCUs to the CEU in the same coordinated C-NOMA

cluster should be less than one. Constraints (4.36d) and (4.36e) guarantee the required

QoS in terms of the data rate threshold Rth at the CCUs and CEU, respectively. In

addition, constraint (4.36e) guarantees that each CCU can decode the message of the

associated CEU, which ensures the SIC criteria at the CCU. Constraints (4.36f), (4.36g),

and (4.36h) guarantee that each UE can be a member in at most one coordinated C-

NOMA cluster. Finally, constraint (4.36i) guarantees that the value of the UEs clustering

indicator is either 0 or 1.

One key component in the optimization problem P is the availability of the full CSI

of all invoked wireless links in order to perform the optimization in a centralized manner.

At this stage, it is important to mention first that the CSI between the BSs and their

associated UEs can be obtained using one of the CSI acquisition techniques for multi-

user wireless communication systems. For instance, the UL sounding reference signal

transmitted by all UEs (CCUs and CEUs) in LTE is used to estimate the required channel

gains for the communication links between the BSs and the cellular UEs in real time as

in LTE-A standard. Nevertheless, considering the D2D and SI CSI, one can apply the

same approach used in [117], where a method to obtain the full CSI in a source-relay-

destination topology with FD relaying was proposed. Specifically, based on [117], we can

assume in our system model that there is a control channel tunneling from the source

(BS), the relays (CCUs), and the destinations (CEUs) for channel estimation. Based on

this discussion, a perfect CSI is assumed to be available. On the other hand, it is worth
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noting that the computation of the resource allocation usually takes place in a server

located at the core network or in an edge server located near to one of the BSs.

To maximize the network sum-rate, the UC, the D2D PA, and the BSs PA coefficients

should be jointly optimized. It can be seen that the formulated optimization problem P
is an MINLP problem, which is hard to be solved in a straightforward manner. In order

to overcome this issue, we solve the optimization problem P using the concept of bi-level

optimization as detailed in the following [118]. In problem P , it can be seen that the

achievable sum rate expression Rm,f,n of a single coordinated C-NOMA cluster is only

a function of the PA policy and is independent of the UC indicator xm,f,n. Specifically,

one can observe that, ∀m ∈ M, f ∈ F and n ∈ N , if the optimal UEs cluster indicator

x∗m,f,n = 0, then the optimal power control policy
(
α∗
1,m,f , β

∗
1,m,f , α

∗
2,n,f , β

∗
2,n,f

)
= 04×1.

However, if x∗m,f,n = 1, then
(
α∗
1,m,f , β

∗
1,m,f , α

∗
2,n,f , β

∗
2,n,f

)
should be the optimal solutions

of the PA scheme of the coordinated C-NOMA cluster (CCU1
m,CEUf ,CCU

2
n). In other

words, if we assume that the UEs CCU1
m, CEUf and CCU2

n are clustered together and that

we can obtain their optimal PA scheme
(
α∗
1,m,f , β

∗
1,m,f , α

∗
2,n,f , β

∗
2,n,f

)
, problem P becomes

a linear assignment problem and hence the remaining part is to determine the optimal

UEs clustering policy x∗m,f,n. Thus, since we aim to obtain the optimal power control

policy such that the network sum-rate of the CoMP-assisted FD C-NOMA system can

be maximized, we can reduce the feasible set of the PA of problem P to the set of PA

coefficients that maximize the achievable sum rate for each coordinated C-NOMA cluster.

Therefore, the formulated optimization problem P is decoupled into two sub-problems

based on the bi-level optimization approach [118], where the first is the PA sub-problem

(inner problem) and the second is the UC sub-problem (outer problem) as shown below.

4.5.2.1 Power Control: CCUs and BSs Power Allocation Coefficients

In this part, we study the PA policy for each coordinated C-NOMA cluster (CCU1
m,CEUf ,

CCU2
n), ∀m ∈ M, f ∈ F and n ∈ N , by defining both the PA coefficients at the BSs

and the PA fractions from CCU1
m and CCU2

n to CEUf . As a result, the PA solution is

obtained by maximizing the achievable sum rate for a given coordinated C-NOMA cluster

(CCU1
m,CEUf ,CCU

2
n), which can be formulated as follow.

Pm,f,n : max
cm,f,n

Rm,f,n, (4.38a)

s.t. 0.5 ≤ α1,m,f , α2,n,f ≤ 1, (4.38b)
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0 ≤ β1,m,f , β2,n,f ≤ 1, (4.38c)

R1,m,Rf ,R2,n ≥ Rth, (4.38d)

where cm,f,n = (α1,m,f , β1,m,f , α2,n,f , β2,n,f ). The formulated PA problem is neither concave

nor quasi-concave and the optimal solution is challenging to obtain in practice. Neverthe-

less, since Pm,f,n must be solved for all possible combinations of (CCU1
m,CEUf ,CCU

2
n),

a computationally efficient approach for solving this problem needs to be investigated,

which is introduced in Section 4.5.3.

4.5.2.2 UEs Clustering: Defining The Coordinated C-NOMA Members

The two coordinating BSs jointly perform the UC by grouping one CCU from each cell

with one CEU shared between the two cells. Specifically, we need to define the optimal

UEs to be grouped in each coordinated C-NOMA cluster given the optimal power control

policy obtained from solving problem Pm,f,n for all m ∈ M, f ∈ F and n ∈ N . Conse-

quently, the optimal UC solution X ∗ can be obtained by solving the following optimization

problem

OPT−UC : max
X

Rsum(X , c∗m,f,n), (4.39a)

s.t. (4.36f)− (4.36i), (4.39b)

where c∗m,f,n is the solution of problem Pm,f,n. Note that, the optimal solution for the UC

in problem (4.39) requires an exhaustive search, which is impractical due to its extremely

high complexity. In order to overcome this issue, problem (4.39) will be formulated

as a one-to-one three-sided matching problem [119]. Then, a low-complexity matching

algorithm is developed to obtain a near-optimal solution, which will be discussed in Section

4.5.4.

4.5.3 Power Allocation for Each Coordinated C-NOMA Cluster

In this section, our objective is to solve problem Pm,f,n for a given UEs cluster (CCU1
m,

CEUf ,CCU
2
n). First, we define the feasibility conditions for problem Pm,f,n. Then, we

determine c∗m,f,n within the feasibility region of problem Pm,f,n.

4.5.3.1 Feasibility Conditions

The feasibility conditions of problem Pm,f,n define the conditions under which at least one

feasible solution for this problem does exist. The optimization problem Pm,f,n in (4.38)
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can be rewritten as

Pm,f,n : max
cm,f,n

Rm,f,n, (4.40a)

s.t. 0.5 ≤ αi,ki,f ≤ 1, ∀i ∈ I, (4.40b)

0 ≤ βi,ki,f ≤ 1, ∀i ∈ I, (4.40c)

αi,ki,f ≤ UBi,ki,f (βi,ki,f ) , ∀i ∈ I, (4.40d)

αi,ki,f = OBi,ki,f (βi,ki,f , Yi,ki,f ) , ∀i ∈ I, (4.40e)

αi,ki,f ≥ LBi,ki,f (βi,ki,f ) , ∀i ∈ I, (4.40f)

Yf ≤
∑|I|

i=1
Yi,ki,f , (4.40g)

where t = exp (Rth)− 1, Yf = t(γ1,f + γ2,f + 1) and for all i ∈ I, Yi,ki,f , UBi,ki,f , OBi,ki,f

and LBi,ki,f are expressed, respectively, as






Yi,ki,f = αi,ki,fγi,f (1 + t) + βi,ki,fγki,f ,

UBi,ki,f (βi,ki,f ) =
−γki,SItβi,ki,f + γi,ki − t

γi,ki
,

OBi,ki,f (βi,ki,f , Yi,ki,f ) =
−γi,ki,fβi,ki,f + Yi,ki,f

γi,f (1 + t)
,

LBi,ki,f (βi,ki,f ) =
γki,SItβi,ki,f + t(1 + γi,ki)

γi,ki(1 + t)
.

(4.41)

Constraints (4.40d) and (4.40f) result from the facts that Rth ≤ Ri,ki and Rth ≤ Ri,ki→f ,

whereas constraints (4.40e) and (4.40g) result from the fact that Rth ≤ Rf . Based on

this, the feasibility conditions of problem Pm,f,n can be obtained through the following

theorem.

Theorem 4.1. Problem Pm,f,n is feasible iff the following conditions hold.

Condition 1: t ≤ −1 +
√

1 + min
i∈I

γi,ki , (4.42a)

Condition 2: Yf ≤
|I|
∑

i=1

Y max
i,ki,f

, (4.42b)

where for all i ∈ I, Y max
i,ki,f

is expressed as shown in (4.43)

Y max
i,ki,f

=

γi,f (1 + t)

(
1

2

(

1 + sgn

(
γi,f

γi,f (1 + t)
− γkiSI
γi,kit

))(
γi,f

γi,f (1 + t)
− γki,SI
γi,kit

)

βmax
i,ki,f

+
γi,ki − t

γi,ki

)

,

(4.43)
in which

βmax
i,ki,f

= min

(

1,
γi,ki − 2t− t2

γki,SIt(2 + t)

)

. (4.44)

Proof. See Appendix B3. ■
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4.5.3.2 Proposed Power Control Scheme

In this subsection, our objective is to solve the optimization problem Pm,f,n under the

assumption that it is feasible. First, we start with the following corollary.

Corollary 1. For all i ∈ I, the range of Yi,ki,f is given by

Yi,ki,f ∈
[
Y min
i,ki,f

, Y max
i,ki,f

]
, (4.45)

where Y max
i,ki,f

is expressed as shown in (4.43) and

Y min
i,ki,f

max

(
γi,f (1 + t)

2
,
tγi,f (1 + γi,ki)

γi,ki

)

. (4.46)

Proof. See Appendix B4. ■

Now, let us consider constraint (4.40e). For all i ∈ I, since αi,ki,f = OBi,ki,f (βi,ki,f ,

Yi,ki,f ), then we have Yi,ki,f = γi,f (1 + t)αi,ki,f + γi,ki,fβi,ki,f . In addition, the vari-

ables (Y1,m,f , Y2,n,f ) are linked through the inequality constraint in (4.40g). If we trans-

form this inequality constraint into an equality constraint, then we obtain Y2,n,f =

Yf − Y1,m,f . Therefore, using the results of corollary 1, since Y2,n,f ∈
[
Y min
2,n,f , Y

max
2,n,f

]
,

then we obtain Y1,m,f ∈
[

Y min
′

1,m,f , Y
max

′

1,m,f

]

, where Y min
′

1,m,f = max
(
Y min
1,m,f , Yf − Y max

2,n,f

)
and

Y max
′

1,m,f = min
(
Y max
1,m,f , Yf − Y min

2,n,f

)
. Our approach to solving problem Pm,f,n is detailed

as follows. First, we solve problem Pm,f,n for fixed values of (Y1,m,f , Y2,n,f ) and assuming

that constraint (4.40g) is satisfied. Then, we obtain the optimal solutions of problem

Pm,f,n through an optimal design of the parameters (Y1,m,f , Y2,n,f ). Based on this, for

fixed values of (Y1,m,f , Y2,n,f ), and assuming that (4.40g) is satisfied, problem Pm,f,n is

reduced to the following optimization problem.

P ′
m,f,n : max

cm,f,n

Rm,n,f , (4.47a)

s.t. (4.40b)− (4.40f). (4.47b)

Let C (Yi,ki,f , i ∈ I) ≜×|I|

i=1
Ci (Yi,ki,f ), where ∀i ∈ I, the set Ci (Yi,ki,f ) ⊂

[
1
2
, 1
]
× [0, 1]

contains the intersection points (αi,ki,f , βi,ki,f ) between the bound OBi,ki,f and the bound-

aries of the feasibility region of problem Pm,f,n except the upper bound UBi,ki,f . Based

on this, and ∀i ∈ I, the set Ci (Yi,ki,f ) is characterized as shown in the following theorem.

Theorem 4.2. For all i ∈ I, the set Ci (Yi,ki,f ) is expressed as follows. If
γi,ki−t

γi,ki
≤ Yi,ki,f

γi,f (1+t)
,

then Ci contains only one critical point that is expressed as

(αi,ki,f , βi,ki,f )1 =
(
fi,ki,f

(
βci,ki,f , Yi,ki,f

)
, βci,ki,f

)
, (4.48)

and if
γi,ki−t

γi,ki
≥ Yi,ki,f

γi,ki (1+t)
, then Ci contains two critical points that are expressed, as

(αi,ki,f , βi,ki,f )1 =
(
fi,ki,f

(
βci,ki,f , Yi,ki,f

)
, βci,ki,f

)
,

(αi,ki,f , βi,ki,f )2 = (fi,ki,f (0, Yi,ki,f ) , 0) ,
(4.49)

88



where the function fi,ki,f (·, ·) is expressed as

fi,ki,f (β, x) = max

(
1

2
,− γi,ki,f

γi,f (1 + t)
β +

x

γi,f (1 + t)

)

, (4.50)

and βci,ki,f is expressed as

βci,ki,f = min
(
βmax
i,ki,f

, βint
i,ki,f

)
, (4.51)

in which

βint
i,ki,f

=
γi,kiYi,ki,f − tγi,f (γi,ki + 1)

γki,SIγi,f + γi,kiγi,ki,f
. (4.52)

Proof. See Appendix B5. ■

The critical points are the possible candidates to be optimal solutions for problem

P ′
m,f,n, which are functions of (Y1,m,f , Y2,n,f ). Consequently, the proposed solutions of

problem P ′
m,f,n are expressed as

c∗m,f,n (Y1,m,f , Y2,n,f ) = argmax
cm,f,n

Rm,f,n (cm,f,n, Y1,m,f , Y2,n,f ) . (4.53)

Based on the above, the original problem Pm,f,n is reduced to a linear search problem.

Specifically, using the linear relation Y2,n,f = Yf − Y1,m,f , the proposed solutions of prob-

lem Pm,f,n are fully characterized by obtaining the optimal value of the variable Y1,m,f .

Therefore, let us define the L-point discrete uniform range for Y1,m,f that is given by

Y1,m,f =
{(

Y max
′

1,m,f − Y min
′

1,m,f

)
l−1
L−1

+ Y min
′

1,m,f , l ∈ J1, LK
}

, where L ∈ N \ {0}. Therefore, for

each value of Y1,m,f ∈ Y1,m,f , we calculate Y2,n,f = Yf − Y1,m,f . Then, we obtain the

value of c∗m,f,n(Y1,m,f , Yf − Y1,m,f ) from equation (4.53) and the corresponding optimal

cluster rate R∗
m,f,n(Y1,m,f , Yf − Y1,m,f ). Consequently, we select the power control vector

c∗m,f,n that achieves the highest cluster rate R∗
m,f,n(Y1,m,f , Yf − Y1,m,f ) over all values of

Y1,m,f ∈ Y1,m,f , i.e., c
∗
m,f,n = argmax

Y1,m,f∈Y1,m,f

R∗
m,f,n(Y1,m,f , Yf − Y1,m,f ). Finally, based on

the above analysis, the algorithm of the proposed power control scheme is presented in

Algorithm 2.

4.5.4 UEs Clustering: Three-Sided Matching Game Formula-

tion

To efficiently solve the UEs clustering problem, we reformulate the optimization problem

in (4.39) as a one-to-one three-sided matching game. To better describe the matching

game between the two CCUs and the CEU, we first introduce some necessary definitions

and notations for the matching game.
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Algorithm 2: Proposed power control scheme

Initialization: c∗m,f,n = 04×1, R
∗
m,f,n = 105, cm,f,n = 04×L and rm,n,f = 0L;

for l from 1 to L do

i) Compute Y1,m,f =
(

Y max
′

1,m,f − Y min
′

1,m,f

)
l−1
L−1

+ Y min
′

1,m,f and then C1 (Y1,m,f )
as shown in Theorem 2;

ii) Compute Y2,n,f = Yf − Y1,m,f and then C2 (Y2,n,f ) as shown in Theorem 2;

iii) Compute C (Y1,m,f , Y2,n,f ) = C1 (Y1,m,f )× C2 (Y2,n,f );

iv) cm,f,n (:, l) = argmax
cm,n,f∈C(Y1,m,f ,Y2,n,f)

Rm,f,n (cm,f,n) and then

rm,n,f (l) = Rm,f,n (cm,f,n (:, l));

v) if Rm,n,f (l) < R∗
m,f,n then

R∗
m,f,n = rm,n,f (l);

c∗m,f,n = cm,f,n (:, l);

end if

end for

4.5.4.1 Preliminaries

Definition 4.1. When a CCU1
m, and another CCU2

n, jointly serve a CEUf , along with

the two BSs, we say that CCU1
m, CEUf , and CCU2

n are matched with each other, and they

form a matching triple. This matching triple is denoted by ∆ ≜ (CCU1
m,CEUf ,CCU

2
n). A

player is defined as one UE in the cellular system, i.e., each UE from CCU1
m, CEUf and

CCU2
n represents a player. Additionally, any two of these three players compose a player

pair, i.e. (CCU1
m, CEUf), (CCU

1
m, CCU

2
n) and (CEUf , CCU

2
n).

We denote the preference utility of any triple (CCU1
m,CEUf ,CCU

2
n) by the sum rate

of the players inside the potential matching triple, i.e., Um,f,n ≜ R1,m +Rf +R2,n, i.e.,

Um,f,n ≜ Rm,f,n. The intuition behind selecting such preference utility comes from the ob-

jective of OPT−UC, where each matching triple ∆ constructs a coordinated C-NOMA

cluster such that its achievable sum rate is maximized. Each triple has unique channel

gains with the BSs and among its players (D2D channel gains from the CCUs to the CEU)

and therefore results in a distinctive triple utility. Thus, when a player is matched with dif-

ferent player pairs and composes different triples, this player should only select one triple

to be a member of it and, in the meantime, each agent in that triple should accept that

player (agent and player are used interchangeably throughout the paper). To better de-

scribe the decision of each agent and the competitive behavior among the players, we define

90



a preference utility for each player over the player pairs (CCU1
m,CEUf ), (CCU

1
m,CCU

2
n),

and (CEUf ,CCU
2
n). For example, if CEUf prefers player pair (CCU1

m,CCU
2
n) over the

player pair (CCU1
a,CCU

2
c), the triple utility (CCU1

m,CEUf ,CCU
2
n) should yield higher util-

ity than the triple (CCU1
a,CEUf ,CCU

2
c) does, which can be presented as (CCU1

m,CCU
2
n)

≻CEUf
(CCU1

a,CCU
2
c) iff Um,f,n > Ua,f,c. By evaluating the utilities of the different

triples, each player can build up a descending-ordered preference profile. Using this

preference profile, each player can identify its preference over all player pairs from the

other two player sets. We denote the set of the preference profiles of all players as S ≜

{S(CCU1
1), . . . ,S(CCU

1
M),S(CEU1), . . . ,S(CEUF ), S(CCU

2
1), . . . ,S(CCU

2
N)}, where, for

all m ∈ M, f ∈ F and n ∈ N , S(CCU1
m),S(CEUf ), and S(CCU2

n) are the preference

profiles of CCU1
m, CEUf , and CCU2

n, which have at most FN (CEUf ,CCU
2
n) pairs, MN

(CCU1
m,CCU

2
n) pairs, and MF (CCU1

m, CEUf ) pairs, respectively. Next, and based on

the above definitions and notations, we will reformulate the UEs clustering optimization

problem OPT−UC as a three-sided matching problem.

Definition 4.2. Given a set M of CCU1, a set F of CEUs, and a set N of CCU2, a one-

to-one three-sided matching Φ is a matching function defined as M 7−→ F × N ,F 7−→
M × N , and N 7−→ M × F . Therefore, under the matching Φ, we have at most Q =

min{M,F,N} disjoint triples, which are denoted by {∆1,∆2, . . .∆Q} such that:

1. Φ(CCU1
m) = (CEUf , CCU

2
n) ⇐⇒ Φ(CEUf ) = (CCU1

m, CCU
2
n) ⇐⇒ Φ(CCU2

n)

= (CCU1
m, CEUf ),

2. Φ(CCU1
m) = ∅, if CCU1

m is not in any matching triple, Φ(CEUf) = ∅, if CEUf

is not in any matching triple, and Φ(CCU2
n) = ∅, if CCU2

n is not in any matching

triple,

3. ∆i ∩∆j = ∅, ∀i, j ∈ {1, 2, . . . Q},

where condition 1) guarantees that CCU1
m, CEUf , and CCU2

n are matched with each other

and construct a matching triple. Since it is not necessary that the sizes of the three sets,

M,F , and N are the same, it may be that some agents will not be matched, which is

represented by conditions 2). Condition 3) indicates that each agent must belong to at

most one matching triple.

Definition 4.3. The social welfare of the whole system can be defined as the total utility

of all the matching triples, which can be expressed as

UΦ =
∑

m∈M

∑

f∈F

∑

n∈N

xm,f,nUm,f,n. (4.54)
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Corresponding to the optimization problem OPT−UC, the one-to-one three-sided

CCU1-CEU-CCU2 matching problem can be described as follows. We aim to obtain a

one-to-one three-sided matching Φ from a set of CCU1s, a set of CEUs, and a set of

CCU2s that can maximize the social welfare UΦ in (4.54) subject to constraints (4.36f)-

(4.36i) with decision parameters {xm,f,n, ∀m ∈ M, f ∈ F , n ∈ N}. In order to solve this

matching game, we explain the proposed matching algorithm in the following subsection.

4.5.4.2 Proposed Matching Algorithm

In the considered three-sided CCU1-CEU-CCU2 matching game, each CEUf is an agent

which tries to be matched with its most preferable (CCU1
m,CCU

2
n) pair and the CCU1s

and CCU2s tend to choose the CEUs that can maximize the total utility (4.54). First,

the CEUs propose themselves to the most favourable (CCU1,CCU2) pairs, i.e., for all

m ∈ M, f ∈ F and n ∈ N , each CEUf makes an offer to its favourite (CCU1
m,CCU

2
n)

pair. Then, when CCU1s and CCU2s receive the offers from the CEUs, they have the

right to decide whether to reject or accept the offers. In the proposing stage of the CEUs,

it is likely that one CCU1 or one CCU2 receives more than one offer from different CEUs,

which results in a conflict between the offers. To discuss how the CCU1 and CCU2 choose

among various offers, the concept of blocking triples is introduced, which can be defined

as follows.

Definition 4.4. Given a matching Φ and a player triple ∆B having at least one matched

player and one unmatched player under Φ, we have:

1. If only one player of ∆B, denoted by q1, is matched under Φ, then ∆B is a blocking

triple under Φ when U∆B
> Uq1,Φ(q1).

2. If two players of ∆B, denoted by q1 and q2, are matched under Φ, then we have two

cases

(a) If q1 ∈ Φ(q2), then ∆B is a blocking triple under Φ when U∆B
> Uq1,Φ(q1);

(b) If q1 /∈ Φ(q2), then ∆B is a blocking triple under Φ when U∆B
> Uq1,Φ(q1) +

Uq2,Φ(q2).

Following up on Definition 4.4, denote q1, q2 and q3 as the three players of triple ∆B,

where at least one among q1 and q2 is matched under Φ and q3 is an unmatched player.

Item 1) indicates the case when only one agent is matched under Φ (say q1 is the matched
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agent). In this case, if agent q1 can achieve a higher utility by constructing a matching

triple with agents q2 and q3 instead of its original partners under Φ, then q1, q2, and q3 is

a blocking triple together [119]. In general, a player in a blocking triple ∆B can switch its

current matching triple under Φ as long as it can achieve a better utility. As a result, q1

must reject its current partners and, therefore, one original matching triple under Φ will

be broken up. On the other hand, if (q1, q2) are partners in other matching triples under

Φ, we have two sub-cases: 2a) when q1 and q2 belong to the same matching triple under

Φ or 2b) when they have been matched to two different matching triples under Φ. Case

2a) is similar to case 1) because only one matching triple under Φ must be broken up.

Meanwhile, in case 2b), the two agents are matched with two different matching triples,

which leads to breaking up two matching triples under Φ. However, changing the partners

of q1 and q2 may affect the number of matching triples, which results in dissatisfaction

with the other players and reduces the social welfare of the network. Consequently,

these players should change their partners and break up two matching triples only when a

remarkable enhancement can be obtained by these switching. Therefore, ∆B is considered

as a blocking pair, if the utility of ∆B is higher than the profit that can be achieved from

the sum of the triples utilities of q1 and q2 under Φ, which should be broken-up [119].

The details of the proposed CCU1-CEU-CCU2 Matching (CECM) algorithm are pre-

sented in Algorithm 3, which consists of three main stages: Stage I: PA phase, Stage

II: Initialization phase and Stage III: Matching phase. In Stage I, the PA for each co-

ordinated C-NOMA cluster (CCU1
m,CEUf ,CCU

2
n) is evaluated according to Algorithm

3, and the corresponding achievable sum rate of each coordinated C-NOMA cluster is

computed. In Stage II, the preference profile of each CEUf is obtained by sorting the sum

rate of the coordinated C-NOMA cluster for every potential triple (CCU1
m,CEUf ,CCU

2
n).

In addition, three unmatched players sets, V ,W , and Z are built to identify whether or

not each CCU1,CEU, and CCU2, respectively, are matched.

In Stage III, the matching process requires multiple rounds. In each round r, each

unmatched CEUf proposes itself to the most preferred (CCU1
m∗ , CCU2

n∗) pair, which is the

first ranked in CEUf ’s preference profile, which corresponds to steps 5-6 in Algorithm

3. It should be noted that the pair (CCU1
m∗ , CCU2

n∗) has never rejected CEUf request

in the previous rounds. If the two agents CCU1
m∗ and CCU2

n∗ have never received any

requests in the previous rounds and only receive a request from CEUf in round r, the

93



Algorithm 3: Proposed CECM Algorithm

Input: Set of CCU1s N ; Set of CEUs F ; Set of CCU2s M
Phase I: Power Allocation

Phase II: Initialization of Matching Algorithm

Calculate the utility Rm,f,n, ∀m ∈ M, f ∈ F , n ∈ N ;

Form M ×N (CCU1
m,CCU

2
n) pairs from M×N ;

Construct the preference profiles of all CEUs in F overall (CCU1
m,CCU

2
n) pairs:

{S(CEU1), . . . ,S(CEUF )};
Initialize the sets of unmatched CCU1s V △

= M, unmatched CEUs W △
= F , and

unmatched CCU2s Z △
= N ;

Phase III: Matching

while W is not empty and the preference profile S(CEUf ) of each CEUf is not
empty do

CEUf proposes itself to its most favourable (CCU1
m∗ , CCU2

n∗), the first pair in
its preference profile S(CEUf );

if CCU1
m∗ ∈ V and CCU2

n∗ ∈ Z then
Match CEUf with (CCU1

m∗ ,CCU2
n∗) and record this triple;

Remove CCU1
m∗ , EUf , and CCU2

n∗ from V ,W , and Z, respectively;

end if

else if (CCU1
m∗ ,CEUf ,CCU

2
n∗) is a blocking triple then

Remove CEUf from W
Each member of (CCU1

m∗ ,CCU2
n∗) kicks out its current partners;

Match CEUf with (CCU1
m∗ ,CCU2

n∗), and record this triple matching;
Add the rejected players in the corresponding unmatched player sets;

end if
else

CEUf is rejected by (CCU1
m∗ ,CCU2

n∗);
end if

Remove (CCU1
m∗ ,CCU2

n∗) from S(CEUf );
end while

pair (CCU1
m∗ , CCU2

n∗) will accept temporarily the request from CEUf . Then, (CCU1
m∗ ,

CEUf , CCU
2
n∗) will be matched and form a matching triple, which corresponds to steps

7-9 in Algorithm 3. However, if either CCU1
m∗ and/or CCU2

n∗ have/has already been

matched in earlier rounds or have/has received requests from other CEUs in the current

round, CCU1
m∗ and/or CCU2

n∗ should check whether (CCU1
m∗ , EUf ,CCU

2
n∗) can form a

blocking triple under the current matching, which corresponds to step 10 in Algorithm

3. If it can, then the pair (CCU1
m∗ , CCU2

n∗) will accept the request of CEUf and kicks

out the previously matched CEU, which corresponds to steps 11-14 in Algorithm 3.

Otherwise (CCU1
m∗ ,CCU2

n∗) rejects CEUf and keeps the previously matched partners,

which corresponds to steps 15-16 in Algorithm 3. It should be noted that the current
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accepted CEUf by (CCU1
m∗ ,CCU2

n∗) pair might be kicked out in the next coming rounds

because this pair still have the right to accept another CEU if it can offer a better request

in terms of the total utility than the current matching. The rounds stop when no CEUf

proposes itself to the (CCU1
m,CCU

2
n) pairs, which means that either a CEUf is matched

to an (CCU1
m,CCU

2
n) pair or it has been rejected by all (CCU1

m,CCU
2
n) pairs. Moreover,

the output of Φ in Algorithm 3 can be mapped to a feasible UEs clustering set X of

the original problem OPT−UC, where if CCU1
m, EUf , and CCU2

n are matched, we set

xm,f,n = 1, and xm,f,n = 0 otherwise. Note that the UEs that are not members of any

coordinated C-NOMA cluster can be served through OMA technique. Based on that,

after the coordinated C-NOMA clusters are constructed, one possible solution to serve

those remaining UEs is to solve another optimization problem to maximize the sum-rate

while considering the OMA technique. In this paper, we only focus on analyzing the

performance of the UEs which are members of the coordinated C-NOMA clusters. Thus,

the problem is formulated to guarantee the required QoS for admitted UEs.

4.5.4.3 Stability And Convergence Analysis of The Proposed CECM Algo-

rithm

Definition 4.5. A matching Φ is said to be stable if there are no blocking triples other

than the matching triples under Φ.

Lemma 4.1. If Algorithm 3 converges to Φ∗, then Φ∗ is a stable matching.

Proof. See Appendix B6. ■

Theorem 4.3. The CECM algorithm converges to a stable matching after a finite number

of rounds.

Proof. See Appendix B7. ■

4.5.4.4 Computational Complexity Analysis

In this section, we evaluate the computational complexity of the CoMP-assisted FD C-

NOMA, through both the optimal and the proposed solutions of problem P , and of the

conventional CoMP NOMA scheme. Note that, since we have obtained the optimal PA

coefficients at the BSs and the optimal transmit power at the CCUs, the main reason

of the sub-optimality of the proposed approach is the solution of the linear assignment

problem of the UC. In order to find the optimal solution of the optimization problem P
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in (4.38), we need to optimally solve the UC policy through an exhaustive search, which

refers to as optimal UC (OUC). In order to evaluate the computational complexity of these

three schemes, the computational complexity of the PA optimization for all the potential

coordinated C-NOMA clusters, the UC optimization using the CECM algorithm, and the

OUC scheme need to be evaluated, which is the focus of the following paragraphs.

1) Complexity Analysis of the PA Solution: Algorithm 1 obtains the optimal

solution for one coordinated C-NOMA cluster with an efficient computational complexity

of O(L). Thus, the computational complexity of obtaining the optimal sum rate for all

the possible coordinated C-NOMA cluster configurations is O(LMFN).

2) Complexity Analysis of the OUC Scheme: In the OUC scheme, all the

possible combinations of (CCU1
m,CEUf ,CCU

2
n), for all m ∈ M, f ∈ F , n ∈ N , are tested

through an exhaustive search and then the optimal solution is selected. Since the number

of CCU1s, CEUs, and CCU2s are not necessarily equal, we assume that Q ≜ F . This

indicates that each of the F CEUs can be matched with one CCU1 and one CCU2. By

choosing F CCU1s from M and F CCU2 from N , there are
(
M
F

)(
N
F

)
patterns in total. For

every selected pattern, we have (F !)2 matching cases between the selected players. As a

result, the total number of triple-matching combinations is M !N !/[(M − F )!(N − F )!].

In order to find the best matching triples that can maximize the network sum-rate, we

need to perform an exhaustive search over all possible matching combinations. Thus, the

computational complexity of the exhaustive search is O((MN)F ), which is an exponential

complexity. The same steps can be applied if Q
△
= N or Q

△
=M .

3) Complexity Analysis of the Proposed CECM Algorithm: to quantify the

complexity of the proposed CECM algorithm, it is necessary to analyze the computational

complexity of forming the preference profile for each CEU (Phase II in Algorithm 3)

and the running complexity of the proposed CECM algorithm (Phase III in Algorithm

3). First, each CEU needs a sorting process to construct its preference profile, which has

a complexity of O(MN log(MN)). Consequently, the overall computational complexity of

Phase II is O(FMN log(MN)) [120]. Meanwhile, in Phase III, under the worst case, it can

be observed that the computational complexity of the proposed CECM algorithm is linear

with respect to the size of the preference profiles, and it is given by O(MFN). Therefore,

the computational complexity of the proposed CECM algorithm is O(FMN log(MN)),

which is a polynomial complexity, and therefore, more efficient than the OUC scheme.
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As a result, the computational complexity of the optimal and proposed solutions of

the CoMP-assisted FD C-NOMA are O((MN)F+LMNF ) and O(FMN(L+log(MN))),

respectively, which is exactly the same as the one of the CoMP-assisted HD C-NOMA

scheme that is considered as a benchmark in the simulation results section. Finally, it

is worth mentioning that the adopted solution approach in the proposed CoMP-assisted

FD C-NOMA scheme is applied for solving the CoMP NOMA as explained in section VI.

However, for the PA optimization, the line search is not needed after doing the required

substitutions. As a result, the computational complexity for the CoMP NOMA scheme

is O(FMN(log(MN))).

4.5.5 Results and Discussion

In this section, the efficacy of the proposed model and the solution approach is validated

through the following three points:

• The validation of the optimal low-complexity solution for the PA problem.

• The assessment of the proposed UEs clustering, i.e. the CECM algorithm, in com-

parison with the OUC scheme.

• The evaluation of the performance of the proposed CoMP-assisted FD C-NOMA

compared to two benchmark schemes, which are CoMP-assisted HD C-NOMA and

CoMP NOMA, under various system parameters by varying the power budget at

the CUs, the rate threshold at the UEs, and the power allocated for each C-NOMA

cluster.

The baseline schemes can be explained as follows.

• CoMP-assisted HD C-NOMA: In this scheme, the CCUs cooperate with the

CEUs in HD DF relaying mode. The UEs clustering is performed by applying the

proposed CECM algorithm. In addition, a computational-efficient solution for the

PA sub-problem is obtained following the same approach used in the CoMP-assisted

FD C-NOMA.

• CoMP NOMA [9, 100]: It is important to remind here that the conventional

CoMP NOMA scheme is the same as the proposed CoMP FD C-NOMA scheme,

but without cooperation between the CCUs and the CEUs. In the CoMP NOMA
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Table 4.4: Simulation Parameters

Parameter Symbol Value
Distance between BS1 and CCU1

m and between BS2 and CCU2
n d1m = d2n [0.2, 0.4]

Distance between BS1 and CEUf d1f [0.8, 1]
Distance between BS2 and CEUf d2f (1.8− d1f )
Distance between CCU1

m and UEf dmf (d1f − d1m)
Distance between CCU2

n and CEUf dnf (d2f − d2n)
Pathloss exponent α 4
Noise variance σ2 1

Rate threshold γfth 1 bits/sec/Hz
Number of CCU1s and Number of CCU2s M,N 6
Number of CEUs F 4

scheme, the UEs clustering is performed by applying the proposed CECM algorithm.

In addition, closed-form expressions for the PA coefficients adopted by the BSs to

the CCUs and CEUs are obtained by following the same proposed procedures for

the proposed power control considering ΩSI = 0 and Pmax = 0.

4.5.5.1 Simulation Settings

Considering a homogeneous cellular network, we assume that the power allocated by the

BSs for each C-NOMA cluster is equal in which P1 = P2 = Pb [10, 109, 113]. Apart from

SI channel, both the small-scale fading and the large-scale fading are considered for each

wireless communication link. The large-scale fading, i.e., the distance-dependent path-

loss, is modeled as PL(dtr) = d−ηtr , where dtr is the distance between node t and node r and

η is the path-loss exponent. Meanwhile, the small-scale fading, which is denoted as gtr, is

modeled as Rayleigh fading with zero mean and unit variance [10,33,109]. Consequently,

the corresponding channel coefficients can be expressed as htr = gtr
√

PL(dtr). Finally,

the SI channel coefficient follows a complex symmetric Gaussian random variable with a

zero mean and ΩSI standard deviation, i.e., CN (0,Ω2
SI) [10,33,109]. Moreover, we assume

that the cell radius is normalized to unity [33]. The distance from each BS (BS1 and BS2)

to its CCUs, i.e., d1,m and d2,n, is randomly selected from 0.2 to 0.4, while the distance

from BS1 to the CEUs is randomly chosen from 0.8 to 1. The main simulation parameters

are shown in Table 4.4 and are similar to the ones adopted in the literature [10, 33].

Unless otherwise stated, we assume that the number of CCUs at each cell is equal to

6, i.e., M = N = 6. Meanwhile, the number of CEUs is equal to 4, i.e., F = 4. Note

that, Monte Carlo simulations are employed over 106 independent channel and distance
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Figure 4.6: Analytical and numerical average sum-rate versus SI channel gain, i.e., ΩSI (Pb = 27 dBm
and Pmax = 25 dBm).

realizations. Finally, the adopted carrier frequency is 2.5 GHz [9].

4.5.5.2 Validation of The Optimality of The Proposed PA Scheme

Fig. 3 depicts the numerical and analytical average achievable sum rate for one coordi-

nated C-NOMA cluster for the proposed CoMP-assisted FD C-NOMA scheme and the

two benchmark schemes versus the average SI channel gain ΩSI. The analytical results

are obtained following the procedures in Algorithm 2, whereas the numerical results are

obtained by solving problem Pm,f,n using an off-the-shelf optimization solver.5 It can be

seen from Fig. 4.6 that the analytical results match perfectly the numerical results, which

validate the optimality of the PA solution obtained by Algorithm 1. For most of the

SI values, Fig. 4.6 shows that the proposed scheme remarkably outperforms the bench-

marked schemes. This is because, compared to the CoMP NOMA scheme, the CCUs are

encouraged to assist the CEUs, which reflects on reducing the power allocated from the

BSs to these CEUs and the BSs allocate most of the power to the CCUs. Meanwhile,

compared to CoMP-assisted HD C-NOMA, the proposed scheme makes benefits from the

one time-slot required for transmission. This results in a significant gain compared to the

other benchmarked schemes. Furthermore, Fig. 4.6 shows that when the SI channel gain

increases, the average achievable cluster sum rate decreases until nearly reaching the same

performance as the CoMP NOMA scheme. This is because when SI increases, each CCU

prefers to transmit with a low power value to avoid harming itself and thus maintain a

5The adopted solver is fmincon, which is a predefined Matlab solver [107].
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Figure 4.7: Average achievable sum rate per cluster versus the power budget at the CCUs Pmax, where
Pb = 30 dBm.

better achievable rate. Thus, more power should be allocated from the BS to the CEUs to

achieve its required QoS. Consequently, the allocated power from BS to CCUs decreases,

and a lower average cluster rate performance is obtained. One can see that at a certain

value of the SI, the performance of the CoMP-assisted HD C-NOMA achieves a better

performance than the proposed scheme. This is due to the SI that limits the transmit

power at CCUs in the FD mode. In addition, at very high SI values, the CCUs do not

contribute to the transmission to the CEUs, and hence the proposed CoMP C-NOMA

achieves the same performance as the CoMP NOMA scheme.

4.5.5.3 Validation of The Ignorance of Inter-CCUs Interference

In order to validate this assumption, we compare the performance of the proposed model,

i.e., without considering the interference between the CCUs belonging to different cells,

with the case when this interference is considered. In doing so, we have considered one

coordinated C-NOMA cluster and we have optimally solved problem Pm,f,n for the pro-

posed model without/with considering the interference between the CCUs belonging to

different cells. For simplicity, let us denote the case of neglecting the interference between

the two CCUs as “Scheme-1” and the case of considering the interference between the two

CCUs as “Scheme-2”. For Scheme-1, we solve problem Pm,f,n following the procedures in

Algorithm 2, whereas for Scheme-2, we first derive the feasibility conditions. Then, we

use an off-the-shelf optimization solver. Specifically, the adopted solver is fmincon, which
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Figure 4.8: Average network sum-rate versus Pb with different SI channel gains (Rth = 1 nats/sec/Hz
and Pmax = 25 dBm).

is a predefined Matlab solver. Moreover, 100 different initial points were generated so

as to guarantee convergence to the optimal solution.

Fig. 4.7 depicts the effect of increasing the transmit power budget Pmax at the CCUs

on the performance of Scheme-1 and Scheme-2 for different values of the SI channel gains.

It can be seen that for most of the values of Pmax, Scheme-1 and Scheme-2 have the same

performance. In addition, by considering the worst-case scenario when the SI channel gain

is low and the power budget of the CCUs is high, which encourages the CCUs to transmit

with high power, the impact of interference between the CCUs belonging to different cells

is less than 1% on the performance of the coordinated C-NOMA cluster. For instance,

when ΩSI = 5 dB and Pmax = 28 dBm, Scheme-2 achieves 99.15% of the performance

of Scheme-1, which validates the assumption of neglecting the effect of the interference

between the two cell-center users.

4.5.5.4 Network Sum-Rate Performance

Fig. 4.8 presents the average network sum-rate achieved by the three schemes versus the

power budget per C-NOMA cluster at the BS Pb for different values of SI channel gains.

It can be observed that for most of the values of Pb, the proposed scheme outperforms the

benchmarked schemes. In order to maximize the sum-rate of the network, the performance

of the CCUs should be maximized. This can be approximately achieved by assigning the

maximum allowable power control coefficients to the CCUs while considering the SIC

constraints. Consequently, the BSs will allocate the minimum power control coefficients
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to the CEUs in order to guarantee a successful SIC process at the CCUs. Then, the CCUs

will be able to assist the transmission from the BSs to the CEUs in order to achieve their

QoS. Thus, with low transmit power from the BSs, the CCUs should assist the CEUs

to achieve their required QoS, which explains the performance gap between the CoMP

C-NOMA in FD and HD relaying mode over the CoMP NOMA. For instance, when

Pb = 26 dBm, the proposed scheme can achieve about 350% and 252% gain over the

CoMP NOMA scheme for ΩSI = 5 dB and 15 dB, respectively; and the CoMP with HD

C-NOMA achieves around 150% gain over CoMP NOMA. On the other hand, when the

transmit power from the BSs increases, the gap between the proposed scheme and the

CoMP NOMA scheme decreases. This is because with a high transmit power from the

BSs, the power coefficients allocated by the BSs to the CEUs are able to guarantee the

SIC constraint at the CCUs and are approximately enough to achieve the rate constraints

at the CEUs. Thus, the required contributions from the CCUs will be reduced, and hence

the performance of the CoMP with the FD C-NOMA scheme will converge to the one of

the CoMP NOMA scheme.

As a conclusion, the transmit power from the BSs play an important role to determine

whether the CCUs are required to assist the transmission from the BSs to the CEUs in

the proposed scheme. However, for the CoMP-assisted HD C-NOMA, the gain resulting

in the BS transmit power on the CCUs performance is only leveraged in one time-slot.

Hence, when the power per C-NOMA cluster is sufficiently large compared to the power

budget at the CCUs, the CoMP NOMA scheme achieves better performance than the

CoMP with HD C-NOMA.

Fig. 4.9 compares the performance of the proposed CoMP-assisted FD C-NOMA

scheme with the two benchmarked schemes when varying the required data rate threshold

for different values of the SI. It can be seen that the proposed scheme has a significant

gain compared to the CoMP NOMA scheme, especially at high data rate threshold values.

This observation is explained as follows. Increasing the data rate threshold forces the BSs

to allocate more power to the CEUs in order to guarantee the SIC process at the CCUs,

which results in decreasing the achievable rates of that CCUs and, consequently, the

network sum-rate. Before we proceed in further detail, we have to explain first how the

average network sum-rate is calculated. For each coordinated C-NOMA/NOMA cluster,

we first check the feasibility conditions defined in Theorem 4.2. If these conditions
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Figure 4.9: Average network sum-rate versus Rth with different SI channel gains (Pb = 27 dBm and
Pmax = 25 dBm).

are not satisfied, the achievable sum rate for this cluster is set to zero. Consequently,

when the required QoS Rth increases, the BSs allocate more power to the CEUs in order

to satisfy the SIC constraints. However, for certain channel realizations, increasing the

power allocated to the CEUs will break the satisfaction of the rate constraint at the CCUs.

Based on this, by increasing the rate threshold Rth, the probability that the feasibility

conditions to be satisfied decreases. Therefore, the majority of the possible coordinated

C-NOMA/NOMA clusters are in an outage, and hence, the average network sum-rate

decreases.

One can see that CoMP-assisted HD C-NOMA has the worst performance at lower

values of the data rate threshold due to the pre-log penalty in the DF HD relaying

mode. Specifically, at low values of Rth, the PA coefficients at the BSs to achieve the

SIC constraints is enough to achieve the required QoS at the CEUs. Thus, the benefits

brought by the cooperation between CCUs and CEUs in the second time-slot go for only

the CEUs. However, when the Rth increases, the D2D cooperation is required to meet the

required QoS at the CEUs and to allocate sufficient power to the CCUs for maximizing

the sum-rate, which makes this scheme outperform the CoMP NOMA scheme.

Fig. 4.10 depicts the effect of increasing the transmit power budget Pmax at the CCUs

on the performance of the three schemes for different values of SI channel gains. For

the proposed scheme, when the power budget at the CCUs increases, the gain resulting

from the contribution of the CCUs through the D2D links to the CEUs increases. In

fact, for lower values of Pmax, each BS tries to allocate PA coefficients in a way that
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Figure 4.10: Average network sum-rate versus Pmax with different SI channel gains (Rth = 1 nats/sec/Hz
and Pb = 28 dBm).

not only guarantees the SIC process at the CCUs, but also achieves the QoS at the

CEUs. This is because the contributions from the D2D relaying links are weak. Thus, the

gain from the proposed scheme on the network sum-rate compared to the conventional

CoMP NOMA scheme will be low. However, when Pmax increases, each BS tries only to

allocate the PA coefficients such that the SIC constraints are achieved. Meanwhile, for the

QoS constraints, the CCUs will assist the CEUs to preserve the required rate threshold.

Therefore, most of the transmit power for the BSs goes to the CCUs, which in turn results

in an improvement in the network sum-rate. On the other hand, the CoMP-assisted HD

C-NOMA only outperforms the CoMP NOMA when the power budget at the CCUs is

sufficiently large such that a gain can be obtained from the D2D cooperation. In addition,

due to the pre-log penalty in the HD mode, the proposed scheme always outperforms the

HD C-NOMA scheme.

4.5.5.5 Network Sum-Rate Performance for Different Clustering Schemes

Fig. 4.11 shows the average network sum-rate versus Pb for different numbers of CEUs

F in the network. We compare the performance of the proposed CECM algorithm with

the ones of the OUC scheme and the random matching (RM) scheme. Through the

RM scheme, the power control policy of each C-NOMA cluster is determined according

to Algorithm 2 and the UEs clustering is randomly performed. Moreover, the PA

in the OUC scheme is also determined through Algorithm 2. Fig. 4.11 shows that

the performance of the CECM algorithm is very close to the one of the OUC scheme.
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Figure 4.11: Average network sum-rate versus Pb for OUC, CECM, and random matching schemes for
different number of CEUs (Rth = 1 nats/sec/Hz and Pmax = 28 dBm).

For instance, when F = 6 and Pb = 29 dBm, the CECM proposed scheme gets around

96.5% of the network sum-rate achieved by the OUC scheme, which demonstrates the high

performance of the proposed CECM algorithm. Furthermore, the proposed UEs clustering

scheme significantly outperforms the RM scheme. These observations demonstrate the

high performance-complexity efficiency of the CECM algorithm compared to the ones of

the OUC and RM schemes.

4.6 Summary

With the quest of enhancing the network connectivity and meeting the high data rate

requirements of the B5G networks, we investigated the amalgamation between CoMP

and FD C-NOMA. First, we provided a low-complexity sub-optimal power allocation

solution for one coordinated C-NOMA cluster considering imperfect CSI and imperfect

SIC. Afterward, we studied the joint UEs clustering and power control problem with the

objective of maximizing the network sum-rate while guaranteeing the QoS requirement

for the UEs, the SIC constraints, and the UEs’ power budget constraints. We compare

the performance of the proposed scheme with two benchmark schemes, which are CoMP-

assisted HD C-NOMA and CoMP NOMA. We show that the proposed CoMP with FD

C-NOMA outperforms the other benchmark schemes when the SI channel gains is not

sufficiently large regardless of the value of the transmit powers at the BS and the near

UEs. Meanwhile, when the SI value is sufficiently large, it is recommended to use either

CoMP with HD C-NOMA or CoMP NOMA as an access technique depending on the rate
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requirements, the transmit power at the BSs, and the transmit power at the near NOMA

UEs. When the power transmit at the BS is sufficiently larger than the power transmit

at the near UEs or when the rate requirement is sufficiently low, it is recommended to

consider CoMP NOMA as a multiple access technique, otherwise, the CoMP-assisted HD

C-NOMA should be adopted. One extension of the proposed scheme is to investigate

the beamforming problem when deploying multiple antennae at each BS. This would pro-

vide additional performance gains besides the gain brought by exploiting the cooperation

between the CCUs and the CEUs.
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Chapter 5

RIS-Enabled HD/FD C-NOMA Cel-

lular Networks

5.1 Introduction

Recently, C-NOMA has been deemed as one of the vital enabling MA techniques for

the upcoming 6G cellular networks [9, 121]. On the other hand, RIS has recently been

recognized as a key promising technology for the 6G wireless network to provide cost-,

energy-, and spectral-efficient communications [122, 123]. Motivated by the aforemen-

tioned benefits of these two technologies, the potential performance enhancement brought

by effectively integrating RIS technology with C-NOMA-based cellular networks is inves-

tigated in this Chapter. This combination of RIS and C-NOMA technologies can provide

a promising paradigm for upcoming 6G networks by providing additional paths that can

jointly construct a stronger combined channel gain for user of interest by leveraging RIS

technology and by improving network connectivity by adopting C-NOMA technique.

5.2 State of The Art

The research on RIS-enabled NOMA-based cellular networks is gaining momentum to

enhance and improve different performance metrics, such as power consumption [124–126],

network spectral-efficiency [127–129], network energy-efficiency [130], and user fairness

[131]. The authors in [124] evaluate the minimum power consumption in a two-UE NOMA

network for three different multiple access schemes to achieve the same required data rate

threshold and have proved that NOMA can achieve superior performance compared to the

counterpart OMA schemes in most of the system settings. The transmit beamforming

at the BS, phase-shift matrix at the RIS, and the channel gains ordering for a multi-

UE NOMA cellular network are jointly optimized to minimize the total transmit power
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in [126]. With the goal of maximizing the sum-rate in a two-UE and multi-UE NOMA

cellular network, joint optimization of the PA at the BS and the passive beamforming at

the RIS were investigated in [127, 128], respectively. Aiming at improving the spectral

efficiency of a multi-cell RIS-NOMA network, the problem of joint user association, sub-

channel allocation, power control, and passive beamforming is formulated in [129]. By

jointly optimizing the active beamforming at the BS and the passive beamforming at the

RIS, an efficient algorithm is developed in [130] to maximize the network energy efficiency

of a two-user RIS-NOMA network. Joint active beamforming at the BS and passive

beamforming at the RIS is investigated in [131] to maximize the minimum achievable

data rate for ensuring user fairness.

Going deep into the investigation of RIS-NOMA cellular networks, the performance

analysis using tools from stochastic geometry is considered in [14, 132–134]. Specifically,

the authors in [14] analyzed the network spectral efficiency when both the RIS technology

and CoMP transmission are jointly integrated in NOMA cellular networks. The network

spectral efficiency, energy efficiency, and outage probability are derived in [132]. Closed-

form expressions for the coverage probability and the ergodic rate are derived in a RIS-

assisted two-UE NOMA network without considering the direct link between far NOMA

user and BS [133]. Meanwhile, in [134], the rate coverage probability is derived in RIS-

assisted NOMA in HetNet considering the effect of the direct link.

All the aforementioned research works [14,124–134] have only investigated the perfor-

mance of integrating RIS with NOMA without considering the user-relaying cooperation,

whilst there is a lack of investigations in the existing literature on the performance of C-

NOMA when the RIS is considered in the network. Recently, the authors in [135] studied

the performance of a RIS-assisted HD C-NOMA system by jointly optimizing the active

beamforming at the BS, the user relaying power, and the phase-shifts at the RIS. However,

this work has not comprehensively analyzed the performance of RIS-aided HD C-NOMA

compared to the FD C-NOMA, either with or without the RIS technology.

5.3 Contributions

Against the above background, and to the best of our knowledge, integrating RIS with

C-NOMA in HD relaying mode has not been well studied in the literature and remains

still unexplored. Moreover, this chapter is one of the early attempts to explore the per-
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formance of FD C-NOMA systems with the assistance of RIS. These facts motivate us

to study the joint PA at the BS, transmit relaying power at the near UE, and passive

beamforming at the RIS that minimizes the total transmit power. Driven by the afore-

mentioned observations, the main contributions of this chapter can be summarized as

follows.

• A DL RIS-enabled HD/FD C-NOMA framework consisting of one BS, one near

NOMA user, one far NOMA user, and one RIS is considered, where the near NOMA

user can relay the message of the far NOMA user in either an HD or an FD relaying

mode. For each relaying mode, this framework is formulated as an optimization

problem with the objective of minimizing the total transmit power while guarantee-

ing the data rate QoS requirements for the users, the power budget at both BS and

near NOMA user, and the SIC constraint.

• Due to the high coupling between the PA coefficients at both the BS and near

NOMA user from one side and the passive beamforming at the RIS from the other

side, the formulated total transmit power minimization problem is neither linear

nor convex, and hence, is difficult to be directly solved. In order to overcome

this challenge, the AO approach is adopted, in which the original optimization

problem is decomposed into two sub-problems, namely, a PA sub-problem and a PS

optimization sub-problem, which are solved in an alternating manner.

• For the PA sub-problem, and for given phase-shift matrices at the RIS, the feasibility

conditions as relations between the QoS requirements, the power budget of the

active nodes (BS and near NOMA user), and SIC constraints are derived. Then,

the optimal solution of the PA sub-problem is determined in closed-form expressions.

• For given values of the PA coefficients at the BS and fixed transmit relaying power

at the near NOMA user, the passive beamforming sub-problem is reformulated

as a rank-one constrained optimization problem via matrix lifting and change of

variables. Then, a DC representation is formulated for the rank-one constraint.

Finally, an efficient SCA algorithm is proposed to solve the resulting problem and

to obtain a feasible rank-one solution. In addition, we analyze the convergence and

the computational complexity of the overall proposed algorithm.
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Extensive simulations were carried out to evaluate the performance of the proposed

RIS-enabled HD/FD C-NOMA cellular network. In order to validate the effectiveness

of the proposed framework, we compare the performance of the proposed scheme with

the other four baseline schemes. Then, we evaluate the performance of these schemes

with respect to different system parameters, such as the SI channel gain, the number of

RIS elements, the required QoS at the UEs, the RIS location, and the far NOMA user

location. In fact, the numerical results unveil that

• The RIS-enabled FD C-NOMA scheme provides a significant gain in terms of the

total transmit power compared to the RIS-enabled HD C-NOMA, the FD C-NOMA

without RIS, and the RIS-assisted NOMA schemes, despite the existence of high

residual SI at near NOMA user.

• The FD C-NOMA with the assistance of RIS has more resistance to the residual SI

effect and can tolerate high SI values compared to the same scheme without RIS,

which demonstrated the potential of integrating RIS with FD C-NOMA.

• The RIS-enabled HD C-NOMA scheme can beat the FD C-NOMA without the RIS

scheme despite the pre-log penalty in the HD relaying mode. This performance gain

depends on the number of RIS reflecting elements, the SI channel gain at the near

NOMA user, and the required QoS at the NOMA users.

• The location of the RIS depends on the adopted access technique. For instance, in

the RIS-assisted HD C-NOMA scheme, the RIS cannot be deployed at the BS and

it should be located beside either the near NOMA user or the far NOMA user.

The rest of the Chapter is organized as follows. Section 5.4 presents the system model of

the proposed RIS-enabled C-NOMA system. Section 5.5 presents the SINR and the rate

analysis for both HD and FD relaying modes. Section 5.6 and 5.7 present the formulated

optimization problem and the solution approach for the RIS-enabled HD C-NOMA system

and the RIS-enabled FD C-NOMA system, respectively. The simulation results and the

conclusion are presented in Sections 5.8 and 5.9, respectively. Note that, The notations

and symbols adopted throughout this Chapter are summarized in Table 5.1.

110





C
M×1,hrn ∈ C

M×1,hnr ∈ C
M×1,hrf ∈ C

M×1, hnf ∈ C, and hSI be the channel coefficients

of the communication links from BS −→ UEn, BS −→ UEf , BS −→ RIS, RIS −→ UEn,

UEn −→ RIS, UEn −→ UEf , and of the SI link, respectively. Note that, we assume

that the CSI of all the communication links is perfectly known at the BS [14, 124–133].1

Since UEn can adopt two different relaying modes, i.e., either HD or FD, two different

transmission schemes, i.e., RIS-enabled HD C-NOMA and RIS-enabled FD C-NOMA,

can be adopted, which are adequately defined in the next subsection.

5.4.2 Transmission Model

The transmission model for the two-UE C-NOMA consists of DT and CT phases that are

detailed as follows.

• Direct transmission: the BS applies superposition coding on the signals intended to

UEn and UEf . Then, it transmits the superimposed signal to both of them. The

transmitted signal by the BS will hit the RIS and will be then reflected back to

UEn and UEf to improve their signals reception diversity. Following the NOMA

principle, UEn first performs SIC to decode the intended signal for UEf . Second,

it cancels the decoded signal of the UEf from its own reception. Afterward, UEn

decodes its own signal from the resulting reception; while UEf treats the signal of

UEn as a noise.

• Cooperative transmission: UEn relays the decoded signal of UEf through a D2D

channel. Consequently, two signals will be received at the UEf ’s side. The first

is resulting from the transmission of UEn and the second signal comes from the

reflection by the RIS. Finally, UEf combines the received signals coming from the

BS, RIS, and UEn and then decodes its own signal.

For the case of HD relaying mode, DT and CT occur in two consecutive time-slots.

However, for the case of FD relaying mode, they occur in the same time-slot with the cost

1In order to characterize the theoretical performance gain and to provide useful insights from the
interplay between RIS and C-NOMA, we assume that the channel state information of all the communi-
cation links is perfectly known at the BS. Although it is generally difficult to have perfect CSI, various
efforts in the literature have proposed recently efficient channel estimation methods for RIS-assisted wire-
less networks that can be adopted in our system model to provide accurate CSI [136,137]. For instance,
the authors in [136] developed an alternating least square method based on the parallel factor framework
that can continuously estimate all the channels with low complexity. Two channel estimation approaches
based on compressive sensing and deep learning were proposed in RIS-assisted wireless systems [137].
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of inducing SI at UEn (the green line in Fig. 5.1). After presenting the main operations of

RIS-enabled C-NOMA, we direct our attention toward calculating the received SINR and

the corresponding achievable data rates at UEn and UEf in the two different operation

modes (FD and HD) as shown in the next section.

5.5 Downlink SINRs Model and Achievable Rates Anal-

ysis

In this section, we present the analysis of both the SINRs and the achievable rates for a

C-NOMA-based cellular system assisted by RIS for both HD and FD relaying modes. For

the two different relaying modes and at each channel use, the superimposed mixture of

the signals intended to UEn and UEf at the BS are expressed, respectively, as

SHD =
√

αHD
n PBSSn +

√

αHD
f PBSSf , and SFD =

√

αFD
n PBSSn +

√

αFD
f PBSSf , (5.1)

where Sn and Sf represent the intended signals of UEn and UEf , respectively, such that

E[|Sn|2] = 1 and E[|Sf |2] = 1, PBS represents the power budget of the BS, and for R ∈
{HD,FD}, αR

n and αR
f represent the power control coefficients allocated by the BS to UEn

and UEf in the relaying mode R, respectively. Note that, UEn is located near the BS

and has a better channel gain compared to UEf , which is located far from the BS. Hence,

following the principle of NOMA, the power allocation coefficients αR
n and αR

f of UEn and

UEf should satisfy the conditions αR
n < αR

f and 0 ≤ αR
n + αR

f ≤ 1 in order to perform

downlink NOMA and maintain the power budget at the BS, respectively [69, 107,138].

5.5.1 RIS-Enabled HD C-NOMA

For the case of RIS-enabled HD C-NOMA, the received signal at UEn can be expressed

as

YHD
n =

(
hbn + hHrnΘ

HD
(1) hbr

)
SHD +Wn, (5.2)

where Wn ∼ CN (0, σ2
n) is the additive white Gaussian noise (AWGN) with zero mean and

variance σ2
n and ΘHD

(1) = diag{ϕ(1)
1 , ϕ

(1)
2 , . . . , ϕ

(1)
M } is the phase-shift matrix of the RIS in the

DT, where ∀m ∈ J1,MK, ϕ
(1)
m = ejθ

(1)
m , such that θ

(1)
m ∈ [0, 2π] represents the phase-shift

of the mth reflecting element of the RIS in the first time slot. According to the NOMA

principle, SIC is adopted at UEn to decode the message Sf of UEf . Consequently, the
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received SINR at UEn to decode the message of UEf can be expressed as

SINR
HD
n−→f

(
αHD
n , αHD

f ,θ(1)

)
=

αHD
f PBS|hbn + hHrnΘ

HD
(1) hbr|2

αHD
n PBS|hbn + hHrnΘ

HD
(1) hbr|2 + σ2

n

, (5.3)

where θ(1) = [θ
(1)
1 , θ

(1)
2 , . . . , θ

(1)
M ]. Thus, after cancelling UEf ’s message, the SINR at UEn

to decode its own message can be expressed as

SINR
HD
n−→n

(
αHD
n ,θ(1)

)
=
αHD
n PBS|hbn + hHrnΘ

HD
(1) hbr|2

σ2
n

. (5.4)

Thus, the achievable data rate at UEn to decode the message of UEf and to decode

its own message can be expressed, respectively, as

RHD
n−→f

(
αHD
n , αHD

f ,θ(1)

)
=

1

2
log2

[
1 + SINR

HD
n−→f

(
αHD
n , αHD

f ,θ(1)

)]
, (5.5)

RHD
n−→n

(
αHD
n ,θ(1)

)
=

1

2
log2

[
1 + SINR

HD
n−→n

(
αHD
n ,θ(1)

)]
. (5.6)

On the other hand, the received signal at UEf in the DT is expressed as

Y(1)
f = (hbf + hHrfΘ

HD
(1) hbr)SHD +W (1)

f , (5.7)

where W (1)
f ∼ CN (0, σ2

f ) is the AWGN at UEf in the DT. Therefore, the SINR at UEf is

given by

SINR
HD
(1)

(
αHD
n , αHD

f ,θ(1)

)
=

αHD
f PBS|hbf + hHrfΘ

HD
(1) hbr|2

αHD
n PBS|hbf + hHrfΘ

HD
(1) hbr|2 + σ2

f

. (5.8)

Meanwhile, in the CT, UEn forwards the decoded message Sf to UEf . Consequently,

the observation at UEf resulting from the transmission of UEn and the reflections by the

RIS can be given by

Y(2)
f = βHDPn

(

hnf + ĥ
H

rfΘ
HD
(2) hnr

)

Sf +W (2)
f , (5.9)

where βHD ∈ [0, 1] is the fraction of the allocated power by UEn, Pn is the power budget at

UEn, ĥ
H

rf is the channel gain between the RIS and UEf in the CT and W (2)
f ∼ CN (0, σ2

f )

is the AWGN at UEf in the CT. In addition, ΘHD
(2) = diag{ϕ(2)

1 , ϕ
(2)
2 , . . . , ϕ

(2)
M } is the phase-

shift matrix of the RIS in the CT, where ∀m ∈ J1,MK, ϕ
(2)
m = ejθ

(2)
m , such that θ

(2)
m ∈ [0, 2π]

represents the phase-shift of the mth reflecting element of the RIS in the second time slot.

Therefore, the received SINR at UEf can be expressed as

SINR
HD
(2)

(
βHD,θ(2)

)
=
βHDPn|hnf + ĥ

H

rfΘ
HD
(2) hnr|2

σ2
f

, (5.10)

where θ(2) = [θ
(2)
1 , θ

(2)
2 , . . . , θ

(2)
M ]. It is clear that UEf receives its own signal from both

the DT and CT. As a result, at the end of the CT, UEf employs the maximum-ratio-

combining (MRC) technique to combine these receptions in both the DT and the CT in

order to decode its own signal [35, 107].

RHD
MRC

(
pHD,θHD

)
=

1

2
log2

[
1 + SINR

HD
(1)

(
αHD
n , αHD

f ,θ(1)

)
+ SINR

HD
(2)

(
βHD,θ(2)

)]
, (5.11)

where pHD = {αHD
n , αHD

f , βHD} and θHD = {θ(1),θ(2)}. However, the rate RMRC can be
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achievable if and only if UEn has the ability to decode the message Sf of UEf . Thus, the

data rate achieved at UEf is bounded by the data rate of UEn to decode the message

of UEf , i.e. Rn−→f [107]. Therefore, the achievable data rate of UEf to decode its own

message can be given as

RHD
f−→f

(
pHD,θHD

)
= min

(
RHD

n−→f

(
αHD
n , αHD

f ,θ(1)

)
,RHD

MRC

(
pHD,θHD

))
. (5.12)

5.5.2 RIS-Enabled FD C-NOMA

For the case of RIS-enabled FD C-NOMA, both the DT and CT are executed simulta-

neously using the same radio channel. Due to this, UEn suffers from a SI resulting from

receiving data from the BS and transmitting data to the UEf simultaneously within the

same co-channel [32]. Hence, the received signal at UEn is given by

YFD
n =

(
hbn + hHrnΘ

FDhbr

)
SFD + hSIS̃f +Wn, (5.13)

where hSI represents the SI channel coefficient at UEn and it is assumed to follow a complex

symmetric Gaussian random variable with a zero mean and ΩSI standard deviation, i.e.,

CN (0,Ω2
SI) [107, 111]. Due to the processing time resulting from decoding the message

Sf of UEf at UEn, the message S̃f relayed from UEn to UEf is a delayed version of the

original message Sf intended to UEf . In other words, by denoting τ the decoding time

of the message Sf of UEf at UEn, the message S̃f satisfies S̃f(i) = Sf(i − τ), where i

denotes the ith time slot [107, 111]. This transmission of S̃f causes an interference at

UEn. In addition,ΘFD = diag{ϕ1, ϕ2, . . . , ϕM} is the phase-shift matrix of the RIS, where

∀m ∈ J1,MK, ϕm = ejθm such that θm ∈ [0, 2π] represents the phase-shift of the mth

reflecting element of the RIS. Therefore, the data rate of UEn to decode the message of

UEf can be expressed as

RFD
n−→f(p

FD,θFD) = log2

[

1 +
αFD
f PBS|hbn + hHrnΘ

FDhbr|2
αFD
n PBS|hbn + hHrnΘ

FDhbr|2 + βFDPnγSI + σ2
n

]

, (5.14)

where γSI = |hSI|2,θFD = [θ1, θ2, . . . , θM ], and pFD = (αFD
n , αFD

f , βFD). Then, after the

successive decoding and canceling of the signal of UEf , UEn decodes its own signal Sn.

Consequently, the achievable data rate of UEn to decode its own signal can be given as

RFD
n−→n

(
αFD
n , βFD,θFD

)
= log2

[

1 +
αFD
n PBS|hbn + hHrnΘ

FDhbr|2
βFDPnγSI + σ2

n

]

. (5.15)

Afterward, UEn forwards the signal S̃f to UEf . Thus, the received signal at UEf is given

by

YFD =
(
hbf + hHrfΘ

FDhbr

)
SFD + βFDPn

(
hnf + hHrfΘ

FDhnr

)
S̃f +Wf , (5.16)
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where the first term in (5.16) is due to the transmission of the BS, whereas the second

term results from the transmission of the near user over the D2D communication link.

Note that, in FD scenario, hnr ≜ hrn. Note that, the processing delay τ is very small

compared to the duration of one time slot, i.e., τ < ti+1 − ti, where ti+1 and ti are the

time of the (i + 1)th and ith time slots, respectively [107, 111]. Thus, UEf receives its

own message from the BS and from UEn at approximately the same channel use. Based

on [10, 107, 111], the two signals from the BS and UEn are fully resolvable at UEf , and

hence, they can be appropriately co-phased and combined using MRC. Thus, based on

the above discussion and on the results of [10, 111], the achievable data rate of UEf can

be expressed as

RFD
MRC(p

FD,θFD) = log2

[

1 +
αFD
f PBS|hbf + hHrfΘ

FDhbr|2 + βFDPn|hnf + hHrfΘ
FDhnr|2

αFD
n PBS|hbf + hHrfΘ

FDhbr|2 + σ2
f

]

.

(5.17)

Based on this analysis and according to what was explained in the HD case, the

achievable data rate of UEf to decode its own message can be given by

RFD
f−→f

(
pFD,θFD

)
= min

(
RFD

n−→f

(
pFD,θFD

)
,RFD

MRC

(
pFD,θFD

))
. (5.18)

5.6 RIS-Enabled HD C-NOMA: Problem Formula-

tion and Solution Approach

5.6.1 Problem Formulation

With the quest of improving the performance of the proposed RIS-enabled HD C-NOMA,

an optimization problem is formulated with the objective of minimizing the total transmit

power by the BS and the near user. By optimizing the power allocation coefficients at the

BS
(
αHD
n , αHD

f

)
, the power fraction coefficient at the near user βHD, and the phase-shift

matrices for the RIS
(
θ(1),θ(2)

)
, the total transmit power minimization problem for the

proposed RIS-enabled HD C-NOMA framework can be formulated as follows.

OPT− HD : min
θ(1),θ(2),

αHD
n ,αHD

f ,βHD

(αHD
n + αHD

f )PBS + βHDPn, (5.19a)

s.t. 0 ≤ αHD
n ≤ αHD

f , (5.19b)

0 ≤ αHD
n + αHD

f ≤ 1, (5.19c)

0 ≤ βHD ≤ 1, (5.19d)
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coefficients at the BS and the power fraction coefficient at the near UE given the phase-

shift coefficients θ(1) and θ(2) at the RIS in the DT and CT. Then, once the optimal

power allocation coefficients at the BS and at UEn are obtained, we direct our attention

to the optimal phase-shift coefficients of the RIS at the DT and CT. Based on the above

discussion, the power control optimization problem can be written as

PC− HD : min
αHD
n ,αHD

f ,βHD

(
αHD
n + αHD

f

)
PBS + βHDPn, (5.20a)

s.t. (5.19b)− (5.19f), (5.20b)

whereas the passive beamforming optimization problem can be presented as

PS− HD : Find θ(1),θ(2), (5.21a)

s.t. (5.19e)− (5.19g). (5.21b)

5.6.2 RIS-enabled HD C-NOMA: Power Control Optimization

In this part, we assume that the phase-shift matrices ΘHD
(1) and ΘHD

(2) are fixed. Based on

this, we denote by

γbn ≜
PBS|hbn + hHrnΘ

HD
(1) hbr|2

σ2
n

,

γbf ≜
PBS|hbf + hHrfΘ

HD
(1) hbr|2

σ2
f

,

γd ≜
Pn|hnf + ĥ

H

rfΘ
HD
(2) hnr|2

σ2
f

. (5.22)

Before deriving the optimal power control of problem PC− HD, one needs to specify its

feasibility conditions. The feasibility conditions of problem PC− HD define the conditions

under which at least one feasible solution for this problem does exist. In addition, a

feasible solution for problem PC− HD defines a solution that satisfies the constraint of

this problem. In this context, the feasibility conditions of problem PC− HD are presented

in the following theorem.

Theorem 5.1. Problem PC− HD is feasible if and only if the following conditions hold.

Condition 1: αHD
min ≤ αHD

max, (5.23a)

Condition 2: βHD
min ≤ βHD

max, (5.23b)

where αHD
min, α

HD
max, β

HD
min and βHD

max are expressed, respectively, as

αHD
min =

tHD
n

γbn
,

αHD
max = min

(

0,
γbn − tHD

f

γbn (tHD
f + 1)

)

,
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βHD
min = max

(

0,
1

γd

(

tHD
f − γbn − tHD

n

tHD
n + γbn

γbf

))

,

βHD
max = 1, (5.24)

such that tHD
n = 22R

th
n − 1 and tHD

f = 22R
th
n − 1.

Proof. See Appendix C1. ■

Afterward, assuming that PC− HD is feasible, its optimal solution is given in the

following theorem.

Theorem 5.2. Assuming that PC− HD is feasible, i.e., conditions (5.23a) and (5.23b)

hold, its optimal solution is expressed as follows. Let pHD
1 and pHD

2 denote the power

control scheme expressed, respectively, as

pHD
1 =

(
αHD
n,1 , α

HD
f,1 , β

HD
1

)
=

(

αHD
min,max

(

αHD
min, α

HD
mint

HD
f +

tHD
f

γn

)

,
1

γd

(

tHD
f −

αHD
f,1 γf

αHD
n,1 γf + 1

))

,

(5.25a)

pHD
2 =

(
αHD
n,2 , α

HD
f,2 , β

HD
2

)
=

(

αHD
min,

(
αHD
minγbn + 1

)
tHD
f

γbn
, 0

)

. (5.25b)

Then, the optimal power control scheme is expressed as

pHD∗

=
(
αHD∗

n , αHD∗

f , βHD∗
)
= argmin

pHD∈{pHD
1 ,pHD

2 }
f
(
pHD

)
, (5.26)

where the function f is the objective function of problem PC− HD, i.e.,

f
(
pHD

)
= f

(
αHD
n , αHD

f , βHD
)
=
(
αHD
n + αHD

f

)
PBS + βHDPn. (5.27)

Proof. See Appendix C2. ■

5.6.3 RIS-enabled HD C-NOMA: Phase-Shift Coefficients Op-

timization

In this subsection, the PS coefficients in both DT and CT are optimized with given values

of
(
αHD
n , αHD

f , βHD
)
. One can see that PS− HD is a feasibility check problem (finding the

phase-shift coefficient for each element such that the QoS constraints are satisfied). Note

that, the RIS provides additional paths to construct a stronger combined channel gain

at the intended receiver. Therefore, the best channel gain in the second time-slot can

be achieved when the reflected signals from the RIS can be constructively added at UEf

and be co-phased with the direct D2D link from UEn to UEf . As a result, optimal PS

coefficients in CT can be obtained as follows [14, 139].

θ(2)m = arg (hnf)− arg
(

[hnr]m[ĥrf ]m

)

. (5.28)
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Consequently, SINRHD
(2) can be expressed as

SINR
HD
(2)

(
βHD

)
=
βHDPn

(

|hnf |+
∑M

m=1 |[ĥrf ]m[hnr]m|
)2

σ2
f

. (5.29)

After obtaining the optimal value of θHD
(2) , it can be seen that the optimization problem

PS− HD is non-convex due to the unit modulus constraint |ϕ(1)
m | = 1. In order to overcome

this issue and to find the phase-shift in the first time slot, i.e., θ(1), we first reformulate

PS− HD into a rank-one constrained optimization problem via matrix lifting and change

of variables. Then, a DC representation is formulated for the rank-one constraint. Finally,

an efficient SCA algorithm is proposed to solve the resulting problem and to obtain a

feasible rank-one solution.

1) Rank-one constrained optimization problem: Let us start by defining v ≜ [ϕ
(1)
1 , . . . ,

ϕ
(1)
M ]. By applying the change of variables hHrnΘ

HD
(1) hbr = vHΦ, where Φ = diag(hHrn)hbr ∈

C
M×1 and hHrfΘhbr = vHΨ, whereΨ = diag(hHrf )hbr ∈ C

M×1, we have |hbn+hHrnΘ
HD
(1) hbr|2

= |hbn + vHΦ|2 and |hbf + hHrfΘ
HD
(1) hbr|2 = |hbf + vHΨ|2. By introducing an auxiliary

variable t, the PS− HD can be written as

P : Find θHD
(1) , (5.30a)

s.t. αHD
n PBS

(
tr (QbnV ) + |hbn|2

)
≥ tHD

n σ2
n, (5.30b)

αHD
f PBS

(
tr (QbfV ) + |hbf |2

)
≥
(
tHD
f − SINR

HD
(2)

) (
αHD
n PBS

(
tr (QbfV ) + |hbf |2

)
+ σ2

f

)
,

(5.30c)

αHD
f PBS

(
tr (QbnV ) + |hbn|2

)
≥ tHD

f

(
αHD
n PBS

(
tr (QbnV ) + |hbn|2

)
+ σ2

n

)
, (5.30d)

V ⪰ 0, (5.30e)

[V ]m,m = 1, ∀ m ∈ J1,M + 1K, (5.30f)

rank(V ) = 1, (5.30g)

where

Qbn =




ΦΦH ΦhHbn

hbnΦ
H 0



 , Qbf =




ΨΨH ΨhHbf

hbfΨ
H 0



 and v̄ =




v

t



 , (5.31)

where V = v̄v̄H , which should achieve rank-one constraint. Note that v̄HQzv̄ =

tr(Qzv̄v̄
H) for all z ∈ {bn, bf}. One common approach adopted in the literature to

tackle the rank-one constraint is to apply semidefinite relaxation (SDR). By dropping the

rank-one constraint, the relaxed optimization problem ends up with convex semidefinite

programming that can be efficiently solved by existing convex optimization solvers such as

CVX [131]. By solving the relaxed optimization problem, one can obtain a global optimal
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solution of the original problem if the solution of the relaxed problem achieves rank-one.

However, after carrying out deep investigations in the literature and according to recent

studies, SDR may not be the best choice to tackle rank-one constrained optimization

problems [140–144]. This is because in the case when the dimension of the optimization

variable is large, the SDR method has a low probability of returning a rank-one solution

and it often fails to reach it [140–142]. Hence, the Gaussian randomization (GR) should

be applied after the SDR technique to obtain a rank-one sub-optimal solution. However,

this sub-optimal solution may not be feasible to meet the QoS and the SIC constraints,

and hence, this causes early stopping in the AO approach. In addition, due to the ap-

plication of the GR method in solving the feasibility check of the passive beamforming

problem, the convergence is not always guaranteed [143–145].

2) DC representation for the rank-one constraint : To tackle the limitations brought

by directly dropping the rank-one constraint and with the goal of improving the per-

formance loss of the SDR, we design a DC representation for the rank-one constraint.

This representation guarantees to have a solution that satisfies the non-convex rank-one

constraint if the phase-shift optimization problem is feasible. It is worth mentioning that

for a Positive semidefinite (PSD) matrix V ∈ C
M+1×M+1, the rank-one constraint means

that σ1(V ) > 0 and σm(V ) = 0, ∀m = 2, . . . ,M + 1, where σm(V ) is the mth largest

singular value of V . Consequently, the rank-one constraint can be expressed through the

following proposition.

Proposition 1. For a PSD V ∈ C
M+1×M+1 and tr(V ) > 0, we can have

rank(V ) = 1 ⇔ ∥V ∥∗ − ∥V ∥2 = 0, (5.32)

where ∥V ∥2 = σ1(V ) and ∥V ∥∗ =
∑M+1

m=1 σm(V ) are the spectral norm and the nuclear

norm of V , respectively.

Proof: The complete proof can be found in [142, Proposition 3].

Since the norm is a convex function, one can deduce that the function V 7→ ∥V ∥∗ −
∥V ∥2 is a DC function. Therefore, by applying this DC representation to the phase-shift

matrix feasibility check problem, we can reformulate the original rank-one constraint as

the difference between the nuclear norm and the spectral norm. As a result, problem P
can be reformulated as

P1 :min
V

∥V ∥∗ − ∥V ∥2 ,

s.t.(5.30b)− (5.30f). (5.33)
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One can see that when the objective function of P1 reaches zero, a rank-one feasible

solution can be obtained, which is denoted as V ∗. Therefore, a feasible solution for

problem P can be obtained by applying Cholesky decomposition V ∗ = v̄v̄H . As stated

above, P1 is a DC problem. Thus, in the following step, we design an SCA algorithm for

efficiently solving the DC optimization problem P1.

Before we proceed in the solution procedures, we represent first the objective function

of P1 as a difference of strongly convex functions by adding quadratic terms to the

convex functions while their difference remains unchanged. The main reason behind that

is to guarantee the convergence for the SCA algorithm [142]. Particularly, the objective

function of P1 can be rewritten as follows,

min
V

F(V ) = ∥V ∥∗ − ∥V ∥2 +∆C(V ), (5.34)

where C is a convex cone that achieves the constraints of P1 and ∆C(V ) is an indicator

function which is equal to zero when V ∈ C and +∞, otherwise. Then, in order to

establish a convergence result for the DC program, F(V ) can be rewritten as a difference

of strongly convex functions, i.e., F(V ) = g(V )− q(V ), where g(V ) = ∥V ∥∗ +∆C(V ) +

µ
2
∥V ∥2F and q(V ) = ∥V ∥2 + µ

2
∥V ∥2F [142]. Due to the added quadratic terms, g(V ) and

q(V ) are µ-strongly convex functions. Hence, problem (5.34) ends up with minimizing

the difference of strongly convex functions

min
V

F(V ) = g(V )− q(V ). (5.35)

For complex domain V , Wirtinger calculus should be applied for algorithm design [146].

In order to solve this non-convex DC program, a sequence of candidates is iteratively

constructed to the primal solutions and dual solutions via applying SCA [147].

3) SCA Algorithm for Rank-One Constrained Optimization Problem (5.35): According

to Fenchel’s duality [146], the dual problem of (5.35) can be given by

min
Z

F(Z) = q∗(Z)− g∗(Z), (5.36)

where q∗(Z) and g∗(Z) are the conjugate functions of q(Z) and g(Z), respectively. The

conjugate function g∗(Z) can be defined as g∗(Z) = sup
V

⟨V ,Z⟩ − g(V ) in which the

inner product can be given as ⟨V ,Z⟩ = ℜ(tr(V HZ)). In the rth iteration, the convex

approximation of the primal and dual problems should be iteratively solved by linearizing

the concave part as follow.

Z [r] =arg inf
Z

q∗(Z)−[g∗(Z [r−1])+⟨Z−Z [r−1],V [r]⟩],

V [r+1] =arg inf
V

g(V )− [q(V [r])+⟨V −V [r],Z [r]⟩]. (5.37)
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According to Fenchel bi-conjugation theorem [146], the solution of (5.37) can be rewritten

as Z [r] ∈ ∂V [r]q, where ∂V [r]q is the subgradient of q with respect to V at V [r]. Thus, V [r]

at the rth iteration can be obtained by solving the following optimization problem

min
V

g(V )− ⟨V , ∂V [r−1]q(V )⟩,

s.t. (5.30b)− (5.30f), (5.38)

where V [r−1] is the solution obtained at iteration r− 1 and ∂V [r−1]q(V ) = ∂V [r−1] ∥V ∥2 +
µV [r−1]. It is worth mentioning that ∂V [r−1] ∥V ∥2 can be efficiently evaluated as a1a

H
1 ,

where a1 is the eigenvector corresponding to the largest singular value σ1(V ) [142]. Given

an initial value of V [0] and by iteratively solving (5.38) until the objective function F(V )

in (5.35) becomes zero, we get an exact rank-one solution based on Proposition 1. A

practical stopping criterion can also be adopted as ∥V ∥∗ − ∥V ∥2 < ϵDC, where ϵDC > 0

is a sufficiently small constant [142]. Note that, the convergence characteristic of the

solution obtained by iteratively solving problem (5.38), i.e. steps (4)-(7) in Algorithm

4, can be presented in the following proposition.

Proposition 2. For any r = 0, 1, 2, . . . , the sequence {V [r]} generated by iteratively

solving problem (5.38) has the following properties.

(i) The generated sequence {V [r]} converges to a critical point of F(V ) in (5.34)

from an arbitrary initial point V [0] and the sequence {F(V [r])} is strictly decreasing and

convergent.

(ii) For any r = 0, 1, 2 . . . , we have

Avg

[

{
∥
∥
∥V

[i] − V [i+1]
∥
∥
∥

2

F
}ri=0

]

≤ F(V [0])−F(V ⋆)

µ(r + 1)
, (5.39)

where Avg[.] represents the average value and F(V ⋆) denotes the global minimum of F .

Proof : The complete proof can be found in [142, Proposition 5], which is based on [148,

Proposition 1].

Hence, the proposed solution based on SCA can always reach a feasible V to problem

PS− HD that guarantees that the objective value of problem (5.34) converges to zero.

This means that a feasible rank-one solution is obtained [142]. Finally, the steps of the

proposed optimization scheme for RIS-enabled HD C-NOMA, which is referred to as “HD:

AO-based SCA algorithm”, are presented in detail in Algorithm 1. Specifically, Algorithm

1 optimizes the power allocation coefficients at both the BSs and the near NOMA user

and the phase-shift at the RIS in an alternative manner. Based on Proposition 2, the

convergence of the proposed AO-based SCA algorithm is guaranteed according to the
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Algorithm 4: AO Algorithm for RIS-enabled HD C-NOMA

Input: PBS, Pn,Qbn,Qbf , σ
2
n, σ

2
f and SINR

HD
(2)

Initialize the phase-shift θ
HD,[0]
(1) and set the iteration number t = 1.

repeat
Using the closed-form expressions in Theorem 5.2 to find the optimal power
allocation coefficients at the BS (α

HD,[t]
n , α

HD,[t]
f ) and the optimal power fraction

coefficient at UEn, i.e. β
HD,[t] for given θ

HD,[t]
(1) .

Set r = 1.
while The objective value of P1 ≥ ϵDC and r ≤ N1 do

Compute the subgradient ∂V [r−1] ∥V ∥2 and obtain a solution V [r] by solving
(5.38).
Update r = r + 1.

end while

Obtain v̄[t] using Cholesky decomposition, where V [r] = v̄[t]
(
v̄[t]
)H

.

Obtain phase-shift matrix ΘHD
(1) = diag

((
v[t]
)H
)

, where v[t] = [v̄]1:M / [v̄]M+1.

Update t = t+ 1.
Until The decrease of the objective value in (5.19) is below a threshold ϵ > 0 or
the maximum number of iterations N2 is reached.

following proposition.

Proposition 3. By applying the proposed AO-based SCA algorithm, the objective value

of OPT− HD decreases when the number of iterations increases until convergence.

Proof: See Appendix C3.

5.6.4 Complexity Analysis

To quantify the computational complexity of the proposed AO-based SCA algorithm,

i.e., Algorithm 1, the computational complexity of the power allocation optimization

sub-problem, i.e., PA− HD, and the phase-shift matrix optimization sub-problem, i.e.,

PS− HD need to be analyzed. First, for the power allocation solution, since we obtained

closed-form expressions in Theorem 5.2, the computational complexity of having the

optimal total transmit power is approximately O(1). Regarding the phase-shift matrix

sub-problem, it is a semi-definite programming (SDP) that can be solved using interior

point methods [149]. Based on [149, Theorem 3.12], the order of the computational

complexity of the SDP problem with k SDP constraints that includes an a×a PSD matrix

is given by O (
√
a log (1/ζ) (ka3 + k2a2 + k3)), where ζ > 0 is the solution accuracy. For

the phase-shift optimization, we have a =M +1 and k =M +4. Hence, the approximate
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complexity can be obtained as O (N1 log (1/ζ)M
4.5), where N1 is the maximum number of

required iterations until the decrease in the objective value in (5.35) is below the adopted

threshold. As a result, the approximate overall complexity for solving OPT− HD is

O (N2N1 log (1/ζ)M
4.5), whereN2 is the maximum number of iterations until convergence.

5.7 RIS-Enabled FD C-NOMA: Problem Formula-

tion and Solution Approach

5.7.1 Problem Formulation

In this subsection, we investigate the power minimization problem for RIS-enabled FD

C-NOMA systems. In contrast to the HD scenario that requires two time-slot and adjusts

the RIS’s configuration in each one of them, only one RIS’s configuration is required in

the FD case. By optimizing the power allocation coefficients at the BS (αFD
n , αFD

f ), the

power fraction coefficient at UEn, β
FD, and the phase-shift coefficients for the RIS θFD, the

total transmit power minimization problem for the proposed RIS-enabled FD C-NOMA

framework can be formulated as follows.

OPT− FD : min
θFD,αFD

n ,

αFD
f ,βFD

(
αFD
n + αFD

f

)
PBS + βFDPn, (5.40a)

s.t. 0 ≤ αFD
n ≤ αFD

f , (5.40b)

0 ≤ αFD
n + αFD

f ≤ 1, (5.40c)

0 ≤ βFD ≤ 1, (5.40d)

RFD
n−→n

(
αFD
n , βFD,θFD

)
≥ Rth

n , (5.40e)

min
(
RFD

MRC

(
pFD,θFD

)
, RFD

n−→f

(
pFD,θFD

))
≥ Rth

f , (5.40f)

|ϕm| = 1, ∀ m ∈ J1,M + 1K. (5.40g)

Similar to OPT− HD, OPT− FD is hard to be solved by common standard optimization

techniques. Therefore, we resort to the AO technique similar to the RIS-enabled HD

C-NOMA case in solving problem OPT− FD. Thus, the power control optimization

problem with a fixed θFD can be written as

PC− FD : min
αFD
n ,αFD

f ,βFD

(
αFD
n + αFD

f

)
PBS + βFDPn, (5.41a)

s.t. (5.40b)− (5.40f), (5.41b)
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whereas the passive beamforming optimization problem with given power allocation co-

efficients, i.e., αFD
n , αFD

f and βFD can be presented as

PS− FD : Find θFD, (5.42a)

s.t. (5.40e)− (5.40g). (5.42b)

5.7.2 RIS-enabled FD C-NOMA: Power Allocation Optimiza-

tion

In this part, we start by determining the feasibility conditions of problem PC− FD.

Assuming that the phase-shift matrix ΘFD is fixed, we denote by γSI ≜
PnγSI
σ2
n

and by

γbn ≜
PBS|hbn + hHrnΘ

FDhbr|2
σ2
n

,

γbf ≜
PBS|hbf + hHrfΘ

FDhbr|2
σ2
f

,

γd ≜
Pn|hnf + hHrfΘ

FDhnr|2
σ2
f

. (5.43)

Based on this, the feasibility conditions of problem PC− FD are presented in the following

theorem.

Theorem 5.3. Problem PC− FD is feasible if and only if the following conditions hold.

Condition 1: βFD
min ≤ βFD

max, (5.44a)

Condition 2:
γSIt

FD
n

γbn
βFD
min +

tFDn
γbn

≤ 1

2
, (5.44b)

where βFD
min and βFD

max are expressed, respectively, as

βFD
min = max



0,
γbf − tFDf − γbf(1+tFD

f )tFD
n

γn

c1 − c2



 ,

βFD
max = min

(

1,
γn − tFDf − tFDn

(
1 + tFDf

)

γSItFDn (1 + tFDf ) + tFDf

)

, (5.45)

if c1 < c2 and

βFD
min = 0, and βFD

max = min



1,
γn − tFDf − tFDn

(
1 + tFDf

)

γSItFDn (1 + tFDf ) + tFDf
,
γbf − tFDf − γbf(1+tFD

f )tFD
n

γn

c1 − c2



 ,

(5.46)

if c1 > c2, such that c1 =
γbf
γn

(
1 + tFDf

)
tFDn γSI, c2 = γd, t

FD
n = 2R

th
n − 1 and tFDf = 2R

th
n − 1.

Proof. See Appendix C4. ■

Before continuing with the derivation of optimal power control, let us define the fol-

lowing quantities. Let βFD
c , αFD

c , αFD
min and αFD

max be defined, respectively, as
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βFD
c ≜

tFDf

(

1− γbn
γbf

)

γbn
γbf
γSItFDf + γd

,

αFD
c ≜

γSIt
FD
n

γbn
βFD
c +

tFDn
γbn

,

αFD
min ≜

γSIt
FD
n

γbn
βFD
min +

tFDn
γbn

,

αFD
max ≜

γSIt
FD
n

γbn
βFD
max +

tFDn
γbn

, (5.47)

and let αFD
0 and βFD

0 be the quantities defined, respectively, as

(
αFD
0 , βFD

0

)
=







(
αFD
min, β

FD
min

)
, if βFD

c < βFD
min,

(
αFD
c , βFD

c

)
, if βFD

c ∈
[
βFD
min, β

FD
max

]
,

(
αFD
max, β

FD
max

)
, otherwise.

(5.48)

Based on the above definitions, let X be the set defined as

X =







{(
αFD
min, β

FD
min

)
,
(
αFD
0 , βFD

0

)
,
(
αFD
max, β

FD
max

)}
, if αFD

0 ≤ 1
2

and αFD
max ≤ 1

2
,

{(
αFD
min, β

FD
min

)
,
(
αFD
max, β

FD
max

)}
, if αFD

0 ≤ 1
2

and αFD
max ≥ 1

2
,

{(
αFD
min, β

FD
min

)
,
(
αFD
max, β

FD
max

)}
, if αFD

0 ≥ 1
2

and αFD
max ≤ 1

2
,

{(
αFD
min, β

FD
min

)}
, if αFD

0 ≥ 1
2

and αFD
max ≥ 1

2
.

(5.49)

Let L ∈ {1, 2, 3} be the number of elements of X (the cardinal of X ). In addition, let

αFD
n and βFD

n be the two 3 × L vectors, such that, for all i ∈ J1, LK,
(
[αFD

n ]i, [β
FD]i

)
, is

the ith element of X . Based on this, let αFD
f be the 1× L vector defined as

[αFD
f ]i = max

(

tFDf [αFD
n ]i +

γSIt
FD
f

γbn
[βFD]i +

tFDf
γbn

, tFDf [αFD
n ]i −

γd
γbf

[βFD]i +
tFDf
γbf

)

,

∀ i ∈ J1, LK. (5.50)

Afterwards, let PFD ≜
{(

[αFD
n ]i, [α

FD
f ]i, [β

FD]i
)∣
∣ i ∈ J1, LK

}
. To this end, based on the

above and assuming that problem PC− FD is feasible, its optimal solution is given in the

following theorem.

Theorem 5.4. Assuming that problem PC− FD is feasible, i.e., conditions (5.44a) and

(5.44b) hold, its optimal solution is given by
(
αFD∗

n , αFD∗

f , βFD∗
)
= argmin

pFD∈PFD

f
(
pFD

)
. (5.51)

Proof. See Appendix C5. ■

One can see that problem (5.51) is a brute force search over a finite set with a size of

at most L = 3 elements, which can be easily solved.
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5.7.3 RIS-enabled FD C-NOMA: Phase-Shift Coefficients Opti-

mization

Similar to the solution of PS− HD, we apply the same three procedures to find the RIS

phase-shift matrix. We first reformulate PS− FD into a rank-one constrained optimiza-

tion problem as follows: by defining v ≜ [ϕ1, . . . , ϕM ] and applying the change of vari-

ables hHrnΘ
FDhbr = vHΦ, where Φ = diag(hHrn)hbr ∈ C

M×1, hHrfΘ
FDhbr = vHΨ, where

Ψ = diag(hHrf )hbr ∈ C
M×1, and hHrfΘ

FDhnr = vHΞ, where Ξ = diag(hHrf )hnr ∈ C
M×1,

we have |hbn + hHrnΘ
FDhbr|2 = |hbn + vHΦ|2, |hbf + hHrfΘ

FDhbr|2 = |hbf + vHΨ|2, and
|hnf + hHrfΘ

FDhnr|2 = |hnf + vHΞ|2. Then, PS− FD can be transformed into

P̂ : Find θFD, (5.52a)

s.t. αFD
n PBS

(
tr (QbnV ) + |hbn|2

)
≥ tFDn

(
βFDPnγSI + σ2

n

)
, (5.52b)

tr (QV ) + αFD
f PBS|hbf |2 + βFDPn|hnf |2 ≥ tFDf

(
αFD
n PBS

(
tr (QbfV ) + |hbf |2

)
+ σ2

f

)
,

(5.52c)

αFD
f PBS

(
tr (QbnV ) + |hbn|2

)
≥ tFDf

(
αFD
n PBS

(
tr (QbnV ) + |hbn|2

)
+ βFDPnγSI + σ2

f

)
,

(5.52d)

V ⪰ 0, (5.52e)

[V ]m,m = 1, ∀ m ∈ J1,M + 1K, (5.52f)

rank(V ) = 1, (5.52g)

where

Qbn =




ΦΦH ΦhHbn

hbnΦ
H 0



 , Qbf =




ΨΨH ΨhHbf

hbfΨ
H 0



 , Qnf =




ΞΞH ΞhHnf

hnfΞ
H 0



 , v̄ =




v

t



 ,

(5.53)

where V = v̄v̄H and Q = αFD
f PBSQbf + βFDPnQnf . Note that v̄HQzv̄ = tr(Qzv̄v̄

H)

for all z ∈ {bn, bf, nf}. Then, we apply the proposed DC representation for rank-one

constrained which is followed by the proposed SCA procedures to find the phase-shift

matrix in the FD relaying mode. Note that the same procedures in Algorithm 4 are

used in solving problem OPT− FD, but by substituting Theorem 5.2 by Theorem

5.4 to find the optimal power allocation coefficients at the BS and the optimal power

fraction coefficient at near NOMA user for the FD relaying mode. In addition, problem P̂
is solved instead of problem P in order to find the RIS phase-shift matrix. We denote the

proposed scheme for RIS-enabled FD C-NOMA as “FD: AO-based SCA”. Finally, it is
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worth mentioning that the computational complexity as well as the convergence analysis

of the RIS-enabled FD C-NOMA can be analyzed in the same way as the RIS-enabled

HD C-NOMA scheme.

5.8 Results and Discussion

In this section, several numerical examples and simulation results are presented to examine

the performance of the proposed schemes RIS-enabled FD C-NOMA and RIS-enabled HD

C-NOMA networks. In order to validate the effectiveness of the proposed AO-based SCA

algorithm in both HD and FD relaying modes, we compare its performance with the

following baselines schemes

• AO-based SDR Algorithm: In this scheme, the SDR is applied on the phase-shift

optimization problem by simply dropping the rank-one constraint. If the obtained

solution of the relaxed problem is not rank-one, the GR method is used to construct

a rank-one solution. The power allocation coefficients are obtained through the

derived closed-form expressions. We denote this scheme as “HD: AO-based SDR”

in the HD relaying mode and as “FD: AO-based SDR” in the FD relaying mode.

The complete analysis of SDR can be found in Appendix C6.

• FD C-NOMA without RIS [69, 107]: In this scheme, the BS communicates with

UEn and UEf and UEn communication with UEf in the same time-slot without any

assistance from the RIS. Hence, with the same target objective (power consumption

minimization), we only need to use the power allocation coefficients at the BS and

UEn to minimize the total transmit power, which are derived in Theorem 5.4

considering only the direct channel gains (BS −→ UEn, BS −→ UEf , and UEn −→
UEf) in the derived closed-form expressions.

• Random Phase-shift : In this method, the phase-shifts of the reflecting element

are independent and generated uniformly within [0, 2π]. In addition, the power

allocation coefficients are obtained through the derived closed-form expressions.

• RIS with NOMA [131]: The RIS is deployed to assist the transmission from the

BS to two NOMA users without any cooperation between the near and the far
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Table 5.2: Simulation Parameters

Parameter Symbol Value
Rician factors of the BS-RIS and the RIS-UEf links κbr, κrf 3 dB
Path-loss at reference distance of 1 m ρ0 −30 dB
Path-loss exponents for the BS-RIS and for the RIS-UEf links ηbr, ηrf 2.2
Path-loss exponents for the BS-UEf and for the UEn-UEf links ηbf , ηnf 4
Path-loss exponent for the BS-UEn link ηbn 3.5
Path-loss exponent for the UEn-RIS link ηnr 3
Power budget at the BS PBS 46 dBm
Power budget at UEn Pn 23 dBm
Noise power at UEn and UEf σ2

n, σ
2
f −90 dBm

Minimum rate QoS requirement for UEn Rth
n 1 bits/sec/Hz

Figure 5.4: Algorithm convergence.

Fig. 5.4 describes the convergence behavior of the proposed RIS-enabled FD C-NOMA

and RIS-enabled HD C-NOMA algorithms versus the iteration number with the number

of RIS elements M = 30, SI parameter ΩSI = −100 dB, and Rth
f = 2 bits/sec/Hz. It

can be observed that the proposed RIS-enabled FD C-NOMA and RIS-enabled HD C-

NOMA algorithms converge in about 4 to 6 iterations. In addition, Fig. 5.5 depicts

the computational time for both “FD: AO-based SCA” and “FD: AO-based SDR”.2 The

run time of FD: AO-based SCA is higher than the one with SDR, i.e., FD: AO-based

SDR. This is due to the iterations required by the DC algorithm to reach zero objective.

Given the fact that there is a compromise between computational complexity and system

performance, the AO-based SCA algorithm can achieve a better solution at the cost of

a higher run time as we will see later. However, it is worth mentioning that owing to

the advances of cloud computing with the introduction of C-RAN, the run time can be

2The algorithm was implemented in Matlab using a machine with the following characteristics:
System Type: x64-based PC, Processor: Intel(R) i7-4510U, CPU @2GHz, 8 Gigabyte RAM.
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Figure 5.5: Computation time.

further decreased and hence the computational complexity can be easily tolerated [97].

5.8.2 Validation of The Closed-form Expressions for The Power

Allocation Coefficients

It can be seen that the closed-form expressions in Theorem 5.2 and Theorem 5.4 are

derived for a given phase-shift matrix. As a result, in order to validate the closed-form

expression for the power allocation coefficients, we consider FD C-NOMA without RIS

and HD- C-NOMA without RIS as the schemes that validate the analytical results. Fig.

5.6 depicts the analytical and numerical total transmit power for FD C-NOMA without

RIS and HD C-NOMA without RIS schemes versus the minimum required rate for UEf ,

Rth
f with ΩSI = −90 dB. The analytical results are obtained based on the closed-from

expressions derived in Theorem 5.2 and Theorem 5.4, while the numerical results are

obtained by solving problem PC− HD and PC− FD using an off-the-shelf optimization

solver. 3 It can be seen from Fig. 5.6 that the analytical results match perfectly the

numerical results which validate the optimality of the closed-form expressions of the power

allocation coefficients obtained by Theorem 2 and Theorem 4 .

5.8.3 Effect of The number of RIS elements

Fig. 5.7 presents the total transmit power for the proposed schemes and the four baseline

schemes versus the number of RIS reflecting elements. First, it can be seen that the total

3The adopted solver is fmincon that is a predefined Matlab solver [11, 107, 150]. Moreover, 103

different initial points are generated to guarantee the convergence of the solver to the optimal solution.
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Figure 5.6: Analytical vs. numerical Results.

(a) (b)

Figure 5.7: Total transmit power versus the number of RIS elements, when ΩSI = −100 dB, where (a)
for the case when Rth

f
= 2 bits/s/Hz and (b) for the case when Rth

f
= 3 bits/s/Hz.

transmit power obtained by the proposed AO-based SCA approach is lower than the AO-

based SDR approach. This is due to dropping rank-one constraint causing performance

degradation; meanwhile, the proposed AO-based SCA approach can obtain an exact rank-

one solution. In addition, when the number of RIS elements increases, the probability

that the AO-based SDR approach fails to obtain a feasible solution is high and hence

it early terminates the AO procedure. This explains why the proposed AO-based SCA

approach achieves a better performance than the AO-based SDR approach when the

number of elements increases. Second, it is observed that the total transmit power that

is required by the RIS-based schemes decreases when the number of meta-atoms of the

RIS increases while the total transmit power for FD C-NOMA without the RIS scheme

remains unchanged. This is because a larger number of RIS meta-atoms leads to higher
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(a) (b)

Figure 5.8: Total transmit power versus the SI parameter at UEn, when the number of reflecting elements
at the RIS is M = 40, where (a) for the case when Rth

f
= 2 bits/s/Hz and (b) for the case when Rth

f
= 3

bits/s/Hz.

combined channel gains and hence higher passive array gains. Third, it can be seen that

the number of meta-atoms required at the RIS to allow the HD C-NOMA with RIS to

beat the traditional FD C-NOMA depends on the required QoS at UEf . This is because

a high QoS requirement at UEf needs a high passive array gain to overcome the pre-log

penalty in the HD mode. Finally, the RIS-enabled FD C-NOMA network significantly

outperforms the other schemes, which reveals the potential of integrating RIS in FD

C-NOMA networks in enhancing the network power efficiency.

5.8.4 Effect of The SI channel

Fig. 5.8.a and Fig. 5.8.b depict the total transmit power versus the SI values at the near

NOMA user. First, it can be observed that the proposed FD C-NOMA with RIS scheme

gives a significant performance enhancement than both the HD C-NOMA with RIS and

RIS-assisted NOMA schemes when ΩSI is relatively small. However, as ΩSI increases, the

performance gain between them decreases. This is because increasing the SI value restricts

the power transmission at UEn and hence the BS should increase its transmit power in

order to meet the QoS constraint at UEf . Second, the HD C-NOMA with RIS scheme

can achieve a significant performance compared to FD C-NOMA without RIS when ΩSI

increases. This is because increasing ΩSI leads to deteriorating the performance of the

FD mode and hence the passive array gain at the RIS can make the HD C-NOMA with

RIS be a favorable scheme compared to the FD C-NOMA without RIS scheme. Third, it
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(a) (b) (c)

Figure 5.9: (a), (b), and (c) illustrates the impact of the RIS location on the total power transmit
for RIS-assisted FD C-NOMA, RIS-assisted HD C-NOMA, and RIS-assisted NOMA respectively, when
M = 30,ΩSI = −100dB, Rf = 2bits/sec/Hz.

can be also observed that the total transmit power in the network without RIS is sharply

increasing in comparison with the rate of increase in the network with RIS. This means

that the system with RIS can tolerate high values of SI, which validates the effectiveness

of the amalgamation between FD C-NOMA and RIS.

5.8.5 Effect of The RIS Location

Fig. 5.9.a, Fig. 5.9.b, and Fig. 5.9.c present the total transmit power versus the loca-

tion of the RIS XRIS for the RIS-assisted FD C-NOMA, the RIS-assisted HD C-NOMA,

and the RIS-assisted NOMA, respectively. First, we set the coordinate of the RIS as

(XRIS m, 10 m, 0 m). It has been shown in the literature that the best location for the

RIS is either beside the BS or the UE of interest, which is the far NOMA user, in this

case, to achieve a strong combined channel gain. Different from the literature, in the

RIS-assisted FD C-NOMA, the RIS may be located as well beside the near NOMA user

as shown in Fig. 5.9.a. This is basically due to two points: 1) the combined channel gain

BS-RIS-UEn at UEn will be improved, and 2) the combined channel gain UEn-RIS-UEf

will be also enhanced. Moreover, the best location in the FD relaying mode is near the

far NOMA user UEf . This is because the received SINR at the UEf will be boosted with

the assistance of the RIS. Meanwhile, in the HD C-NOMA, in order to make benefit from

the RIS in the second slot, the RIS should be located at either the near NOMA user UEn

or the far NOMA user UEf . In the case of the RIS-assisted NOMA scheme, it can be

shown from Fig. 5.9.c that, in order to minimize the transmit power, the RIS should be

located beside the BS so that both NOMA users get benefits from the RIS.
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Figure 5.10: Illustrates the impact of the UEf location on the total power transmit, when M = 30,ΩSI =
−100dB, Rf = 2bits/sec/Hz.

5.8.6 Effect of The Location of The Far NOMA UE

Fig. 5.10 depicts the total transmit power versus the location XUEf
of the far NOMA user

UEf . We set the coordinate of the far NOMA user as (XUEf
m, 0 m, 0 m) and of the RIS as

(80 m, 10 m, 0 m). It can be seen that when the XUEf
increases, the total transmit power

increases, since the far NOMA user is moving away from the BS, and hence, its channel

conditions get worse. Moreover, after a certain location of UEf , one can notice that the

transmit power decreases for both the RIS-assisted HD C-NOMA and the RIS-assisted

NOMA schemes and the rate of increase in the total power transmit for the RIS-assisted

FD C-NOMA reduces. This is resulting from the improvement of the combined channel

gain when the UEf is moving towards the RIS.

5.8.7 Effect of The Required Rate QoS Threshold

Fig. 5.11 shows the effect of increasing the required data rate threshold for UEf on the

total transmit power. First, it can be seen that FD C-NOMA with RIS scheme has a

significant gain compared to HD C-NOMA with RIS, RIS-assisted NOMA, and FD C-

NOMA without RIS. Second, due to the pre-log penalty in the HD scenario, the gap

between the FD C-NOMA with RIS and the HD C-NOMA with RIS increases when the

required data rate threshold increases. Finally, it can be seen that the HD C-NOMA with

RIS has the ability to beat the FD C-NOMA without RIS proposed in [30,111] in the low

data rate requirements at UEf .
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Figure 5.11: Total transmit power versus the rate threshold Rth

f
of UEf when M = 40.

5.9 Summary

In this chapter, we investigated the RIS-empowered HD/FD C-NOMA downlink trans-

mission scheme in order to minimize the total transmit power at the BS and at the relay

user by jointly optimizing the power allocation coefficients at the BS and the transmit

relaying power at the near NOMA user, along with the phase-shift coefficients at the RIS.

By invoking the alternating optimization technique, the non-convex power minimization

optimization problem is decomposed into two sub-problems, the power allocation opti-

mization sub-problem and phase-shift optimization sub-problem, which are solved in an

alternate manner. By leveraging the DC representation of rank-one constraint and the

SCA approach, the RIS phase-shift coefficients are obtained. Meanwhile, for the power

allocation sub-problem, we derived closed-form expressions for the optimal power alloca-

tion coefficients at the BS and the optimal transmit-relaying power from the near NOMA

user. The Simulation results show that the proposed RIS-enabled FD C-NOMA scheme

significantly outperforms both the FD C-NOMA without the assistance of the RIS and

the RIS-assisted NOMA. In addition, in spite of the pre-log penalty in the HD relaying

mode, and according to the required QoS at the far NOMA user, the number of reflecting

elements, and the SI value, the proposed RIS-enabled HD C-NOMA can outperform the

FD C-NOMA without RIS. Finally, the location of the RIS depends on the adopted access

technique.
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Chapter 6

RIS-Assisted CoMP NOMA Networks:

Performance Analysis and Optimiza-

tion

6.1 Introduction

Nevertheless, the gain of integrating RIS in wireless networks has been widely studied in

the literature. For instance, the RIS has been utilized to significantly enhance the sum-rate

for the CEUs in a multi-RIS wireless network [151], the network latency and reliability in a

mobile edge computing system [152,153], the power consumption in a cooperative NOMA

network [13], data collection for internet of things (IoT) networks [154], the max-min

data rate in vehicular communications [155] and the information freshness in a wireless

network [156,157]. Motivated by the benefits of RIS, CoMP and NOMA, we investigate,

in this chapter, the potential enhancement brought by effectively integrating RIS with

CoMP NOMA networks. Such a combination of RIS, NOMA, and CoMP technologies

provides a promising paradigm for the upcoming 6G networks. This is due to the extra

paths that can jointly construct a strong combined channel gain at the users-of-interests

by leveraging the RIS, the improvement of the network connectivity and the spectral

efficiency by invoking NOMA, and the mitigation of the ICI effects at the CEUs by

adopting CoMP transmission.

6.2 State of The Art

6.2.1 NOMA-enabled CoMP transmission

With the quest of improving the performance of multi-cell networks, much attention was

recently directed towards the integration between CoMP and NOMA [9,11,67,78,158,159].
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The performance analysis of CoMP NOMA networks in terms of coverage probability

and ergodic rate were studied in [9, 78] using tools from stochastic geometry. In doing

so, the authors in [9, 78] assumed fixed PA between different NOMA clusters, which

is not an optimal PA strategy. Meanwhile, in [67, 158], a power optimization problem

was formulated with the goal of maximizing the network sum-rate while maintaining

the required QoS at the users. However, these works considered only one cluster per

cell. Moreover, the work in [159] investigated the joint resource and power allocation in

CoMP NOMA network. The UC problem has been inherently considered by allowing the

users that allocated the same radio resource to construct a NOMA cluster. However, the

intertwined between the UC policies in different cells has not been considered.

6.2.2 RIS-assisted CoMP OMA networks

The authors in [160] studied RIS-enabled multi-cell network, in which a RIS was deployed

to assist the CoMP transmission to multiple CEUs. Then, joint optimization of the active

and passive beamforming to maximize the minimum user data rate was studied. On the

other hand, joint optimization of the coordinated transmit beamforming at the BSs and

the passive beamforming at the RIS to maximize the minimum weighted received SINR

at the cellular users was investigated in [144]. The authors in [161] investigate a resource

allocation design for RIS-assisted CoMP in the DL transmission cellular networks with

underlying D2D communications. Specifically, the authors formulated an optimization

problem with the goal of maximizing the network sum-rate by jointly designing user

association, the active beamforming at the BSs, the passive beamforming at the RIS, and

the transmit power of each D2D node while considering the QoS requirement of UEs, the

power budget for both cellular UE and D2D pairs, and the backhaul capacity. Finally, a

CoMP-assisted RIS framework is proposed in [162]. The main objective of this work is

to maximize the network EE by jointly optimizing BS clustering, user association, radio

resource assignment, PA, and passive beamforming while guaranteeing the users’ QoS

requirements.

6.2.3 RIS-assisted NOMA networks

In [163], the authors investigated the joint PA, PS matrix of the RIS, i.e., passive beam-

forming, and hybrid beamforming problem to maximize the sum-rate in RIS-assisted mil-
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limeter wave in NOMA system. The joint active and passive beamforming for RIS-aided

multiple two-user NOMA clusters was studied in [164] to minimize the total transmit

power. A joint active and passive beamforming was investigated in [131] to maximize the

minimum achievable rate for ensuring user fairness. However, the works [131, 163, 164]

considered a RIS-assisted single-cell NOMA scenario in which the effect of the ICI has

not been investigated. On the other hand, the work in [129] considered a multi-cell setup.

There was not, however, any coordination between the BSs. Moreover, the performance

analysis for the RIS-assisted NOMA system was investigated using tools from stochastic

geometry in [132, 165, 166] in which a fixed and a non-optimal PA was considered. Note

that, all the aforementioned works in [129,131,132,144,160–166] have adopted either the

NOMA scheme or the CoMP scheme in RIS-assisted cellular networks.

6.2.4 RIS-assisted CoMP NOMA networks

The authors in [112] investigated the potential gain for integrating CoMP, NOMA, and

RIS. Specifically, in [112], a joint optimization problem of the PA and passive beamforming

was formulated to minimize the uplink power consumption in a two-cell RIS-aided NOMA

system with joint detection CoMP. However, the works in [112] considered a simple setup

consisting of only one CCU at each cell and one CEU in the overlapped area between the

two cells. In fact, typical next-generations cellular systems are expected to serve large

numbers of users. Nevertheless, in multi-user scenarios, the UC policy for the CoMP

NOMA scheme has a great impact on the system performance, which should be carefully

investigated.

Based on the above, the main research limitations and gaps can be presented as follows,

1. To the best of our knowledge, the performance analysis and the potential gains of

RIS-assisted downlink CoMP NOMA cellular network have not been investigated in

the literature.

2. Most of the works investigated the performance optimization of RIS-assisted NOMA

networks assuming that each cell supports either a single NOMA cluster [126–128,

130,131,167] or pre-defined multi-cluster [138,163,164,168–170]. As a result, the UC

policy is not investigated in these works [126–128,130,131,138,163,164,167–170].

3. In [129, 171], the authors studied the joint resource allocation, PA, and passive
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beamforming for RIS-assisted NOMA system in which the users that allocated the

same radio resource were grouped in one NOMA cluster. However, the work in [171]

considered a single-cell setup; hence the effect of the ICI is not considered. On the

other hand, the work in [129] assumed a multi-cell setup. However, there was not

any coordination between the BSs. As a result, these works cannot be extended to

the RIS-assisted CoMP NOMA network. This is due to the fact that the PA and

the UC policy at the two BSs are intertwined.

4. The authors in [112] studied the performance optimization of the RIS-assisted CoMP

NOMA network. However, this work considered a two-cell setup consisting of only

one CCU at each cell and one CEU in the overlapped area between the two cells,

which is not practical. In fact, typical next generations cellular systems are expected

to serve large numbers of users. Nevertheless, in multi-user multi-user scenarios,

the UC policy for the CoMP NOMA scheme has a great impact on the system

performance, which should be carefully investigated.

5. To the best of our knowledge, the joint optimization of PA, UC policy, and PS

matrix optimization has not been studied in the literature in the context of RIS-

assisted CoMP NOMA cellular network, which is the main focus of the second part

of this chapter.

6.3 Contributions

First, towards tackling the first point in the limitation and research gaps, we consider a

system model, which is composed of two adjacent cells, each equipped with one BS, two

RISs, and three UEs. Two types of UEs exist in this model: A CCU and a CEU. With

the goal of enhancing the performance of the CEU, the PS matrix for each RIS can be

tuned such that the reflected signals can be added constructively at the CEU. Against the

above background, the performance analysis of RIS-assisted NOMA in multi-cell systems

remains unexplored yet. The main contributions of this part can be summarized as follows,

• We investigate the integration between RIS and CoMP in a two-cell NOMA-based

network with the goal of improving the performance of a CEU without affecting the

performance of CCUs. While the CoMP is adopted to mitigate the ICI effects, the

RIS is utilized to construct a stronger combined channel gain at the CEU.
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• We derive first a closed-form expression for the ergodic rate of the CEU, and then

we evaluate the overall NSE.

• We finally demonstrate the effectiveness of the proposed algorithm by comparing

its performance with other multiple access schemes proposed in the literature.

Second, we extend the above-proposed model to a multi-user scenario with centralized-

based RIS architecture. Against the above background and the aforementioned observa-

tions, the main contributions of this paper are summarized as follows.

• We investigate the joint problem of PA, UC, and RIS PS matrix, i.e. passive beam-

forming, in the downlink transmission of multi-user two-cell RIS-assisted CoMP in

NOMA networks. This framework is formulated as an optimization problem with

the goal of maximizing the network sum-rate while guaranteeing the required QoS

for each user and the SIC constraints at the CCUs.

• The formulated problem turns out to be an MINLP problem, which is difficult

to solve. To overcome this issue, we invoke the AO approach in which the original

optimization problem is decomposed into two sub-problems, a joint PA and UC sub-

problem and a PS sub-problem, that are solved in an alternating way. To the best

of our knowledge, most of the works studying the performance of the CoMP NOMA

network assumed that there was only one NOMA cluster per cell [11, 67, 158, 172].

Then, they developed dynamic PA schemes to achieve their objectives. In addition,

the intertwined between the UC policies in different cells has not been considered in

the literature for such a model. Different from [11,67,158,159,172], we propose and

discuss a joint design of intertwined PA and UC. In doing so, and for a given PS

matrix, the joint optimization problem of the PA and the UC is decomposed into a

PA optimization sub-problem for a single cluster of users, referred to as the inner

problem, and a UC optimization sub-problem, referred to as an outer problem, with

the aid of the bi-level optimization.

• For the inner sub-problem, for each possible cluster, and as opposed to the sub-

optimal PA solutions in [11, 67], the heuristic optimal PA solution in [158], and

the high-complexity optimal PA solution in [67], the optimal PA coefficients are

derived in closed-form expressions, which have a computational complexity of O(1).
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Once obtaining the optimal PA for all possible cluster configurations, the outer sub-

problem boils down to a 3-dimensional matching problem. Due to the required QoS

at the CEUs, the pairing of the CEU with the CCU from the first cell is intertwined

with the CCU from the second cell that should be paired with that CEU, which

is different from the traditional two-user paring in a single-cell NOMA network.

To solve this problem, we project the outer sub-problem into three 2-dimensional

matching problems. Then, an iterative Hungarian method is proposed to find an

efficient and low-complexity UC policy.

• For given PA coefficients and a UC policy, the RIS PS matrix optimization sub-

problem is reformulated as a rank-one constrained optimization problem through

change-of-variables and matrix lifting. Then, a DC representation for the rank-one

constraint is designed. Finally, an efficient solution based on the SCA technique

is proposed to obtain a feasible PS matrix for the RIS. Finally, the computational

complexity for the overall proposed AO algorithm is analyzed.

We perform a thorough performance evaluation of the proposed scheme through var-

ious simulations. We also compare its performance to that of the CoMP NOMA scheme

[9,67], which does not incorporate the RIS, the RIS-assisted NOMA network without con-

sidering the coordination between the BSs, and to that of the RIS-assisted CoMP OMA

scheme [144,160]. Numerical results demonstrate the efficacy of the proposed framework

compared to these three benchmark schemes in terms of sum-rate performance.

To address the aforementioned research gaps introduced above, we divide this chapter

into two main parts, which are mapped into two principal Sections 6.4 and 6.5, respec-

tively. The first part, which addresses the performance analysis study for RIS-assisted

CoMP NOMA networks, can be organized as follows. The network model, the signal

model, the SINR, and the data rate analysis are presented in Section 6.4.1. In Section

6.4.2, we derive the ergodic rate for both the CCU and the CEU. Then, the numerical re-

sults for that model are discussed in Section 6.4.3. On the other hand, the second part of

this Chapter addresses the resource management in RIS-assisted CoMP NOMA network

is organized as follows. Section 6.5.1 presents the system model and rate analysis. Section

6.5.2 presents the formulated optimization problem and the proposed solution roadmap.

Section 6.5.3 presents the proposed PA scheme and UC policy. Section 6.5.4 presents

the PS optimization for the RIS. The simulation results are presented in Sections 6.5.7.
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RISR, RISR → UEf , BS2 → UEc, BS2 → UEf , BS2 → RISI and RISI → UEf , whose

channel coefficients are denoted as h1a ∈ C, h1f ∈ C,h1R ∈ C
L×1,hRf ∈ C

L×1, h2c ∈
C, h2f ∈ C,h2I ∈ C

L×1 and hIf ∈ C
L×1, respectively. We assume that all the chan-

nel amplitudes are independent and follow distinct Rayleigh distributions. Therefore,

for all q ∈ {1a, 1f, 1R,Rf, 2c, 2f, 2I, If}, the channel gain |hq|2 follows an Exponential

distribution with parameter λq. In addition, we assume that the average channel gain

of each link is determined by the path-loss, that is, λq = d−ηq , where dq is the distance

between two involved nodes and α is the path-loss exponent [33]. Finally, we denote by

Φs = diag{ejϕs,1 , ejϕs,2 , . . . , ejϕs,L} ∈ C
L×L the phase-shift matrix for RISs s ∈ {R, I},

where ϕs,l is the phase-shift for the lth reflecting element.

6.4.1.2 Signal Model and SINR Analysis

We first present the signal model at the CCUs, and then we discuss the signal model at

the CEU. Following the NOMA principle, BS1 and BS2 broadcast superimposed signals

to the UEs, that are given, respectively, as

Y1 =
√

αa1P1xa +

√

αf1P1xf , (6.1a)

Y2 =
√

αc2P2xc +

√

αf2P2xf , (6.1b)

where P1 and P2 are the transmit powers by BS1 and BS2, respectively, xa, xc and xf are

the signals intended to UEa, UEc and UEf , respectively, α
a
1 and αc2 are the power control

coefficients associated to UEa and UEc, respectively, and α
f
1 and αf2 are the power control

coefficients of UEf allocated by BS1 and BS2, respectively, such that αa1 + αf1 ≤ 1 and

αc2+α
f
2 ≤ 1. Let us consider first the downlink NOMA transmission from BS1. According

to the NOMA principle, since |h1f | ≤ |h1a|, BS1 assigns less power to the CCU than the

CEU, i.e., αf1 > αa1. We assume that the distance between the two RISs is sufficiently

large so that the signal transmitted from one BS and reflected by the RIS of the other BS

is negligible at the CEU and at its CCU due to the high path-loss [174]. Therefore, the

received signal at UEa is expressed as

Za = (h1a + hT1RΦRhRa)Y1 + wa, (6.2)

where wa is the noise experienced at UEa, which is CN (0, σ2) distributed, such that σ2

denotes the noise power. As explained in [173], the reflected signal from RISR towards

UEa is significantly weaker than the received signal from the direct path, and hence, it

can be ignored at UEa [173]. Based on this, after UEa decodes the UEf ’s message xf [l]

and then cancels it from its reception, the received SINR of UEa to decode its own message
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is given by

γa = αa1ρ1|h1a|2, (6.3)

where ρ1 = P1/σ
2 is the transmit SNR from BS1. Following the same analysis, the SINR at

UEc, denoted by γc, can be obtained. Due to their good channel gains from their serving

BSs, we assume that the ICI at each CCU (the interference from BS2 to UEa or from BS1

to UEc) is negligible and thus can be ignored [108].

Considering UEf , its received signal is expressed as

Zf = (h1f + hT1RΦRhRf )Y1 + (h2f + hT2IΦIhIf )Y2 + wf , (6.4)

where wf is the noise at UEf , which is CN (0, σ2) distributed. Thus, the received SINR at

UEf to decode its own message can be written as

γf =
αf1ρ1(h1f + hT1RΦRhRf )

2 + αf2ρ2(h2f + hT2IΦIhIf )
2

αa1ρ1(h1f + hT1RΦRhRf )2 + αc2ρ2(h2f + hT2IΦIhIf )2 + 1
. (6.5)

Similar to [132,138,175], the CSI related to the direct link and the cascaded link is assumed

to be available at the RIS controller. Consequently, the maximum SINR at the CEU can

be achieved when the phase-shift is selected as ϕR,n = arg(h1f )− arg([h1R]n[hRf )]n) and

ϕI,n = arg(h2f ) − arg([h2I ]n[hIf ]n) for RISR and RISI , respectively. Therefore, the SINR

at UEf can be rewritten as,

γf =
αf1ρ1Ω1 + αf2ρ2Ω2

αa1ρ1Ω1 + αc2ρ2Ω2 + 1
, (6.6)

where

Ω1 ≜
(

|h1f |+
∑L

l=1
|[h1R]l[hRf ]l|

)2

,

Ω2 ≜
(

|h2f |+
∑L

l=1
|[h2I ]l[hIf ]l|

)2

. (6.7)

6.4.2 Spectral Efficiency Analysis

The NSE for the proposed RIS-empowered CoMP NOMA scheme is expressed as1

R = Ra +Rc +Rf , (6.8)

where for u ∈ {a, c, f}, Ru denotes the ergodic rate of UEu. In the following, we derive a

closed-form expression of the ergodic rate for each UE.

The ergodic rate of a UE can be expressed asRu = E [log2(1 + γu)], for all u ∈ {a, c, f}
[33]. Since the performance of a CCU is not affected by the existence of RISs, its ergodic

rate corresponds to the one of traditional NOMA. Thus, the ergodic rate for UEa is given

1We focus in this part on studying the NSE. One may also use the NSE statistics provided in this
part to consider other performance metrics such as reliability, coverage probability, and energy efficiency,
which have been omitted for space limitation
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Figure 6.2: Comparison between the simulation and approximation results of the CDF of Ω1.

by [33]

Ra =
−1

ln(2)
exp

(
1

αa1ρ1λ1a

)

Ei

( −1

αa1ρ1λ1a

)

, (6.9)

where Ei(·) denotes Exponential integral function. The ergodic rate of UEc can be obtained

similarly. Note that, the CCU is not forced to assist the CEU as in C-NOMA, and hence

its performance is not affected by either the SI in FD C-NOMA or the pre-log penalty in

HD C-NOMA due to the required two-time slots for transmission.

On the other hand, in order to evaluate the ergodic rate of UEf , we first need to

determine the distributions of the RVs Ω1 and Ω2. In the following, we start by deriving

the distribution of Ω1. For l ∈ J1, LK, the channel amplitude of the signal transmitted from

BS1, incident on the nth element of the RISR, and then reflected towards UEf is subject

to a double-Rayleigh fading. Let h1,R,f ≜ h1R ⊙ hRf , where ⊙ denotes the element-wise

multiplication. Therefore, for l ∈ J1, LK, the mean and the variance of RV [h1,R,f ]l can

be expressed as E{|[h1,R,f ]l|} = π
4

√
λ1RλRf and Var{|[h1,R,f ]l|} = (1 − π2

16
)λ1RλRf [122].

For a sufficiently large number of reflecting elements, i.e., L >> 1, and according to the

central limit theorem (CLT), h1,R,f =
∑L

n=1[h1,R,f ]l can be approximated with a Gaussian

distributed RV with mean and variance [122]

E{h1,R,f} = µR,f =
Lπ

4

√

λ1RλRf , (6.10)

Var{h1,R,f} = σ2
R,f = L(1− π2

16
)λ1RλRf . (6.11)

Based on the above, it can be seen that
√
Ω1 is a sum of a Gaussian and a Rayleigh

distributed RVs, and therefore, obtaining its exact PDF is not straightforward. To over-

come this issue, we determine alternatively an approximated expression for the PDF of

Ω1. We approximate the distribution of Ω1 by a Gamma distribution, i.e., Ω1 ∼.. Γ(k1, θ1).
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In order to evaluate and validate the accuracy and the good fitness of this approximation,

we have used the well-known Kolmogorov-Smirnov distance (KSD) [176]. Specifically,

the KSD measures the absolute distance between two different cumulative distribution

functions (CDFs) F1 and F2 [176], i.e.,

KSD = max
Ω1

|F1(Ω1)− F2(Ω1)|. (6.12)

Obviously, smaller values of KSD correspond to more similarity between these distribu-

tions [176]. In our case, F1(·) and F2(·) represent the exact CDF obtained empirically

from the simulations and the approximated CDF resulting from the Gamma distribution,

respectively. For the considered simulation settings in Section IV with L = 150, the

obtained KSD of the approximation problem in hand is 0.03, which validates the good

approximation obtained by the use of the Gamma distribution. In addition, Fig. 6.2

presents the exact distribution of Ω1 obtained empirically from the simulations and the

approximated CDF resulting from the use of the Gamma distribution. Fig. 6.2 shows that

the Gamma distribution matches perfectly the exact CDF of Ω1, which demonstrates the

good fitness of the proposed approximation. Hereafter, the shape and scale parameters k1

and θ1 can be obtained using the moment-matching technique, which is one of the most

popular techniques for distribution approximation is [177]. Specifically, the exact first

and second moments of Ω1 are given, respectively, as

E{Ω1} = E

{

(|h1f |+ |h1,R,f |)2
}

=

[
L2π2

16
+ L

(

1− π2

16

)]

λ1RλRf +
Lπ

4

√

πλ1fλ1RλRf + λ1f , (6.13)

E{Ω2
1} = E

{

(|h1f |+ |h1,R,f |)4
}

,

=
4∑

i=0




4

i



E
{
|h1f |i

}
E
{
|h1,R,f |4−i

}
, (6.14)

where

E{|h1f |} =
√

πλ1f/2, E{|h1f |2} = λ1f ,

E{|h1f |3} = 3
√

πλ31f/4, E{|h1f |4} = 2λ21f ,

E{|h1,R,f |2} = σ2
R,f + µ2

R,f ,

E{|h1,R,f |3} = µ3
R,f + 3µR,fσ

2
R,f ,

E{|h1,R,f |4} = µ4
R,f + 6µ2

R,fσ
2
R,f + 3σ4

R,f .

(6.15)

Consequently, using the moment-matching technique, we obtain

k1 =
E{Ω1}2

E{Ω2
1} − E{Ω1}2

,
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θ1 =
E{Ω2

1} − E{Ω1}2
E{Ω1}

. (6.16)

Following the same procedures (6.10)-(6.15), Ω2 can be also approximated with a Gamma

distribution, i.e., Ω2 ∼.. Γ(k2, θ2), where k2 and θ2 can be also obtained. At this point,

since the distributions of Ω1 and Ω2 are determined, we can derive now the closed-from

expression of the ergodic rate of the CEU. However, before we proceed, we present a

related Fact and some necessary lemmas for the derivations.

Fact 1. For any Y ∼ Γ(k, θ) and any scalar δ > 0, δY ∼ Γ(k, δθ) [178].

Lemma 6.1. If {Yi} are independent Gamma distributed RVs with shape ki and scale θi,

i.e., Yi ∼ Γ(ki, θi), then
∑

i Yi can be approximated with a Gamma distributed RV with

shape and scale parameters given, respectively, as

ky =
(
∑

i kiθi)
2

∑

i kiθ
2
i

and θy =

∑

i kiθ
2
i

∑

i kiθi
. (6.17)

Lemma 6.2. If X is a RV with mean E{X} and variance Var{X}, then E{ln(1 +X)}
can be approximated as

E{ln(1 +X)} ≈ ln(1 + E{X})− Var{X}
2(1 + E{X})2 . (6.18)

Proof. By using the Taylor approximation of the function x 7→ ln(1 + x) around a point

x0 ∈]− 1,∞[, we get

ln(1 + x) ≈ ln(1 + x0) +
x− x0
1 + x0

− (x− x0)
2

2(1 + x0)2
. (6.19)

Hence, by letting x0 = E{X} and then applying the expectation for both sides of (6.19),

we obtain

E{ln(1 +X)} ≈ ln(1 + E{X})− Var{X}
2(1 + E{X})2 , (6.20)

which completes the proof. ■

Theorem 6.1. The ergodic rate of UEf can be approximated as

Rf ≈
1

ln2

(

ln

(
1 + k∆1θ∆1

1 + k∆2θ∆2

)

− k∆1θ
2
∆1

2(1 + k∆1θ∆1)
2
+

k∆2θ
2
∆2

2(1 + k∆2θ∆2)
2

)

, (6.21)

where for all j ∈ {1, 2},

k∆j
(ωj) =

(
2∑

i=1

kiωjθi

)2

2∑

i=1

ki(ωjθi)2
, and θ∆j

(ωj) =

2∑

i=1

ki(ωjθi)
2

2∑

i=1

kiωjθi

, (6.22)

in which ω1 = ρi and ω2 = βmi ρi.

Proof. The ergodic rate of UEf can be obtained as

Rf = E{log2(1 + γf )},

= E

{

log2

(

1 +
αf1ρ1Ω1 + αf2ρ2Ω2

αa1ρ1Ω1 + αc2ρ2Ω2 + 1

)}

.
(6.23)
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Table 6.1: Simulation Parameters [33, 175]

Parameter Symbol Value
Distance between BS1 and UEa and between BS2 and UEc d1a, d2c 20m
Distance between BS1 and UEf and between BS2 and UEf d1f , d2f 100m, 110m
Path-loss exponent for the wireless links η 3

Power allocation coefficients assigned by BS1 and BS2 to UEf αf1 , α
f
2 0.8

Power allocation coefficients assigned by BS1 and BS2 to UEa and UEc αa1, α
c
2 0.2

Distance between BS1 and RISR and between BS2 and RISI d1R, d2I 20m
Distance between RISR and UEf dRf (d1f − d1R)
Distance between RISI and UEf dIf (d2f − d2I)

Now, note that for any x, y, z > 0, we have,

log

(

1 +
x

y + z

)

= log

(

1 +
x+ y

z

)

− log

(

1 +
y

z

)

. (6.24)

Hence, by considering x = αf1ρ1Ω1 + αf2ρ2Ω2, y = αa1ρ1Ω1 + αc2ρ2Ω2 and z = 1, then Rf

can be rewritten as

Rf=E{log2 (1 + ∆1)}
︸ ︷︷ ︸

P1

−E{log2 (1 + ∆2)}
︸ ︷︷ ︸

P2

, (6.25)

where ∆1 = ρ1Ω1 + ρ2Ω2 and ∆2 = αa1ρ1Ω1 + αc2ρ2Ω2. Moreover, based on Fact 1 and

Lemma 6.1, we can see that for j ∈ {1, 2}, ∆j ∼ Γ(k∆j
, θ∆j

). Consequently, by applying

the results of Lemma 6.2 to the expressions P1 and P2, we obtain the ergodic rate of

UEf , which completes the proof. ■

6.4.3 Results And Discussion

In this section, our objective is to validate the performance of the proposed RIS-empowered

CoMP NOMA. The simulation results are obtained by generating 107 independent Monte-

Carlo trials. The main simulation parameters are shown in Table 6.1. The proposed

scheme is compared with the three following baselines.

1. CoMP NOMA [68]: this scheme is the same as the proposed one but without any

assistance from the RISs.

2. RIS-NOMA without CoMP [132,138,173,179]: this is the conventional scheme that

is applied in the literature of RIS-assisted NOMA cellular networks.

3. CoMP C-NOMA [10]: this is similar to the proposed scheme but the CCUs act as

active relays. That is, the two CCUs assist the transmission between the two BSs

and UEf instead of using the two RISs.
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(a) 3D map. (b) 2D map.

Figure 6.3: Approximation accuracy.

6.4.3.1 Validation of The Analytical Expressions

In order to validate the accuracy of the provided expression for the ergodic rate of UEf

for any values of ρ1 and ρ2, we define the relative distance metric as follows.

Relative distance =
|RSim −Rf |

RSim

, (6.26)

where RSim is the exact ergodic rate of UEf obtained from simulations. It can be seen

from Fig. 6.3 that for most values of the transmit SNRs ρ1 andρ2, the analytical ergodic

rate perfectly matches the exact ergodic rate. In fact, it can be seen that the highest

value of the relative distance over all the transmit SNRs values is equal to 1 × 10−3,

which justifies the accuracy of the proposed approximation. Based on this, and since a

homogeneous cellular architecture is considered, we assume that the transmit SNRs from

the BSs are equal, i.e., ρ1 = ρ2 = ρ, for the rest of the results. In addition, from now

onwards, the analytical expressions are used to evaluate the system’s performance.

6.4.3.2 Ergodic Rate and Network Spectral Efficiency versus Transmit SNR

Fig. 6.4(a) presents the ergodic rate of the CEU vs the SNR, ρ. It can be seen that

the ergodic rate of the proposed system outperforms that of the CoMP NOMA and the

RIS-NOMA without CoMP baselines. This is due to two main facts. First, our proposed

framework allows the two BSs to exploit both RISs in serving the CEU by appropriately

adjusting the phase-shift of each meta-atom. Therefore, a stronger combined channel gain

at the cell edge UE can be achieved. Second, our proposed framework allows cooperation

between the BSs through JT-CoMP, which can mitigate the effect of the ICI. For instance,
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(a) (b)

Figure 6.4: The ergodic rate for the CEU vs SNR.

when ρ = 60 dB, the proposed scheme achieves a gain of 64% and 57% when N = 50

and a gain of 43% and 92% when N = 100 against RIS-NOMA without CoMP and

CoMP NOMA, respectively, which demonstrates the superiority of the proposed scheme.

Furthermore, it can be also observed from Fig. 6.4(a) that, for lower values of ρ, the RIS-

NOMA without CoMP scheme achieves a better performance than the CoMP NOMA

scheme, especially when the number of elements per RIS increases. This is resulting

from the strong combined channel gain that can be obtained at the CEU, which makes

it more robust against intra-NOMA interference. However, for high values of SNR, the

RIS-NOMA without CoMP has the worst performance. This is because the cell edge UE

experiences in this scheme severe ICI interference, which strongly affects its performance.

In Fig. 6.4(b), we compare the performance of the proposed framework with the CoMP

C-NOMA scheme with FD relaying proposed in [10] in terms of the ergodic rate of the CEU

and the NSE. Aiming to be consistent with [139], and in order to have a fair comparison

between the two systems, we consider the constraint PD
m + PBS

b = Pb in the CoMP C-

NOMA system, where PD
m is the transmit power from the CCU m ∈ {a, c} to the cell edge

UE and PBS
b is the transmit power from BS b ∈ {1, 2}. These constraints ensure that

the proposed scheme and the CoMP C-NOMA scheme utilize the same budget of power.

Note that, in the CoMP C-NOMA scheme, the SI limits the gain of the system and the

whole system performance depends on the FD performance at the CCUs. However, in the

proposed scheme, the number of elements per RIS controls the gain that we can achieve.

It can be seen from Fig. 6.4 that, when N = 150, the proposed scheme outperforms CoMP
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Figure 6.5: The network spectral efficiency vs SNR for various values of SI and RIS elements.

C-NOMA with lower values of SI. This means that we can achieve better performance by

using the RIS instead of allowing the CCUs to help the CEU. A similar observation can

be seen in Fig. 6.5. In fact, due to the effects of the SI on the performance of the CCUs,

the proposed framework has better spectral efficiency than the CoMP C-NOMA scheme.

6.5 Resource Management for RIS-assisted CoMP

NOMA Networks

6.5.1 System Model

6.5.1.1 Network Model

We consider a downlink transmission in a RIS-assisted CoMP NOMA cellular network

that consists of two adjacent cells as illustrated in Fig. 6.6, where each cell is equipped

with one BS. Two classes of users, namely, CCUs and CEUs, are considered within this

framework. The CCUs are the users that are near one of the two BSs, whereas the

CEUs are the users residing in the overlapped area of the two cells as shown in Fig.

6.6.2 Such classification can be performed through the relative received signal strength

(RSS) between each cellular user and its serving BS using the same approach in Chapter

2 Our system model can be extended to a multi-cell set-up. This can be achieved by allowing any
two adjacent cells in a multi-cell set-up to coordinate together to serve the ICI-prone users. In order to
tackle the complex coordination between them, the BSs may construct a type of centralized-based radio
access network. This can be realized by the introduction of the cloud radio access networks (C-RAN),
which is an ideal network architecture to realize CoMP transmission in cellular networks [180].
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links between the BSs and all cellular users, i.e., the CCUs and the CEUs, experience

each a small-scale fading that follows a Rayleigh distribution. Therefore, ∀i ∈ I, u ∈ U ,
the channel coefficient hi,u = gi,u

√

PL(di,u), where gi,u ∈ C is the small-scale Rayleigh

fading with a zero mean and a unit variance, and PL(di,u) is the large-scale path-loss,

which is modeled as PL(di,u) = ρ0(
d
d0
)−ηi,u , such that ρ0 is the path-loss at a reference

distance d0, ηi,u is the path-loss exponent and di,u is the distance between BSi and user

u. On the other hand, regarding the communication links between each BS and the RIS

and also between the RIS and each CEU, the line-of-sight (LoS) components are assumed

to exist [127]. Therefore, these wireless links experience a small-scale fading that follows

each Rician distribution. Hence, ∀i ∈ I, the corresponding channel coefficients for the

links between BSi and the RIS elements can be expressed as,

hi,R =
√

PL(di,R)

(√

1

1 + κi,R
gi,R +

√
κi,R

1 + κi,R
ĝi,R

)

, (6.27)

where κi,R represents the Rician factor, ĝi,R represents the deterministic LoS components,

and gi,R represents the non-line-of-sight (NLoS) components, which follows a Rayleigh

distribution with a mean zero and unit variance. The channel model for the wireless

links between the RIS elements and the CEUs can be obtained similarly. Moreover, the

channel state information (CSI) of the considered wireless links is assumed to be perfectly

estimated at the BS [129, 131, 132, 165, 166]. Despite the difficulty of obtaining perfect

CSI, various efforts in the literature have recently designed efficient channel estimation

techniques for RIS-enabled wireless networks that can be adopted in our system model

to provide accurate CSI [136, 137, 182]. For instance, the authors in [136] designed an

alternating least square approach dependent on the parallel factor framework which is

able to continuously estimate all the wireless links with low complexity. Two channel

estimation methods based on deep learning and compressive sensing were discussed in

RIS-assisted wireless systems [137]. In [182], the RIS-to-user and the BS-to-RIS channels

are estimated by using matrix completion and sparse matrix factorization, respectively.

6.5.1.2 Signal Model and Rates Analysis

To precisely describe the signal model at each CCU and CEU, a single coordinated NOMA

cluster is considered in this part as shown in Fig. 6.7. In particular, ∀m ∈ M, f ∈ F
and n ∈ N , we assume that the tuple (CCU1

m, CEUf , CCU
2
n) forms one coordinated

NOMA cluster as illustrated in Fig. 6.7. We start by defining the main operations

156



occurring in the first cell. At the beginning of a time block, BS1 broadcasts a superimposed

signal of the messages intended to CCU1
m and CEUf , which is expressed as y1,m,f =

√

(1− α1,m,f )P1y1,m +
√
α1,m,fP1yf , where y1,m and yf denote the normalized signals

intended to CCU1
m and CEUf , respectively, i.e., E[|y1,m|2] = 1 and E[|yf |2] = 1, P1 is

the budget of power allocated by BS1 to the NOMA pair (CCU1
m, CEUf ), and α1,m,f is

the PA coefficient assigned by BS1 to CEUf . Following the principle of NOMA, since

CCU1
m is the strong NOMA user within the NOMA pair (CCU1

m, CEUf ), it should be

able to detect the message of CEUf . Therefore, the PA coefficient α1,m,f should satisfy

the constraint 0.5 < α1,m,f < 1 [115, 183]. Consequently, the received baseband signal at

CCU1
m can be expressed as

z1,m = h1,my1,m,f + h2,my2,n,f + w1,m, (6.28)

where y2,n,f is the message broadcasted by BS2 and w1,m is an additive white Gaussian

noise experienced at CCU1
m, which is CN (0, σ2) distributed. The term h2,my2,n,f represents

the ICI signal broadcast from BS2 and experienced at CCU1
m. Afterwards, using the SIC

technique, CCU1
m decodes first the message of CEUf , i.e., yf , and then removes it from its

received signal in order to decode its own message, i.e., y1,m. Based on this, the achievable

rate at CCU1
m to decode the message of CEUf is expressed as by

R1,m→f = log

(

1 +
α1,m,fγ1,m

(1− α1,m,f )γ1,m + 1

)

, (6.29)

where γ1,m = P1|h1,m|2/T and T ≜ P2|h2,m|2 + σ2. In addition, the achievable data rate

at CCU1
m to decode its own message is expressed, as

R1,m = log (1 + (1− α1,m,f )γ1,m) . (6.30)

By following similar steps as in (6.28)-(6.30), the achievable rate at CCU2
n to decode

the message of CEUf , which is denoted by R2,n→f , and the achievable rate at CCU2
n to

decode its own message, i.e., which is denoted by R2,n can be obtained. On the other

hand, CEUf receives its own signal through the transmissions from the two BSs, i.e., BS1

and BS2, and from the reflection by the RIS. Therefore, the received signal at CEUf can

be expressed as

zf = (h1,f + hHR,fΘh1,R)y1,m,f + (h2,f + hHR,fΘh2,R)y2,n,f + wf , (6.31)

where wf is an additive white Gaussian noise experienced at CEUf , which is CN (0, σ2)

distributed, and Θ = diag{ϕ1(θ1), ϕ2(θ2), . . . , ϕL(θL)} is the PS matrix of the RIS, where

∀l ∈ J1, LK, ϕl(θl) = ejθl , such that θl ∈ [0, 2π] represents the PS of the lth reflecting

element. Due to the consideration of non-coherent JT-CoMP, the achievable rate at
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CEUf to decode its message can be expressed as [41]

Rf = log

(

1 +
α1,m,fγ1,f + α2,n,fγ2,f

(1− α1,m,f )γ1,f + (1− α2,n,f )γ1,f + 1

)

, (6.32)

where γ1,f = P1|h1,f + hHR,fΘh1,R|2/σ2 and γ2,f = P2|h2,f + hHR,fΘh2,R|2/σ2. Based on

the above analysis, the achievable sum-rate of the coordinated NOMA cluster defined by

the tuple (CCU1
m, CEUf , CCU

2
n) can be expressed as

Rm,f,n = R1,m +Rf +R2,n. (6.33)

6.5.2 Problem Formulation and Solution Approach

6.5.2.1 Network Sum-Rate Problem Formulation

With the quest of enhancing the performance of the proposed RIS-assisted CoMP NOMA

network, a framework that jointly optimizes the PA coefficients at the BS for each coor-

dinated NOMA cluster, the UC policy, and the PS matrix is proposed. The UC policy

determines the members of each coordinated NOMA cluster, i.e., which CCU from each

cell should be paired with which CEU. This framework is formulated as an optimization

problem with the goal of maximizing the network sum-rate while guaranteeing a successful

SIC process at CCUs and the required QoS for all users, which can be written as follows.

OPT : max
A,X ,θ

∑

m∈M

∑

f∈F

∑

n∈N

xm,f,nRm,f,n, (6.34a)

s.t. 0.5xk1,f,k2 ≤ αi,ki,f ≤ xk1,f,k2 , ∀i ∈ I, ki ∈ Ki, f ∈ F , (6.34b)

Ri,ki ≥ xk1,f,k2R
th
ki
, ∀i ∈ I, ki ∈ Ki, f ∈ F , (6.34c)

Rf ≥ xk1,f,k2R
th
f , ∀f ∈ F , (6.34d)

Ri,ki−→f ≥ xk1,f,k2R
th
f , ∀i ∈ I, f ∈ F , (6.34e)

∑

n∈N

∑

f∈F

xm,f,n ≤ 1, ∀m ∈ M, (6.34f)

∑

f∈F

∑

m∈M

xm,f,n ≤ 1, ∀n ∈ N , (6.34g)

∑

n∈N

∑

m∈M

xm,f,n ≤ 1, ∀f ∈ F , (6.34h)

xm,f,n ∈ {0, 1}, ∀m ∈ M, f ∈ F , n ∈ N , (6.34i)

|ϕl(θl)| = 1, ∀l ∈ J1, LK, (6.34j)
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where X = {xm,f,n ∈ {0, 1}|m ∈ M, f ∈ F , n ∈ N} represents the set of UC indicators,

such that ∀m ∈ M, f ∈ F and n ∈ N , xm,f,n is the UC indicator of the tuple (CCU1
m,

CEUf , CCU
2
n), A = {(α1,m,f , α2,n,f ) ∈ [0, 1]2 |m ∈ M, f ∈ F , n ∈ N } is the collection of

the BSs PA coefficients, and θ = [θ1, θ2, . . . , θL] is the L× 1 vector of the PS for the RIS’s

elements, and ki and Ki are defined ∀i ∈ I, as ki = m and Ki = M if i = 1, and ki = n

and Ki = N if i = 2.

Looking in depth into problem OPT, constraint (6.34b) represents the SIC constraints

at the CCUs within each coordinated NOMA cluster, constraints (6.34c) and (6.34d)

guarantee the required QoS at the users, where ∀i ∈ I and f ∈ F , Rth
ki

and Rth
f represent

the minimum required rates at the CCUs and at the CEU, respectively. Furthermore,

constraint (6.34e) assures that each CCU can decode the signal of the paired CEU to

satisfy the SIC constraint, constraints (6.34f), (6.34g), and (6.34h) guarantee that each

user, either a CCU or a CEU, is a member of at most one coordinated NOMA cluster.

Finally, constraint (6.34i) shows that the value of the UC indicator is either binary, where

∀m ∈ M, f ∈ F and n ∈ N , xm,f,n = 1 indicates that the tuple (CCU1
m, CEUf , CCU

2
n)

construct a coordinated NOMA cluster and xm,f,n = 0 otherwise.

To maximize the network sum-rate, the PA at the two BSs, the UC policy, and the

PS matrix at the RIS should be jointly optimized. Due to the coexistence and the high

coupling of the binary variables X and the continuous variables A, θ, the objective func-

tion and the constraints of the optimization problem OPT are non-convex. In fact, it

can be easily seen that the formulated optimization problem OPT is an MINLP problem,

which is difficult to solve. As a result, it is necessary to transform problem OPT into

some tractable sub-problems that can be solved separately and alternatively over multiple

iterations. Towards this end, we invoke the AO method to solve the original problem OPT

in an efficient manner, which will be detailed in the following part.

6.5.2.2 Solution Roadmap

The decomposition of problem OPT and the proposed solution approach for each ob-

tained sub-problem are presented in Fig. 6.8. Due to its intractability, problem OPT is

decomposed into two sub-problems, namely, a joint PA and UC optimization sub-problem,

which is an MINLP problem, and a PS optimization sub-problem, which is a non-convex.

With the aid of the AO approach, the two sub-problems are solved in an alternating
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2-dimensional matching problems, which can be solved using the Hungarian method [184].

Based on this, the proposed UC policy is obtained as shown in Algorithm 5. Finally,

for the PS sub-problem, we resort to DC representation for rank-one constraint and we

then invoke the SCA to solve the PS matrix optimization sub-problem, and the proposed

approach is summarized in Algorithm 6.

Note that, for the case of multiple BSs association scenario, the proposed methods of

designing the UC policy and the RIS PS configuration are primordial tools to investigate

the more general multi-cell set-up. However, there will be two major challenges that

should be considered: 1) Selecting the group of BSs that cooperate to serve a given CEU

should be addressed, which is denoted as BSs clustering, and 2) Obtaining an optimal

and a low-complexity PA scheme will be more challenging while considering multiple BSs

to serve a CEU and, therefore, it should be revisited.

6.5.3 Joint Power Allocation and User Clustering Optimization

Given an RIS’s PS matrix, we seek in this section to solve the joint optimization of the

PA coefficients and the UC policy, which is expressed as

PA− UC : max
A,X

∑

m∈M

∑

f∈F

∑

n∈N

xm,f,nRm,f,n, (6.35a)

s.t. (6.34b)− (6.34i). (6.35b)

In problem PA− UC, it can be seen that, ∀m ∈ M, f ∈ F and n ∈ N , the achiev-

able sum-rate Rm,f,n of a single coordinated NOMA cluster, which is shown in (6.33), is

independent of the UC binary indicator xm,f,n and it is only a function of the PA co-

efficients. Particularly, one can see that ∀m ∈ M, f ∈ F and n ∈ N , if the optimal

UC indicator x∗m,f,n = 0, then the optimal PA policy
(
α∗
1,m,f , α

∗
2,n,f

)
= 02×1. However,

if x∗m,f,n = 1, then
(
α∗
1,m,f , α

∗
2,n,f

)
should be the optimal solutions of the PA coefficients

of the coordinated NOMA cluster (CCU1
m, CEUf , CCU

2
n). This means that, ∀m ∈ M,

f ∈ F and n ∈ N , if we assume that CCU1
m, CEUf and CCU2

n construct a coordinated

NOMA cluster and that we can determine their optimal PA coefficients
(
α∗
1,m,f , α

∗
2,n,f

)
,

then problem PA− UC transforms into a linear assignment problem, which aims at ob-

taining the optimal UC policy that maximizes the network sum-rate. Thus, with the aid

of the bi-level optimization approach, the formulated optimization problem can be decou-

pled into two sub-problems [107], one inner sub-problem that consists of a PA sub-problem
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and one outer sub-problem that consists of a UC sub-problem. In the next subsections,

we present the two sub-problems along with their proposed solution approaches.

6.5.3.1 PA for Each Coordinated NOMA Cluster

In this subsection, and ∀m ∈ M, f ∈ F and n ∈ N , we investigate the PA scheme for the

coordinated NOMA cluster (CCU1
m, CEUf , CCU

2
n) by determining the PA coefficients at

both BS1 and BS2. Consequently, the optimal PA solution can be obtained by maximizing

the achievable sum-rate of a given coordinated NOMA cluster (CCU1
m, CEUf , CCU

2
n),

which can be formulated as follows.

P− PA : max
α1,m,f ,α2,n,f

Rm,f,n, (6.36a)

s.t. 0.5 ≤ α1,m,f , α2,n,f ≤ 1, (6.36b)

R1,m→f ,Rf ,R2,n→f ≥ Rth
f , (6.36c)

R1,m ≥ Rth
m , (6.36d)

R2,n ≥ Rth
n . (6.36e)

Problem P− PA is a non-convex optimization problem and, hence, it is challenging to

obtain its optimal solution. Nevertheless, since P− PA should be solved for all possible

coordinated NOMA clusters, a computational-time efficient approach needs to be explored.

In doing so, we investigate the objective function and the constraints of problem P− PA so

that closed-form expressions for the PA coefficients can be obtained. In this context, due

to the existence of both SIC and QoS constraints, problem P− PA might be infeasible for

some channel realizations of the cellular users. Due to this, we check first the conditions

under which problem P− PA is feasible, which are given in the following theorem.

Theorem 6.2. Problem P− PA is feasible if and only if the following conditions hold.

Condition 1: tm ≤ min
(γ1,m

2
,−1 +

√

1 + γ1,m

)

, (6.37a)

Condition 2: tn ≤ min
(γ2,n

2
,−1 +

√

1 + γ2,n

)

, (6.37b)

Condition 3: Yf ≤ Y1,m,f + Y2,n,f , (6.37c)

where ∀k ∈ {m, f, n} , tk = eR
th
k − 1 and

Y1,m,f =
(γ1,m − tm)

γ1,m
(1 + tf ) γ1,f ,

Y2,n,f =
(γ2,n − tn)

γ2,n
(1 + tf ) γ2,f ,

Yf = tf (γ1,f + γ2,f + 1) . (6.38a)
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Proof. See Appendix D1. ■

Based on this, assuming that problem P− PA is feasible, the corresponding optimal

PA coefficients are presented in the following theorem.

Theorem 6.3. The optimal PA coefficients α∗
1,m,f and α∗

2,n,f of problem P− PA are ex-

pressed as

α∗
1,m,f = αmin

m,f,nU
(
αmin
m,f,n − x0

)
+ x0U

(
x0 − αmin

m,f,n

)
U
(
αmax
m,f,n − x0

)
+ αmax

m,f,nU
(
x0 − αmax

m,f,n

)
,

(6.39a)

α∗
2,n,f = −γ1,f

γ2,f
α∗
1,m,f +

tf (γ1,f + γ2,f + 1)

(1 + tf ) γ2,f
, (6.39b)

where U(·) denotes the unit step function and

αmin
m,f,n = max

(

αmin
1,m,f ,−

γ2,f
γ1,f

αmax
2,n,f +

tf (γ1,f + γ2,f + 1)

(1 + tf ) γ1,f

)

, (6.40a)

αmax
m,f,n = min

(

αmax
1,m,f ,−

γ2,f
γ1,f

αmin
2,n,f +

tf (γ1,f + γ2,f + 1)

(1 + tf ) γ1,f

)

, (6.40b)

such that, for all i ∈ I and ki ∈ Ki

αmin
i,ki,f

= max

(
1

2
,
(γi,ki + 1) tki
(tki + 1) γi,ki

)

, αmax
i,ki,f

=
γi,ki − tki
γi,ki

. (6.41)

Proof. See Appendix D2. ■

For all m ∈ M, f ∈ F , n ∈ N , let us define the optimal PA scheme for the coordinated

NOMA cluster (CCU1
m, CEUf , CCU

2
n) as P∗

m,f,n ≜ (α∗
1,m,f , α

∗
2,n,f ). In addition, we denote

by P∗ ≜ {P∗
m,f,n|m ∈ M, f ∈ F , n ∈ N} the optimal PA scheme of all possible clusters.

Based on this, a near-optimal UC policy will be obtained in the next sub-section.

6.5.3.2 UC: An Iterative Hungarian Method

It is important to note that achieving the required QoS at each CEU depends on the PA

coefficients assigned by both BS1 and BS2, which in turn depends on the two CCUs that

are members with the considered CEU in the same coordinated NOMA cluster. As a result,

the two BSs should jointly perform the UC policy by grouping one CCU from each cell

along with one CEU. In particular, we need to get the best users that should be grouped

within each coordinated NOMA cluster given the optimal PA coefficients in P∗ that was

obtained from solving problem P− PA ∀m ∈ M, f ∈ F and n ∈ N . Consequently, the

optimal UC policy X ⋆ is obtained by solving the following optimization problem.

P− UC :max
X

∑

m∈M

∑

f∈F

∑

n∈N

xm,f,nRm,f,n(P∗
m,f,n), (6.42a)

s.t. (6.34f)− (6.34i). (6.42b)
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Problem P− UC is a 3-dimensional matching problem and its optimal solution requires

an exhaustive search over all possible coordinated NOMA clusters, which is impractical

due to its immensely high computational complexity especially in large-scale networks.

In order to resolve this issue, we propose an iterative technique that projects the 3-

dimensional matching problem in (6.42) into iterative 2-dimensional matching problems

that can be easily solved. The main idea of this iterative method is to give the opportunity

for each user to choose the best other two members to form a potential coordinated NOMA

cluster such that the network sum-rate is maximized.

Consider an arbitrary initial UC policy X = X 0⋆ that is feasible to problem P− UC

in (6.42), i.e., satisfying the constraints (6.34f)-(6.34i). Then, define the set of indices

of CCUs1 and CEUs that are clustered together through the UC policy X 0⋆ as Ω0 =
{
(m, f)| x0⋆m,f,n = 1, ∀ (m, f, n) ∈ M×F ×N

}
. Then, define the binary set X 1 =

{
x1m,f,n

∈ {0, 1}| ∀ (m, f, n) ∈ Ω0 ×N}. Consequently, the problem of designing the optimal as-

signment of each CCU2 to a predefined pair in Ω0 can be expressed as follows.

P.1− UC : X 1⋆ = argmax
X 1

∑

(m,f)∈Ω0

∑

n∈N

x1m,f,nR⋆
m,f,n (6.43a)

s.t.
∑

(m,f)∈Ω0

x1m,f,n=1, ∀n ∈ N , (6.43b)

where constraint (6.43b) indicates that, for all n ∈ N , only one CCU2
n can be uniquely

assigned to a given predefined pair (CCU1
m, CEUf ), for all (m, f) ∈ Ω0. Since the set Ω0

is already defined and fixed, it can be seen that problem P.1− UC is now a 2-dimensional

matching problem. As a result, the Hungarian method can be employed to optimally

solve P.1− UC, which yields to the UC policy X 1⋆ [185].

Next, we give the opportunity to each CEU to select the optimal CCU1 and CCU2 from

the first and second cell, respectively, in order to maximize the network utility in terms

of the network sum-rate. Let M1 and N 1 denote the set of indices of CCUs1 and CCUs2

resulting from the clustering policy X 1⋆ , i.e., M1 =
{
m
∣
∣x1m,n,f = 1, ∀ (m, f, n) ∈ M×F

×N } and N 1 =
{
n
∣
∣x1m,n,f = 1, ∀ (m, f, n) ∈ M×F× N }. Then, define the set of

indices of CCUs1 and CCUs2 that are clustered together through the UC policy X 1⋆

as Ω1 =
{
(m,n)| x1∗m,f,n = 1, ∀ (m, f, n) ∈ M×F × N}. Afterwards, define the binary

set X 2 =
{
x2m,f,n ∈ {0, 1}

∣
∣ ∀ (m, f, n) ∈ M1 ×F ×N 1

}
. Consequently, the problem of

designing the optimal assignment of each CEU to a predefined pair in Ω1 can be expressed
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as follows.

P.2− UC : X 2⋆ = argmax
X 2

∑

(m,n)∈Ω1

∑

f∈F

x2m,f,nR⋆
m,f,n (6.44a)

s.t.
∑

(m,n)∈Ω1

x2m,f,n=1, ∀f ∈ F . (6.44b)

It can be seen that problem P.2− UC has the same structure as P.1− UC and the Hun-

garian method can be applied to obtain the UC policy X 2⋆ .

Finally, it is the turn for each CCU1 to select the optimal CEU and the optimal

CCU2, in order to maximize the network sum-rate. First, define the set of indices

of CEUs and CCUs2 that are clustered together through the UC policy X 2⋆ as Ω2 =
{
(f, n)| x2∗m,f,n = 1, ∀ (m, f, n) ∈ M×F ×N

}
. Then, define the binary set X 3 =

{
x3m,f,n

∈ {0, 1}| ∀ (m, f, n) ∈ M× Ω2}. Consequently, the problem of designing the optimal as-

signment of each CCU1 to a predefined pair in Ω1 can be expressed as follows.

P.3− UC : X 3⋆ = argmax
X 3

∑

(f,n)∈Ω2

∑

m∈M

x3m,f,nR⋆
m,f,n (6.45a)

s.t.
∑

(f,n)∈Ω2

x3m,f,n=1, ∀m ∈ M. (6.45b)

The Hungarian method can be utilized to get the policy X 3⋆ . The iterative approach

continues by solving P.1− UC with the updated set Ω3 =
{
(m, f)| x3∗m,f,n = 1, ∀ (m, f, n)

∈ M×F ×N}. We develop the subsequent iteration X 0⋆ −→ X 1⋆ −→ X 2⋆ −→ X 3⋆ −→
. . . , which is denoted as the iterative Hungarian method. The iteration process continues

until there is no change in the UC policy. In fact, the output sequence of the iterative

Hungarian method is non-decreasing and converges when X (t+1)⋆ = X (t+2)⋆ = X (t+3)⋆ ,

for a t ≥ 0 [184, Theorem 1]. Finally, the details of the iterative Hungarian method are

described in Algorithm 5.

6.5.4 Passive Beamforming Optimization and Overall Complex-

ity Analysis

6.5.4.1 Passive Beamforming Optimization

For a given PA scheme P∗ and a UC policy X ⋆, the optimal PS matrix for the RIS can

be obtained by solving the following optimization problem.

P− PS : max
θ

∑

f∈F

Rf (6.46a)

s.t. (6.34d), (6.34j). (6.46b)
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Algorithm 5: Proposed Iterative Hungarian Method

Input: {Rm,f,n |∀m ∈ M, f ∈ F , n ∈ N } and the maximum number of iterations
J2;
Initialize: Iteration index t = 1 and UC policy X 0⋆ feasible to (6.42);
Compute: X 1⋆ ,X 2⋆ , and X 3⋆ ;
if X 1⋆ = X 2⋆ = X 3⋆ then

X ⋆ = X 3⋆ ;
end if
else

t = 1 and Check = 0;
while (t ≤ J2 and Check = 0) do

Find Ω3t based on X 3t⋆ and solve P.1− UC using the Hungarian method
to obtain X 3t+1⋆ ;
if X 3t−1⋆ = X 3t⋆ = X 3t+1⋆ then

X ⋆ = X 3t+1⋆ and Check = 1;
end if
else

Find Ω3t+1 based on X 3t+1⋆ and solve P.2− UC using the Hungarian
method to obtain X 3t+2⋆ ;
if X 3t⋆ = X 3t+1⋆ = X 3t+2⋆ then

X ⋆ = X 3t+2⋆ and Check = 1;
end if
else

Find Ω3t+2 based on X 3t+2⋆ and solve P.3− UC using the
Hungarian method to obtain X 3t+3⋆ ;
if X 3t+1⋆ = X 3t+2⋆ = X 3t+3⋆ then

X ⋆ = X 3t+3⋆ and Check = 1;
end if

end if

end if
t = t+ 1;

end while

end if
Output: UC policy X ⋆;

Since the RIS is located at the edge of the cell to improve the CEUs’ performance, the

objective of (6.46) is to maximize only the sum-rate of the CEUs. It can be easily

seen that P− PS has a non-concave objective function and non-convex constraints, i.e.,

(6.34d), (6.34j), which is also challenging to be solved. To overcome this issue, we first

reformulate problem P− PS into a rank-one constrained optimization problem through

change-of-variables and matrix lifting. Then, we design a DC representation for the rank-

one constraint. Finally, an efficient SCA algorithm is developed to solve the resulting

problem.
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6.5.4.2 Rank-One Constraint Optimization problem

Let us define v ≜ [ϕ1(θ1), . . . , ϕL(θL)]
H and by applying the change of variables hHR,fΘh1,R

= vHΦ, where Φ = diag(hHR,f )h1,R ∈ C
L×1 and hHR,fΘh2,R = vHΨ, where Ψ =

diag(hHR,f ) h2,R ∈ C
L×1, we obtain

|h1,f + hHR,fΘh1,R|2 = |h1,f + vHΦ|2, and

|h2,f + hHR,fΘh2,R|2 = |h2,f + vHΨ|2. (6.47)

By defining an auxiliary variable τ , then an equivalent representation of the achievable

rate Rf of CEUf , ∀f ∈ F , can be obtained as follows,

Rf = log

[

1+

α∗
1,m,fP1

(
tr
(
UQ1,f

)
+ |h1,f |2

)
+ α∗

2,n,fP2

(
tr
(
UQ2,f

)
+ |h2,f |2

)

(1− α∗
1,m,f )P1

(
tr
(
UQ1,f

)
+ |h1,f |2

)
+ (1− α∗

2,n,f )P2

(
tr
(
UQ2,f

)
+ |h2,f |2

)
+ σ2

]

,

(6.48)

where

Q1,f =




ΦΦH ΦhH1,f

h1,fΦ
H 0



 , Q2,f =




ΨΨH ΨhH2,f

h2,fΨ
H 0



 , (6.49)

and v̄H = [v, τ ], in which we used the fact that v̄HQzv̄ = tr
(
Qzv̄v̄

H
)
for all z ∈

{{1, f}, {2, f}}. In addition, let U ≜ v̄v̄H , which satisfies rank(U ) = 1 and U ⪰ 0.

It is worth to mention that in (6.48), the PA coefficients α∗
1,m,f and α∗

2,n,f represent the

optimal PA of the coordinated NOMA cluster (CCU1
m, CEUf , CCU

2
n) after obtaining the

optimal UC policy X ⋆. Maximizing the CEUs sum-rate in their current form still implies

a non-concave objective function with non-convex constraints. By following the same

change of variables approach proposed in [186], we define the following exponential slack

variables

eyf = P1

(
tr
(
UQ1,f

)
+ |h1,f |2

)
+ P2

(
tr
(
UQ2,f

)
+ |h2,f |2

)
+ σ2,

eqf = (1− α∗
1,m,f )P1

(
tr
(
UQ1,f

)
+ |h1,f |2

)
+ (1− α∗

2,n,f )P2

(
tr
(
UQ2,f

)
+ |h2,f |2

)
+ σ2.

(6.50)

Afterwards, by applying simple exponential and logarithmic properties, the optimization

problem of the PS matrix can be rewritten as follows.

OPT−PS : max
U,y,q

∑

f∈F

(yf − qf ) (6.51a)

s.t. yf − qf ≥ Rth
f , ∀f ∈ F , (6.51b)

P1

(
tr
(
UQ1,f

)
+ |h1,f |2

)
+ P2

(
tr
(
UQ2,f

)
+ |h2,f |2

)
+ σ2 ≥ eyf , ∀f ∈ F , (6.51c)
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(1− α∗
1,m,f )P1

(
tr(UQ1,f ) + |h1,f |2

)
+ (1− α∗

2,n,f )P2

(
tr(UQ2,f ) + |h2,f |2

)
+ σ2

≤ eqf , ∀f ∈ F , (6.51d)

U ⪰ 0, (6.51e)

[U ]l,l = 1, ∀ l ∈ J1, L+ 1K, (6.51f)

rank(U ) = 1, (6.51g)

where y = [y1, . . . , yF ]
T and q = [q1, . . . , qF ]

T . After these mathematical manipula-

tions, OPT− PS is still a non-convex optimization problem due to the non-convexity of

constraint (6.51d) and of the rank-one constraint in (6.51g). In order to tackle the non-

convexity of constraint (6.51d), we use SCA to perform a first-order Taylor approximation

as eqf = eq̄f (qf − q̄f + 1), where the linearization is made around a point q̄f that satisfies

the constraints of problem (6.51). Consequently, problem (6.51) can be rewritten as

OPT−PS : max
U,y,q

∑

f∈F

(yf − qf ) (6.52a)

s.t. (1− α∗
1,m,f )P1

(
tr(UQ1,f ) + |h1,f |2

)
+ (1− α∗

2,n,f )P2

(
tr(UQ2,f ) + |h2,f |2

)
+ σ2

≤ eq̄f (qf − q̄f + 1), ∀ f ∈ F , (6.52b)

(6.51b), (6.51c), (6.51e)− (6.51g). (6.52c)

Considering the rank-one constraint, one widely adopted technique in the literature to

deal with such constraint is the SDR technique. By dropping the rank-one constraint,

the resulting optimization problem ends up to a convex SDP, which can be efficiently

solved by existing convex optimization solvers such as CVX [131]. However, when the

dimension of the optimization variable is large, the SDR method has a low probability

of returning a rank-one solution and it often fails to reach it [142, 187]. Hence, the

Gaussian randomization should be applied after the SDR technique to obtain a rank-one

sub-optimal solution [142, 187]. Unfortunately, the obtained sub-optimal solution may

not be feasible to meet the QoS constraints [142,187], and hence, it causes early stopping

in the AO approach. To circumvent this issue, we design instead a DC representation for

this rank-one constraint, which is detailed in the following part.

6.5.4.3 DC Representation for Rank-One Constraints

The key idea behind the DC representation can be presented as follows. For a PSD matrix

U ∈ C
L+1×L+1, the rank-one constraint indicates that σ1(U ) > 0 and σl(U ) = 0, for all

l ∈ J2, L + 1K, where for l ∈ J1, L + 1K, σl(U ) denotes the lth largest eigenvalue value
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of U . Based on this, the rank-one constraint can be represented through the following

proposition.

Proposition 4. For a PSD matrix U ∈ C
L+1×L+1 satisfying tr(U ) > 0, we have

rank(U ) = 1 ⇔ ∥U∥∗ − ∥U∥2 = 0, (6.53)

where ∥U∥2 = σ1(U ) and ∥U∥∗ =
∑L+1

l=1 σl(U ) represent the spectral and the nuclear

norms of U , respectively.

Proof. The complete proof can be found in [142, Proposition 3]. ■

According to Proposition 4, the non-convex rank-one constraint imposed on U in

(6.51g) can be equivalently replaced by a DC function that can be added as a penalty term

to the objective function in (6.52a) of problem OPT− PS [126]. Consequently, problem

OPT− PS can be expressed as

PS− 1 : max
U,y,q

∑

f∈F

(yf − qf )− ς (∥U∥∗ − ∥U∥2) (6.54a)

s.t. (6.52b), (6.51b), (6.51c), (6.51e), (6.51f), (6.54b)

where ς > 0 is a penalty factor that forces the equality constraint for the rank-one

constraint [188]. Therefore, when the penalty term reaches zero, i.e., (∥U∥∗ − ∥U∥2) = 0,

a rank-one solution can be obtained [188]. Similar to [188], we can initialize the penalty

coefficient ς with a small value and gradually increase it until the penalty term reaches

zero as follows: ς = ως, where ω > 1 [188]. Furthermore, since ∥·∥2 is a convex function,

the problem in (6.54) is still non-convex optimization problem. Here, we can apply SCA

to solve it in an iterative manner. Particularly, by linearizing the convex term, all what

remains is to solve the following optimization problem.

PS− 2 : max
U,y,q

∑

f∈F

(yf − qf )− ς
(

∥U∥∗ −
〈

∂U [r−1]

∥
∥
∥U

[r−1]
∥
∥
∥
2
,U
〉)

, (6.55a)

s.t. (6.52b), (6.51b), (6.51c), (6.51e), (6.51f), (6.55b)

whereU [r−1] is the obtained solution at iteration r−1, ∂U [r−1]

∥
∥
∥U

[r−1]
∥
∥
∥
2
is the sub-gradient

of the spectral norm at the point U [r−1], and ⟨., .⟩ denotes the inner product that is given
by ⟨V ,Z⟩ = ℜ(tr(V HZ)). Note that ∂U [r−1] ∥U∥2 can be efficiently evaluated as u1u

H
1 ,

where u1 is the eigenvector corresponding to the largest singular value σ1(U ) [142]. Given

an initial value of U [0] and by iteratively solving problem (6.55) until the penalty term

reaches zero, we can obtain an exact rank-one solution for the PS matrix. One practical

stopping criterion for problem (6.55) is given by ∥U∥∗ − ∥U∥2 < ϵDC, where ϵDC > 0 is a

sufficiently small constant [142].
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Algorithm 6: Proposed Algorithm for the PS Matrix Design

Input: Q1,f ,Q2,f ,P∗,X ⋆, P1, P2, σ
2, Rth

f , maximum number of iteration J3,

iteration index r = 1, and maximum tolerance ϵ and ϵDC;
while (r ≤ J3) do

if max
f

[

q̄
[r]
f − q̄

[r−1]
f

]

≤ ϵ and penalty term
∥
∥
∥U

[r]
∥
∥
∥
∗
−
∥
∥
∥U

[r]
∥
∥
∥
2
≤ ϵDC then

break;
end if
else

Compute the subgradient ∂U [r−1] ∥U∥2 and obtain a solution U [r] by
solving (6.55);

Update q̄[r] := q[r];

Update ς [r+1] = ως [r];
Increment r := r + 1;

end if

end while

Obtain ū⋆ using Cholesky decomposition, where U [r] = v̄⋆ (v̄⋆)H ;

Obtain the PS matrix Θ∗ = diag
(

(v⋆)H
)

, where v⋆ = [v̄⋆]1:L / [v̄
⋆]L+1;

Based on the above analysis, the overall algorithm for solving the original PS matrix

optimization problem P− PS in (6.46) is summarized in Algorithm 6. In addition, the

convergence behavior of the proposed iterative algorithm is discussed in the following

proposition.

Proposition 5. The generated sequence {U [r]} by iteratively solving problem (6.55) is

strictly decreasing and the sequence {U [r]} converges to a critical point of PS− 2 from an

arbitrary initial point U [0].

Proof. The complete proof can be found in [187, Proposition 1]. ■

At this point, the overall proposed AO algorithm for the network sum-rate maxi-

mization problem OPT in (6.34) for the considered RIS-aided CoMP NOMA network is

summarized in Algorithm 7. It is noteworthy that according to the convergence analysis

in section 6.5.3-B and Proposition 5, one can deduce that the objective function of

problem P− PA in Algorithm 7 is monotonically non-decreasing over iterations. There-

fore, since the objective value is upper bounded due to the limited transmit power at the

BSs, Algorithm 7 is guaranteed to converge.
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Algorithm 7: Proposed AO Algorithm for RIS-assisted CoMP NOMA networks

Initialize: phase-shift matrix for RIS Θ(j), the tolerance ξ, the maximum
number of iteration J1, network sum-rate R[j]

Sum = 0 and set the current iteration
number as j = 0;

while (j ≤ J1 or R[j+1]
Sum −R[j]

Sum > ξ) do
Step 1: Power allocation optimization

With a given value of Θ[j], check the feasibility conditions according to
Theorem 6.2;
if P− PA in (6.36) is feasible for this coordinated NOMA cluster then

Update the optimal PA for this potential coordinated NOMA cluster
P [j+1]
m,f,n based on Theorem 6.3;

end if
Step 2: User clustering optimization

With given values of all possible P [j+1] and Θ[j], update X [j+1] via
Algorithm 5;
Step 3: Phase-shift optimization

With given P [j+1] and X [j+1], update Θ[j+1] via Algorithm 6;
end while

Output: the solution P [j],X [j], and Θ[j];

6.5.5 RIS-Assisted CoMP NOMA Networks: Practical Imple-

mentation

Here, we provide the main steps for implementing RIS-assisted CoMP NOMA in a cellular

network.

1. User association and classification: Each user first detects the reference signal

from the serving BS and the other BS, which is in this case an interfering BS. Then,

the estimated RSS measures from the two BSs are reported to the serving BS and

then forwarded to the central processing unit. If the measured RSS values from

the two BSs are less distinctive, this user is deemed as a CEU, and therefore, it

associates with the two-BSs and the CoMP transmission is triggered. Otherwise, if

the reported RSS values are highly distinctive, the user is served by only one BS.

Finally, the central processing unit reports the user classification to the BSs.

2. Channel estimation for all the wireless links: In this step, the CSI for

all the considered wireless links should be estimated. We rely on efficient channel

estimation techniques that have been developed in the literature for RIS-enabled

wireless networks. These techniques can be adopted in our proposed system model

to obtain an accurate CSI [136,137,182].
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3. Power allocation, user clustering, and phase-shift optimization: In this

step, at the central processing unit, PA coefficients, UC policy, and PS matrix

optimization are obtained and forwarded to the two BSs as well as the RIS controller

so that the PS for each meta atom can be accordingly tuned.

4. User tracking and channel measurements: In this step, the two BSs keep

tracking frequently the RF channel measurements and reports along with the es-

timates of the users’ positions. Afterward, based on the received information, the

central processing unit will check if there are any changes in either the RSS or the

user positions (some users are mobile and can change from CCUs to CEUs or vice

versa). If it is the case, the first three steps should be repeated.

6.5.6 Computational Complexity Analysis

To quantify the computational complexity of the proposed AO Algorithm for the consid-

ered RIS-assisted CoMP NOMA network, which is presented in Algorithm 7, the com-

putational complexity of the PA optimization, the UC optimization, and the PS matrix

design need to be evaluated. First, for the PA solution, since we obtained a closed-form

solution as shown in Theorem 6.3, the computational complexity of having the optimal

achievable sum-rate for an arbitrary coordinated NOMA cluster is approximately O(1).

Thus, the computational complexity for obtaining the optimal achievable sum-rates of all

the possible coordinated NOMA cluster configurations is O(MFN). Then, for the UC

optimization, and according to [184], the computational complexity of iterative Hungar-

ian method, which is presented in Algorithm 5, is O(Γ3), where Γ = max(M,F,N).

Finally, regarding the PS matrix design, it is an SDP problem that can be solved us-

ing interior point methods [149]. Hence, based on [149, Theorem 3.12], the order of

the computational complexity of an SDP problem with k SDP constraints that contain

an a × a PSD matrix is given by O (
√
a log (1/ζ) (ka3 + k2a2 + k3)), where ζ > 0 is

the solution accuracy. For the PS matrix problem in hands, we have a = L + 1 and

k = L+3F +1. Hence, the computational complexity of the PS matrix design is approx-

imate O (J3 log (1/ζ) (L
4.5 + F 2L2.5 + L3.5F )). As a result, the overall complexity of the

proposed AO algorithm is O (J1 (MFN + J2Γ + J3 log (1/ζ) (L
4.5 + F 2L2.5 +L3.5F ))),

which is a polynomial time complexity.
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6.5.7 Simulation Results and Discussion

In this section, the efficacy of the proposed system model and the solution approach are

evaluated through the following three points. First, we validate the optimal closed-form

expressions of the PA coefficients. Second, we assess the proposed UC policy, i.e. the

iterative Hungarian method, in comparison with the optimal UC scheme that is based

on the exhaustive search method. Third, we evaluate the performance of the proposed

RIS-assisted CoMP NOMA networks in comparison with four benchmark schemes under

different system parameters by varying the number of RIS’s elements, the rate threshold

at the cellular users, and the BS transmit power. These benchmark schemes are presented

as follows.

1. The CoMP NOMA scheme : This scheme was proposed in [9,67] and it is similar

to the proposed scheme but without including the assistance of the RIS. Hence, with

the objective of maximizing the network sum-rate, the optimal PA coefficients at

the BSs that derived in Theorem 6.3 and the proposed UC policy, which is based

on the iterative Hungarian method, are adopted for this scheme.

2. Random Phase-shift Matrix : This scheme is similar to the proposed scheme,

but a random RIS’s PS matrix is considered instead of the designed one. In this

case, the same PA coefficients and UC policy, which are presented in Section IV,

are adopted for this scheme. However, the phase-shifts of the RIS’s elements are

independent and uniformly generated within [0, 2π].

3. The RIS-assisted CoMP OMA scheme : This scheme was proposed in [160],

where the CCUs and CEUs are allocated orthogonal radio channels. With the

objective of maximizing the network sum-rate, the PA and PS matrix sub-problems

are solved using the AO approach. Moreover, after applying the AO approach, the

PA sub-problem is convex, and hence, it can be efficiently solved by existing convex

optimization solvers such as CVX. Meanwhile, the PS matrix at the RIS can be

obtained based on our method presented in Section V. Note that, the UC phase is

not required.

4. The RIS-assisted NOMA scheme : This scheme is studied in [165, 173] in

which there is no coordination between the BSs and each cell will invoke NOMA to
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Figure 6.9: Convergence of the proposed AO algorithm.

serve the associated users by constructing a two-user cluster; meanwhile the RIS is

deployed at the edge of the cell to enhance the performance of the CEUs. With the

objective of maximizing the sum-rate at the first cell, and similar to our proposed

scheme, we invoke the AO approach to obtain the PA, UC, and PS matrix for the

first cell considering that the transmission of the other BS acts as an ICI at both the

CCUs and CEUs. We derive a closed-form expression for the PA coefficients and

we employ the Hungarian method to tackle the UC problem. On the other hand,

the PS matrix at the RIS is obtained based on our method presented in Section V.

6.5.7.1 Simulation Settings

In the 3-dimensional Cartesian coordinates system, the locations of BS1 and BS2 are

assumed to be (0m, 0m, 10m) and (140m, 0m, 10m), respectively, where the radius of each

cell is assumed to be equal to 80 m. The RIS is located in the overlapped area of the two

cells, precisely at (70m, 20m, 0m). The CCUs1 and the CCUs2 are randomly distributed

within two discs centered at their nearby BSs, with inner and outer radii of 20 m and 40

m, respectively. Meanwhile, the CEUs are randomly distributed within the overlapped

area of the two cells and at a distance of 20 m from the RIS. Unless otherwise stated,

we assume that the numbers of CCUs1, CCUs2, and CEUs are M = N = F = 3 users.3

Moreover, ∀i ∈ I, m ∈ M, f ∈ F n ∈ N , the path-loss exponents of the wireless

links are ηi,m = ηi,n = 3.5, ηi,R = ηR,f = 2.2, and ηi,f = 4, whereas the Racian factors

3In these simulation settings, we consider the number of CCUs and CEUs are equal. This assumption
is due to the fact that the maximum number of potential coordinated NOMA clusters is the minimum
between the cardinals of the three available sets of users, i.e. min(M,F,N).
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Figure 6.10: Analytical and numerical network sum-rate.

κi,R = κR,f = 3 dB. We assume that the transmit power by BS1 and BS2 are equal, where

P1 = P2 = Pb and that the noise power at the cellular users σ2 = −90 dBm [13,113]. All

the results are obtained by averaging over 2000 channel realizations.

6.5.7.2 Convergence Analysis

Fig. 6.9 presents the convergence behavior of the proposed AO algorithm for the proposed

RIS-assisted CoMP NOMA network versus the iteration index when the number of RIS

elements L = 60, the rate thresholds of all users Rth
m = Rth

f = Rth
n = 1 nats/sec/Hz, and

the transmit power at the BSs Pb = 18 dBm. It can be seen from this figure that the pro-

posed AO Algorithm converges in about 5 iterations, which shows the low computational

complexity of the proposed solution [13].

6.5.7.3 Validation of The Closed-form Expressions of The PA Coefficients

Fig. 6.10 presents the numerical and analytical average achievable sum-rate for one coor-

dinated NOMA cluster. The analytical results are obtained by applying both Theorem

1 and Theorem 6.3, whereas the numerical results are acquired by solving problem

P− PA using one optimization solver.4 It can be observed from Fig. 6.10 that the ana-

lytical results perfectly match the numerical results which proves the optimality of the PA

expressions derived by Theorem 6.3. It can be also seen from Fig. 6.10 that when the

rate requirements for the CEU increases, the average achievable sum-rate per coordinated

NOMA cluster decreases. This observation is due to the following two reasons. First,

4fmincon is used to solve the problem P− PA, which is a built-in function inMatlab [107]. Moreover,
100 different initial points are generated in order to guarantee convergence to the optimal solution.
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Figure 6.11: Sum-rate per cell versus the BS transmit power, when L = 60 elements, Rth
m = Rth

f = Rth
n = 1

nats/sec/Hz.

increasing the rate requirement at the CEU leads to increasing the failure probability of

satisfying the feasibility conditions in Theorem 6.2, which results in a high probability

of having zero achievable sum-rate for the associated coordinated NOMA cluster. Second,

a high rate requirement at the CEU means that high PA coefficients should be allocated

by the BSs. In this case, small PA coefficients are allocated to the associated CCUs,

which results in a lower achievable sum-rate per cluster.

6.5.7.4 Sum-Rate per Cell

Fig. 6.11 presents the sum-rate per cell achieved by the proposed scheme, CoMP NOMA

scheme, RIS-assisted NOMA scheme, and RIS-assisted CoMP OMA scheme versus the

BS transmit power considering a single coordinated NOMA cluster. For a fair comparison

between the four schemes, the sum-rate per cell is adopted where only the achievable

sum-rate of one CCU along with the CEU is considered. It can be seen from this figure

that the proposed system outperforms that of the three baseline schemes. This is because

of two main reasons. First, our proposed model combats the severe path-loss at the CEU

by allowing the two BSs to exploit the RIS in serving this user by properly adjusting its

PS matrix. Therefore, a stronger combined channel gain can be achieved. Second, our

proposed model also allows cooperation between the two BSs through CoMP transmission,

which can mitigate and benefit from the ICI by converting the interference signal into a

useful signal. In addition, for a high transmit power at BSs, one can see that the RIS-

assisted NOMA without CoMP has the worst performance. This is due to the fact that the
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Figure 6.12: Network sum-rate versus number of RIS’s elements L, where Rth
m = Rth

f = Rth
n = 1

nats/sec/Hz and Pb = 20 dBm.

CEU experiences severe ICI, which deteriorates its performance. In order to evaluate the

performance of the proposed two-cell network, we will exclude the RIS-assisted NOMA

baseline scheme in the following results.

6.5.7.5 Network Sum-Rate Performance

Fig. 6.12 presents the average network sum-rate versus the number of RIS reflecting

elements. First, one can see that the network sum-rate achieved by the RIS-based schemes

increases when the number of RIS’s reflecting elements increases while the performance

of CoMP NOMA scheme (without RIS) remains unchanged. This is due to the fact that

a larger number of RIS’s passive elements leads to a strong combined channel gains at

the CEUs, and hence, a strong passive array gains. Second, the orthogonal allocation of

the radio channel in CoMP OMA with RIS, which results in doubling the required signal-

to-noise-ratio threshold, makes the CoMP OMA scheme exhibits the worst performance,

which validates the necessary of invoking NOMA at each BS. For instance, when the

number of reflecting elements is equal to 60, the proposed RIS-assisted CoMP NOMA

scheme can achieve around 9.5%, 12.5%, and 88% gain over the random phase-shift matrix,

the CoMP NOMA without RIS, and the RIS-assisted CoMP OMA schemes, respectively.

Fig. 6.13 illustrates the relationships between the average network sum-rate and the

CEUs rate threshold Rth
f . It can be seen from this figure that the proposed scheme

outperforms the other three benchmark schemes under various required rate settings.

Moreover, it can be observed that when the data rate threshold increases, the system
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Figure 6.13: Network sum-rate versus rate threshold at CEUs, where Rth
m = Rth

n = 1 nats/sec/Hz, Pb = 20
dBm and L = 60.

performance in terms of the network sum-rate decreases. This can be explained as follows.

In order to have a better network performance, the feasibility condition in Theorem 6.2

should be maintained for each possible coordinated NOMA cluster. This can be attained

by increasing the transmit power, by having low required QoS, and/or by enhancing the

channel gain at the CEUs. As a result, for low rate requirements at the CEUs, more

coordinated NOMA clusters are constructed and most of the power will be allocated to

the CCUs, which translates into a higher achievable network sum-rate. In addition, for a

low rate threshold at the CEUs, the minimum fraction of power allocated to the CEUs to

having a successful SIC is almost enough to achieve their required QoS, and therefore, the

improvement are almost coming from enhancing the achievable rate at the CEUs using

RIS. This explains the small gain between the proposed RIS-assisted CoMP NOMA model

and the CoMP NOMA model without RIS.

On the other hand, when the rate threshold at the CEUs increases, the probability

of achieving the target QoS and SIC constraints decreases. In such conditions, most of

the CEUs are not admitted to the network and most of the coordinated NOMA clusters

are in an outage, which leads to a deterioration in the network performance. The gap

between the proposed model and the model without RIS is, however, high. This is due to

the enhancement the RIS brings to the channel coefficients of the CEUs, which makes the

proposed model more robust against the increase in the QoS of the users, and, therefore,

more cellular users can be admitted to the network. In other words, due to the integration

of CoMP, NOMA, and RIS technology, the proposed model provides higher connectivity
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Figure 6.14: Network sum-rate versus transmit power, where Rth
m = Rth

f = Rth
n = 1 nats/sec/Hz,

M = F = N = 4, and L = 60.

compared to the benchmark schemes.

Fig. 6.14 depicts the average network sum-rate versus the maximum transmit power

at the BSs for different UC policies. In order to validate the performance of the proposed

UC policy, i.e., the iterative Hungarian method, we compare its performance with two

other UC schemes, which can be explained as follows.

• The optimal clustering scheme: In this scheme, the UC solution is obtained through

an exhaustive search over all possible coordinated NOMA clusters. In fact, using

the exhaustive search, all the possible combinations of (CCU1
m, CEUf , CCU

2
n), for

all m ∈ M, f ∈ F , n ∈ N are tested. Then, the optimal UC policy is selected.

• The random clustering scheme: In this scheme, a random UC policy is randomly

generated first to construct different Coordinated NOMA clusters. Then, the PA

and the PS matrix sub-problems are solved based on the proposed AO approach.

Fig. 6.14 shows that the performance of proposed iterative Hungarian method is very

close to the one of the optimal UC policy. For instance, when the BSs power Pb = 16

dBm, the proposed scheme gets around 97% of the network sum-rate achieved by the

optimal UC policy, which validates the high performance of the proposed UC policy. It

is noteworthy that we have tested the performance of the proposed UC policy for large

numbers of users and we concluded that it achieved the same efficiency compared to the

optimal UC scheme. It can be also observed from Fig. 6.14 that the random clustering

scheme achieves a better performance than the random phase-shift scheme in most of the
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Figure 6.15: Illustration of the impact of the RIS location on the network sum-rate, when L = 60, Rth
m =

Rth

f = Rth
n = 1 nats/sec/Hz.

BS transmit power values. This demonstrated that optimizing the PS matrix at the RIS

is dominant over-optimizing the UC policy.

It can be also seen from Fig. 6.14 that the network sum-rate is improved when

the BS transmit power increases. However, one can remark that the gain between the

proposed RIS-assisted CoMP NOMA model and the CoMP NOMA model without RIS

is reduced. The reason behind such behavior is that enhancing the network performance

mainly comes from improving the performance of the CCUs. Thus, at low transmit power,

enhancing the channel gain of the CEUs by properly adjusting the PS of the RIS leads

to reduce in the allocated power at the BS to the CEUs, which reflects on improving

the CCUs performance, and hence, an improved network performance. However, when

the BS transmit power increases, the minimum allocated power to maintain the NOMA

and SIC principles is almost enough to achieve the target QoS constraints at the CEUs.

Therefore, the effect of enhancing the channel gains of the CEUs through the RIS on the

CCUs performance will reduce. As a result, at high transmit power, most of the gain

between the system with and without RIS comes from the enhancement of the CEUs

performance.

Fig. 6.15 presents the network sum-rate versus the location of the RIS XRIS for CoMP

NOMA network with and without the assist of the RIS. First, we set the coordinate of the

RIS as (XRIS m, 20 m, 0 m). One can see that the best placement for the RIS is within the

overlapped area between the two cells, where the CEUs are distributed. This is basically

due to the fact that the combined channel gains between the two BSs and the CEUs
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Figure 6.16: Network sum-rate vs the number of users, when L = 60, Rth
m = Rth

f = Rth
n = 1.5 nats/sec/Hz

and Pb = 20 dBm.

will be boosted when the RIS is deployed near to the users-of-interest, i.e. the CEUs.

Meanwhile, when the RIS is moved to the coverage areas of BS1 or BS2, the performance

will be degraded. This is due to the combined channel gain with both BSs gets worse.

Fig. 6.16 shows the effect of increasing the number of users (M,F, and N) on the network

sum-rate performance achieved by the proposed scheme, the CoMP NOMA scheme, and

the RIS-assisted CoMP OMA scheme. Note that, in this figure, we assume that number

of CCUs1, CCUs2, and CEUs are equal. It is expected that when the number of CCUs1,

CCUs2, and CEUs increases, the number of potential constructed coordinated NOMA

clusters increases. This explains the improvement of the network sum-rate performance

for the three schemes. Moreover, the proposed scheme provides the best performance due

to the performance gains brought by integrating CoMP, NOMA, and RIS.

6.6 Summary

In this Chapter, we proved that the amalgamation between these three technologies, RIS,

CoMP, and NOMA can form a promising paradigm for 6G networks due to their effec-

tiveness of enhancing the spectral efficiency. First, we derived a closed-form expression

for NSE, and then, the derived analytical results are assessed by Monte Carlo simula-

tions and benchmarked with three baselines proposed in the literature. The obtained

results demonstrated that the proposed RIS-empowered CoMP NOMA outperforms the

state-of-the-art schemes in terms of both the CEU performance and the NSE.

Afterwards, with the goal of enhancing the performance of cellular systems in terms of
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sum-rate, we investigated the joint PA, UC, and passive beamforming in an RIS-assisted

CoMP NOMA network, which was formulated as an MINLP optimization problem. By

invoking the AO technique, the non-convex network sum-rate optimization problem is

decomposed into two sub-problems, a joint PA and UC optimization sub-problem and

a PS optimization sub-problem, which are solved alternately. Finally, simulation results

under various system parameter settings validated that through reconfiguring the wireless

communication environment in favor of the CEUs, the RIS has the ability to improve the

system performance in terms of the network sum-rate. Moreover, the proposed model with

the assistance of the RIS provided significant gain compared to the same model without

RIS when the transmit power at the BSs is low. Finally, it has been shown that the

proposed RIS-assisted CoMP NOMA can achieve around 88% gain over the RIS-assisted

CoMP OMA scheme.

It is important to mention that we consider in this work an accurate CSI, a perfect SIC

process, and efficient capacity fronthaul links in order to present a proof of concept and to

gain some insights from the proposed scheme. However, in practice, obtaining an accurate

CSI requires a huge training signaling/overhead, the realization of a perfect SIC requires

a complex hardware design at the users and the fronthaul capacity is limited. Therefore,

considering an imperfect CSI and SIC along with limited capacity fronthaul links is indeed

an interesting problem that can be considered as a potential future research direction in

order to highlight the trade-off between the performance gain that can be achieved and

the aforementioned challenges.
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Chapter 7

Conclusions and Future Works

7.1 Conclusion

Unlike earlier generations of cellular networks, future wireless networks under different

labels such as B5G or 6G are expected to seamlessly and ubiquitously connect every-

thing, support very high data rates, and diverse requirements on reliability, latency, and

capability of devices to support a myriad of applications such as augmented or virtual

reality, ultra-high-definition movies, IoE and smart cities. This urges the development of

unconventional solutions such as C-RAN, network densification, NOMA, FD communi-

cation, RIS, to name a few. NOMA has been deemed as a key enabler access technique

for the 6G networks because of its ability to provide high spectral efficiency, low latency,

and massive connectivity. In contrast to OMA, NOMA can simultaneously serve multiple

users using the same transmission block (same frequency channel, time, and/or spatial

domain) with the cost of intra-cell interference. Despite its numerous advantages, there

are still several challenges that should be tackled. This thesis addressed the fundamentally

challenging problems for integrating NOMA with other B5G/6G enabling technologies in

future wireless networks in order to achieve high spectral efficiency, and energy-efficient

communications, as well as increase the number of connected devices. A track record of

publications resulting from the conducted research in this thesis indicates that this thesis

has made significant contributions toward next-generation multiple access. We briefly

present these achievements:

1. We have introduced analytical frameworks to investigate the application of CoMP

transmission in C-NOMA/NOMA-based cellular networks. We invoked tools from

stochastic geometry to derive analytical and closed-form expressions for CEU’s out-

age probability and network spectral efficiency. Results obtained via both analyses

and Monte-Carlo simulations demonstrated the efficacy of this integration compared

to other baseline schemes.
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2. We studied the joint user pairing and power control problem with the objective

of maximizing the network sum-rate while guaranteeing the QoS requirement for

the UEs, the SIC constraints, and the UEs power budget constraints. We showed

that the proposed CoMP with FD C-NOMA outperformed the other two baseline

schemes, especially when the SI channel gains is not sufficiently large regardless of

the value of the transmit powers at the BS and the near UEs. Meanwhile, when

the SI value is sufficiently large, it is recommended to use either CoMP with HD C-

NOMA or CoMP NOMA as an access technique depending on the rate requirements,

the transmit power at the BSs, and the transmit power at the near NOMA UEs.

When the power transmit at the BS is sufficiently larger than the power transmit at

the near UEs or when the rate requirement is sufficiently low, it is recommended to

consider CoMP NOMA as a multiple access technique (no cooperation is required),

otherwise, CoMP-assisted HD C-NOMA should be adopted.

3. We investigated the synergistic integration between RIS and HD/FD C-NOMA in

order to enhance the network energy consumption toward “green” wireless networks.

We demonstrated that the network energy consumption can be reduced by 50% com-

pared to the current cellular system. Moreover, we showed that the potential gains

brought by the proposed model can be significantly improved by increasing the num-

ber of the RIS elements and/or a well-optimized RIS location. More importantly,

we showed that the optimal location of the RIS depended on the adopted multiple

access technique at the BS.

4. We investigated the amalgamation between NOMA, CoMP, and RIS to improve

and boost the performance of CEU in multi-cell wireless networks. We showed that

this combination can provide a promising paradigm for the upcoming 6G networks.

Simulation results under various system parameter settings validated that through

controlling the wireless communication environment in favor of CEUs, RIS is able to

improve system performance in terms of network sum-rate. Moreover, the proposed

model with the assistance of the RIS provided significant gains compared to the

same model without RIS, especially when the transmit power at the BSs is low.

5. We tackled the intensive computational complexity required to solve the proposed

formulated optimization problems by deriving closed-form expressions for the power
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allocation coefficients as well as the transmit power at the relaying user which has low

computational complexity. In addition, regarding the other optimization variables

such as passive beamforming at the RIS, we derived novel transformations and

approximations to formulate convex optimization problems. Finally, we provided

a low-computational complexity approach to tackle the user pairing problem in

multi-cell NOMA networks in which the intertwined between the user pairings in

the different cells has been considered for the first time.

7.2 Future Works

In this section, we shed light on some potential directions of research to further extend

the derived results of this thesis:

1. Channel Estimation for RIS-Empowered 6G Wireless Networks

To realize the full potential of the integration of RIS in NOMA-based cellular net-

works, there are several challenges that must be tackled. One fundamental challenge

is channel estimation. In practice, to attain the promised performance gains by the

RIS, accurate CSI acquisition is required [62]. Specifically, a proper configuration

for the RIS’s elements and the active beamforming at the BS critically depends

on the CSI. Most of the prior works in the context of RIS focused primarily on

designing efficient schemes for the RIS phase-shift matrix and implicitly assumed

that the CSI of all wireless links is available at the BS, either totally or partially.

There are two main reasons why the CSI acquisition is particularly challenging in

RIS-aided wireless networks: 1) Unlike traditional transceiver architectures, an RIS

is not equipped with transceiver chains. Therefore, conventional channel estimation

techniques cannot be applied; 2) In order to achieve an adequate gain from a RIS, a

sufficient number of elements is required. Consequently, a large number of channel

coefficients needs to be estimated with reasonable accuracy. Therefore, a potential

direction is to develop accurate, low-complexity, and low-training overhead channel

estimation techniques.

2. RIS Deployment Strategy

RIS deployment for multi-RIS is another fundamental and crucial problem in NOMA-

based multi-cell wireless networks. However, the RIS position determination prob-
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lem is not well-investigated in the literature. For a practical network setup, it is

essential to study this critical problem due to the following reasons. 1) The RIS

performance is very sensitive to the deployment location due to the severe path-

loss experienced (the cascaded path-loss model). 2) The signal strength, at higher

frequencies, is severely attenuated due to the blockage. Thus, the RIS should be

deployed with a LoS with both the UE and the BS. 3) The more the number of

deployed RISs, the more the signaling overhead due to the information exchange

between the BS and the multiple RISs controllers is required. Therefore, an inter-

esting direction is to investigate the fundamental problem of the RIS deployment

strategies by providing the optimal number of RISs with their optimal locations, the

active beamforming at the BS, and the passive beamforming (phase-shift matrix)

at the RISs to enhance the network coverage performance.

3. Rate Splitting Multiple Access for 6G Wireless Networks

Rate-Splitting Multiple Access (RSMA) has been envisioned as a contender non-

orthogonal transmission mechanism for the next-generation wireless networks [189].

RSMA is a generalized joint framework of the space division multiple access (SDMA)

and the NOMA and is capable of outperforming both SDMA and NOMA in terms

of network energy efficiency, network spectral efficiency, and multiplexing gain [189].

Specifically, the main concept of RSMA is to split the user messages into common

and private parts wherein the common parts are encoded into common streams,

meanwhile, the private parts are encoded into private streams [189]. Note that the

common streams are required to be decoded by multiple users whereas the private

streams are needed to be decoded by the corresponding users [190–192]. Accordingly,

RSMA provides a versatile interference management feature that allows for partial

decoding and partial treatment of interference as noise [193]. Much research in the

literature focused their attention to study the performance of RSMA considering

the single-cell scenario. However, the performance of RSMA in multi-cell wireless

networks has not been well investigated in the literature, which is considered a

potential research direction.
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Chapter 3

A1 Proof of Lemma 3.1

We start by evaluating the probability that a typical user associates with the nearest

MRRH, which can be expressed as follows,

Qm = P[B = ym] = ED1m

[

P

[
PmD

−αm
1m

PsD
−αs
1s

≥ θ

]]

,

=

∫

R+

P

[

D1s ≥ (θPsm)
1/αs rαms

]

fD1m(r1m)dr1m,

(a)
= 2πλm

∫

R+

r1m exp

[

−π
(

λmr
2
1m + λs (θPsm)

ζs r2αms
1m

)]

dr1m, (A.1)

where (a) obtains from the null probability of 2-D Poisson process with intensity λ and

area πr2, which states that fR(r) = 2πλr exp(−πλr2) [81].
Now, we evaluate the SRRH association probability which is calculated as follows

Qs = P[B = ys] = ED1s

[

P

[
PsD

−αs
1s

PInD
−αIn
In

≥ η

]]

. (A.2)

A typical user associates with the nearest SRRH, SRRH1, only when the received signal

from that SRRH is η times the maximum between the received signal from the nearest

MRRH, MRRH1 and the received signal from the second nearest SRRH, SRRH2. Thus,

the association probability in (A.2) can be written as

Qs = P
[
PsD

−αs
1s ≥ η max(PsD

−αs
2s , PmD

−αm
1m )

]
,

(a)
=

∫

R+

P

[

D2s ≥ η
1
αs r1s

]

P

[

D1m ≥ (ηPms)
1

αm rαsm
1s

]

fD1s(r1s)dr1s,

(b)
=

∫

R+

∞∫

η
1
αs r1s

2πλsr2s exp
[
−πλs

(
r22s − r21s

)]
exp

[

−πλm (ηPms)
ζm r2αsm

]

fD1s(r1s)dr2sdr1s,

(A.3)

where (a) follows from the independence of the two-tier distribution for a given value

of D1s and (b) comes from the joint PDF of the nearest n RRHs, which states that

fD1s,D2s(r1s, r2s) = (2πλs)
2r1sr2s exp(−πλsr22s) [194] as well as using the null probability

for the 2-D Poisson Process. After some mathematical manipulations, we can obtain the
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SRRH association probability as in (3.8).

Now, we turn our attention towards the CoMP association probability especially when

a typical user associates with the best two SRRHs which receives the strongest power

from. This event occurs when the nearest SRRH is the serving RRH and the dominant

interference resulting from SRRH2. This association probability can be evaluated as

follows,

Qss = P
[
ηPsD

−αs
2s > PsD

−αs
1s , PsD

−αs
2s > PmD

−αm
1m

]
,

= P

[

D1s >

(
1

η

) 1
αs

D2s, D2s < (Psm)
1
αs Dαms

1m

]

,

=

∫

R+

∫ Psm

1
αs rαms

1m

0

∫ r2s

( 1
η )

1
αs r2s

fD1s,D2s(r1s, r2s)fD1m(r1m)dr1sdr2sdr1m. (A.4)

After some mathematical manipulations on (A.4), the association probability Qss can be

given as in (3.9). This completes the proof.

A2 Proof of Lemma 3.2

Here, we need to find expressions for the PDF of the distance(s) from the serving RRH(s)

to a typical user. For fU(u), since the event U > u is the event of D1m > w given that

UE0 associates with the MRRH1. The probability of U > u can be given as

P [U > u] = P [D1s > u|B = {ym}] ,

=
1

Qm

P

[

D1m > u,
PmD

−αm
1m

PsD
−αs
1s

> θ

]

,

=
1

Qm

∫

r1m>u

P

[

D1s > (θPsm)
1
αs rαms

1m

]

fD1m(r1m)dr1m,

(a)
=

2πλm
Qm

∫

r1m>u

r1m exp
[

−π
[

λmr
2
1m + λs (θPsm)

ζs r2αms
1m

]]

dr1m, (A.5)

where (a) comes from the null probability of 2-D Poisson process. Hence, to obtain the

PDF fU(u), we use the resulting complementary cumulative distribution function (CCDF)

in (A.5). By taking the derivative of the CCDF, i.e., 1−P(U > u), which results in (3.11).

Secondly, considering a typical user associates with the nearest SRRH only, the CCDF,

in this case, can be calculated as follows.

P[V > v] = P[D1s > v|B = {ys}],

=
1

Qs

P

[

D1s > v,
PsD

−αs
1s

PmD
−αm
1m

> η,D2s > (η)1/αs D1s

]

,
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=
1

Qs

P

[

D1s > v,D1m > (ηPms)
1

αm D1s
αsm , D2s > (η)1/αD1s

]

,

=
1

Qs

∫

r1s>v

P

[

D1m > (ηPms)
1

αm rαsm
1s , D2s > (η)1/αs r1s

]

fD1s(r1s) dr1s,

(a)
=

1

Qs

∫

r1s>v

P

[

D1m > (ηPms)
1

αm rαsm
1s

]

P

[

D2s > (η)1/αs r1s, D1s = r1s

]

dr1s,

(b)
=

2πλs
Qs

∫

r1s>v

r1s exp
[

−π
(

λsη
ζsr21s + λm (ηPms)

ζm r2αsm
1s

)]

dr1s, (A.6)

where (a) follows from the independence of the distribution of the MRRHs and SRRHs. In

addition, (b) obtains based on the null probability of the 2-D Poisson process and the joint

PDF from a typical user to the SRRH1 and SRRH2. Since the CDF FV (v) = 1−P[V > v],

the PDF fV (v) can be given using fV (v) = − d
dv
P[D1s > v|B = {ys}]. Thus, we can obtain

the PDF of the distance to the serving SRRH as in (3.12).

Concerning the CoMP-UEs, we need to evaluate the joint distances distribution for

the serving RRHs. Firstly, we start by finding the distribution of the joint distances to

the nearest RRH from each tier, i.e., fU,V (u, v). In fact, we know that if the distance to

the MRRH1 is D1m, the distance to the SRRH1 D1s is bounded as follows
(
Psm
η

) 1
αs

Dαms
1m ≤ D1s ≤

(

θPsm

) 1
αs

Dαms
1m , (A.7)

where, it can be obtained from (3.2) when B = {ym, ys}. Thus, the conditional probability
of D1m < u and D1s < v given that UE0 associates with the nearest RRH from each tier

can be calculated as shown in (A.8). Note that, to find the joint PDF expression, we find

the derivative of the joint CDF, i.e.,
∂2FU,V (u,v)

∂u∂v
. For computing the joint PDF in (3.13),

by using the Leibniz rule, we directly calculate the joint PDF.

P[U ≤ u, V ≤ v] = P[D1m ≤ w,D1s ≤ v|B = {ym, ys}],

=
1

Qms

P

[

D1m ≤ u,D1s ≤ v,
PmD

−αm
1m

PsD
−αs
1s

< θ,
PsD

−αs
1s

PmD
−αm
1m

< η,

PmD
−αm
1m > PsD

−αs
2s D2s ≥ D1s

]

,

=
1

Qms

∫

r1m≤u

P

[

D1s ≤ v,

(
Psm
η

) 1
αs

rαms
1m < D1s < (θPsm)

1
αs rαms

1m ,

D2s > (Psm)
1
αs rαms

1m , D2s ≥ D1s

]

fD1m(r1m)dr1m,

=
1

Qms

[ u∫

(Pms
θ )

1/αm
vαsm

P

[(
Psm
η

) 1
αs

rαms
1m ≤ D1s ≤ v, D2s > (Psm)

1
αs rαms

1m D2s ≥ D1s

]

189



× fD1m(r1m)dr1m,

(a)
=

1

Qms

[ u∫

(Pms
θ )

1/αm
vαsm









min

(

v,(Psm)
1
αs rαms

1m

)

∫

(Psm
η )

1
αs rαms

1m

∞∫

(Psm)
1
αs rαms

1m

fD1s,D2s(r1s, r2s)dr1sdr2s+

min

(

v,(θPsm)
1
αs rαms

1m

)

∫

(Psm)
1
αs rαms

1m

∞∫

r1s

fD1s,D2s(r1s, r2s)dr1sdr2s









fD1m(r1m)dr1m

]

. (A.8)

In addition, throughout the calculation of the joint PDF, we consider that D2s ≥ D1s.

This is because the distance from a typical user to the SRRH2 must be greater than the

distance to SRRH1. Moreover, in the first integral part of the (A.8) in (a), it can be

observed that the received signal from the SRRH1 is greater than the received signal from

the MRRH1 (r1s ≤ (Pms)
1
αs rαms

1m ). This is because getting the value from the derivative of

the first integral in (a), this condition v ≤ P
1
αs
sm r

αms
1m must be achieved. This means that

the serving RRH in this case is the SRRH1 and the coordinated RRH is the MRRH1. On

the contrary, in the second case, the serving RRH is the MRRH1 and the coordinated

RRH is the SRRH1 because of v ≥ (Pms)
1
αs uαms .

Finally, for the joint PDF fV,W (v, w) of a typical UE’s distance to the cooperating

SRRH1 and SRRH2, we know that if the distance to the SRRH2 is D2s, the distance to

the SRRH1 is bounded as follows:
(
1

η

) 1
αs

D2s ≤ D1s ≤ D2s. (A.9)

This obtains from the fact that the SRRH2 is always farther than the SRRH1. In addition,

the received signal from the nearest SRRH is lower than η times the received signal from

the second nearest SRRH. Therefore, the conditional probability of D1s ≤ v and D2s ≤ w

given that the user associates with the two strongest SRRHs can be written as shown in

(A.10).

P[V ≤ v,W ≤ w] = P[D1s ≤ v,D2s ≤ w|B = {ys, ȳs}],

=
1

Qss

P

[

D1s ≤ v,D2s ≤ w,
PsD

−αs
1s

PsD
−αs
2s

< η, PsD
−αs
2s ≥ PmD

−αm
1m

]

,

=
1

Qss

∫

r1s≤v

P

[

D2s ≤ w,D2s < η
1
αs r1s, D2s < (Psm)

1
αsDαms

1m , D2s > r1s

]

fD1s(r1s)dr1s,
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=
1

Qss







v∫

(1/η)
1
αs w

P

(

D2s ≤ w,D2s < (Psm)
1
αs r1s|D1s = r1s

)

fD1s(r1s)dr1s






,

=
1

Qss







v∫

(1/η)
1
αs w

w∫

0

∞∫

(Pms)
1

αm rαsm
2s

fD2s|D1s(r2s)fD1m(r1m)fD1s(r1s)dr1mdr2sdr1s






, (A.10)

By taking the derivative with respect to v and w and using the Leibniz rule for (A.10),

we get the joint PDF as in (3.14).

A3 Proof of Lemma 3.3

Here, we evaluate the interference produces from the small-tier to a typical user that

associates with the nearest MRRH. LIsm is the LT of a random variable Ism conditioned

on the distance to the closest RRH to a typical user. The LT of Ism can be evaluated as

follows,

LIsm(s) =EIsm [exp[−sIsm]] ,

=EΦs,{gi,0}

[

exp

[

−sPs
∑

i∈Φs

gi,0R
−αs

]]

=EΦs,{gi,0}

[
∏

i∈Φs

exp
[
−sPsgi,0R−αs

i

]

]

,

=EΦs

[
∏

i∈Φs

E{gi,0}

[
exp

[
−sPsgi,0R−αs

i

]]

]

,

(a)
= exp



−2πλs

∫

x>ϱ

(
1− E{gi,0}

[
exp

[
−sPsgi,0x−αs

]])
xdx



 ,

(b)
= exp



−2πλs

∫

x>ϱ

(

1−
[

1

1 + sPsx−αs

])

xdx



 ,

(c)
= exp






−2πλs

∫

x>(θPsm)
1
αs uαms

([
1

1 + (sPsx−αs)−1

])

xdx






. (A.11)

In the above (a) follows from the probability generating functional (PGFL) of PPP [90],

which states that E

[
∏

y∈Φ f(y)
]

= exp (−λ
∫

R2(1− f(y))dy, (b) follows because the in-

terference fading received power gi,0 ∼ exp(1), and (c) comes from the closest interference

resulting from the second tier is at least at distance ϱ = (θPsm)
1
αs uαms . After some
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mathematical manipulations, the Laplace transform for Ism can be obtained as in (3.18).

Similarly, the Laplace transform of Imm, Ims, and Iss can be obtained.

A4 Proof of Lemma 3.4

Based on the previous steps to derive the LT for the interference, we first calculate the

interference from the macro-tier to a typical user attaching to the two nearest SRRHs.

This interference produces from all the MRRHs nodes in the 2-D plane except the region

defined by B(0, (Pms)
1

αmwαsm), where B(0, ρ) denotes a ball of radius ρ centered at the

origin. This is obtained as follows,

LĪm= exp



−2πλm

∫

x>ϱ

(

1−
[

1

1 + sPmx−αm

])

xdx





(a)
= exp






−2πλm

∫

x>(Pms)
1

αm wαsm

([
1

1 + (sPmx−αm)−1

])

xdx







(b)
= exp






−2πλm

∫

χ>( 1
sPs

)ζmw2αsm

([
1

1 + χ
αm
2

])

dχ







(A.12)

where (a) obtains from the nearest interfering MRRH to a typical user should have a

distance x > ( 1
sPs

)ζmw2αsm , and (b) is acquired by executing a change of variable χ =

(sPm)
−ζmx2. By following the same steps to obtain Īm, we can obtain Īs, which is provided

in (3.21).

A5 Proof of Lemma 3.5

Here, the interference from small-tier to a typical user depends on which RRH is the

serving RRH and which one is the coordinated RRH.When the serving RRH is the MRRH,

the Ĩm and Ĩs come from the other MRRHs on the plane except the region defined by

B(0, u) and the other SRRHs except the region defined by B(0, v), respectively. However,

when the SRRH is the serving RRH, the Ĩm comes from the other MRRHs on the plane

except the region defined by B(0, u); while Ĩs produces from the other SRRHs except

the region defined by B(0, P
1
αs
smuαms). Then, following the same procedures adopted in

Lemma 3.3 and Lemma 3.4, the LT of the interference can be obtained.
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Chapter 4

B1 Power Allocation for CoMP-assisted HD C-NOMA

In this section, we provide the preliminary steps to derive a computationally efficient

power allocation solution in a CoMP-assisted HD C-NOMA system. First, it is worth

mentioning that the DT phase and the CT phase occur in two consecutive time-slots. In

other words, the DT phase occurs in the first time-slot and the CT phase is executed in

the second time-slot. Accordingly, the received SINR at the CCU associated with BS1,

i.e., CCU1
m, to decode the message of the CEUf and the received SINR at the CCU1

m to

decode its own signal are given, respectively, in the DT phase as follows.

δHD
1,m−→f =

αHD
1,m,fγ1,m

(1− αHD
1,m,f )γ1,m + 1

, (B.1)

δHD
1,m−→m = (1− αHD

1,m,f )γ1,m, (B.2)

where γ1,m = P1|h1,m|2

T
and T ≜ P2|h2,m|2 + σ2. Thus, the achievable rate at CCU1

m to

decode the message of CEUf and to decode its own message can be written, respectively,

as

RHD
1,m−→f =

1

2
log
(
1 + δHD

1,m−→f

)
, (B.3)

RHD
1,m−→m =

1

2
log
(
1 + δHD

1,m−→m

)
. (B.4)

Similarly, the achievable rate at CCU associated with the BS2, i.e. CCU
2
n, to decode the

message of CEUf (RHD
2,n−→f ) and to decode its own message (RHD

2,n−→n) can be obtained.

Meanwhile, the received SINR at the CEUf in the DT phase can be written as follows.

δHD
1,f−→f =

αHD
1,m,fγ1,f + αHD

2,n,fγ2,f

(1− αHD
1,m,f )γ1,f + (1− αHD

2,n,f )γ2,f + 1
, (B.5)

where ∀i ∈ {1, 2}, γi,f =
Pi|hi,f |

2

σ2 . On the other hand, the received SINR at the CEUf in

the CT phase can be written as follows.

δHD
2,f−→f = βHD

1,m,fγm,f + βHD
2,n,fγn,f , (B.6)

where γk,f =
Pmax|hk,f |

2

σ2 . Note that, in order to maximize the network sum-rate, we will

allow the CCUs to transmit with the maximum power, i.e., βHD
1,m,f = βHD

2,n,f = 1. Thus, the
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received SINR in the CT phase at the CEUf can be rewritten as follows.

δHD
2,f−→f = γm,f + γn,f . (B.7)

At the end of the CT phase, CEUf employs the MRC mechanism to combine these

receptions in both the DT phase and the CT phase to decode its own signal, which can

be as follows.

δMRC = δHD
1,f−→f + δHD

2,f−→f

=
αHD
1,m,fγ1,f + αHD

2,n,fγ2,f

(1− αHD
1,m,f )γ1,f + (1− αHD

2,n,f )γ2,f + 1
+ γm,f + γn,f , (B.8)

Since the two CCUs, CCU1
m and CCU2

n, operate in decode and forward relaying mode,

the achievable rate of CEUf is limited by the weakest link and it is expressed as

RHD
f = min{RHD

1,m→f ,Rf,MRC,RHD
2,n→f}, (B.9)

where Rf,MRC = 1
2
log (1 + δMRC). After obtaining the achievable data rate expression for

each user, we will follow the same steps given in Section 4.5.3 for deriving the feasibility

conditions as well as a computationally efficient power allocation solution.

B2 Proof of the SINR Expression at CEU

Before we proceed, let us denote h1,f ≜ h0, h2,f ≜ h1, hm,f ≜ h2, and hn,f ≜ h3. We

generally set the indices of the transmission nodes BS1, BS2, CU1m, and CU2n as 0, 1, 2, 3,

respectively. In addition, let P̄0 = α1,m,fP1, P̄1 = α2,n,fP2, P̄2 = β1,m,fPmax, and P̄3 =

β2,n,fPmax. The NCJT exploits the concept of cyclic prefix (CP), which ensures that the

different timely-dispersed multi-path versions of the information-bearing signal do not

cause inter-symbol interference. Based on that and according to our proposed system

model that allows four nodes to jointly serve an CEUf , the received OFDM signal, which

is a discrete time-domain signal can be represented as

yf [b] =
3∑

t=0

√

P̄t(ht ⊛ zf )[b] + i[b] + wf [b], b = 1, . . . , B, (B.10)

where zf [b] is the message of EUf , i[b] =
√

(1− α1,m,f )P1h1,fz1,m+
√

(1− α2,n,f )P2h2,fz2,n

is the INUI signal, wf [b] is an AWGN at EUf , which is ∼ CN (0, σ2) distributed, B is

the OFDM symbol length, and ⊛ denotes the circular convolution. The effective channel

coefficient between the transmit node t and EUf , which includes the distance-based path-

loss d−ηtf , the small scale fading gtf , and the time offset due to the lack of synchronization

between the four transmit nodes denoted as τt, can be represented, in time-domain, as,

ht[b] = gtf [b − τt]d
− η

2
tf . Note that, due to there is no prior phase alignment and a lack
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of tight coordination, both the small-scale fading and the time offset are independent

across the different transmission nodes. Based on that, the received useful signal in the

frequency domain after applying the discrete Fourier transform (DFT) on the subcarrier

c can be written as follows.

Y use
f [c] = DFT

{
3∑

t=0

√

P̄t(ht ⊛ zf )[b]

}

,

= Zf [c]
3∑

t=0

√

P̄t|gtf [c]|d−
η
2

tf e
jϕtf [c]+j2πc

τt
B , (B.11)

where ϕtf is the phase rotation of the complex-valued small-scale fading. Thus, and with

CSI at the receiver, the useful received signal power at CEUf can be written as [41]

|Y use
f [c]|2 = |Zf [c]|2

3∑

t=0

P̄t|gtf [c]|2d−ηtf +

|Zf [c]|2
3∑

t,j=0
t ̸=j

√

P̄tP̄jgtf [c]gjf [c]

d
−η/2
tf d

−η/2
jf

R
[

ejϕ̃tj [c]ej2πc
τ̃tj
B

]

, (B.12)

where ϕ̃tj[c] ≜ ϕtf [c]−ϕjf [c], τ̃tj ≜ τt−τj, and R(.) refers to the real part. Note that, when

both the coherence bandwidth and τ̃tj are relatively large, the modulation term (the two

complex exponentials in (B.12)) causes the received signal power to change noticeably over

a large number of subcarriers that have the same gtf [c] = gtf and ϕtf [c] = ϕtf [41]. In order

to take the overall effect of the timing offset, the average of the power variations during

the coherent bandwidth, i.e. spanning Ns subcarriers around subcarrier c is considered

as follows

|Y use
f [c]|2 =

3∑

t=0

P̄t|gtf |2d−ηtf
1

Nc

Nc−1∑

a=0

|Zf [a]|2+

3∑

t,j=0
t ̸=j

√

P̄tP̄jgtf [c]gjf [c]

d
−η/2
tf d

−η/2
jf

1

Nc

Nc−1∑

a=0

|Zf [a]|2R
[

ejϕ̃tjej2πa
τ̃tj
B

]

,

≈ 1

N

3∑

t=0

P̄t|gtf |2d−ηtf , (B.13)

where the approximation in (B.13) is based on the fact that 1/Nc

∑Nc−1
a=0 |Zf [a]|2 ≈

E [z[b]] /N = 1/N and that 1/Nc

∑Nc−1
a=0 |Zf [a]|2R

[

ejϕ̃tjej2πa
τ̃tj
B

]

≈ 0 for large Nc [41].

Similarly and with the assumption that the interference signals are non-coherently super-

imposed at the CEUf , the interference-plus-noise power can be readily obtained as

|I +W |2 = 1

N

1∑

t=0

(Pt − P̄t)|gtf |2d−ηtf +
σ2

N
, (B.14)

where I and W are the DFT for the i[b] and wf [b], respectively. By combining (B.13) and

(B.14), the SINR in (4.31) can be obtained.
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where

β0
i,ki

=
γi,ki − 2t− t2

γki,SIt(2 + t)
, (B.16)

which corresponds to the abscissa of the intersection point between the bounds UBi,ki,f

and LBi,ki,f . Therefore, in order to have a feasible solution for βi,ki,f , the parameter β0
i,ki

should satisfy 0 ≤ β0
i,ki

. This can be achieved by ensuring that 0 ≤ γi,ki − 2t− t2, which

is in turn satisfied iff

0 ≤ t ≤ −1 +
√

1 + γi,ki . (B.17)

Moreover, assuming that the condition in (B.17) holds, we have

UBi,ki,f
(
β0
i,ki

)
= LBi,ki,f

(
β0
i,ki

)
=

1 + t

2 + t
∈
[
1

2
, 1

]

. (B.18)

Therefore, the corresponding region of αi,ki,f is within the interval
[
1
2
, 1
]
. Hence, the

feasibility region of (αi,ki,f , βi,ki,f ) is non-empty if and only if the condition in (B.17) holds.

Consequently, the feasibility region of the decision parameters {(αi,ki,f , βi,ki,f |i ∈ I)} is

non empty if and only if

0 ≤ t ≤ −1 +
√

1 + min
i∈I

γi,ki , (B.19)

which represents the first feasibility condition.

Now, let us assume that the condition in (B.17) holds and let us define the quantity

Y max
i,ki,f

for all i ∈ I as

Y max
i,ki,f

≜ max
αi,ki,f

,βi,ki,f
Yi,ki,f . (B.20)

Hence, the second feasibility condition should satisfy

Yf ≤
|I|
∑

i=1

Y max
i,ki,f

. (B.21)

Based on Fig. B.1, Y max
i,ki,f

is expressed as follows. For the case when
γki,SIt

γi,ki
≤ γi,ki,f

γi,f (1+t)
, and

as shown in Fig. B.1(a), the maximum value of Yi,ki,f is reached when the intersection

between the bounds UBi,ki,f and OBi,ki,f occurs at the point with abscissa βi,ki,f = βmax
i,ki,f

=

min
(
1, β0

i,ki

)
, i.e., when

UBi,ki,f
(
βmax
i,ki,f

)
= OBi,ki,f

(
βmax
i,ki,f

, Y max
i,ki,f

)
, (B.22)

which implies

Y max
i,ki,f

= γi,f (1 + t)

((
γi,f

γi,f (1 + t)
− γki,SI
γi,kit

)

βmax
i,ki,f

+
γi,ki − t

γi,ki

)

. (B.23)

On the other hand, for the case when
γki,SIt

γi,ki
≥ γi,ki,f

γi,f (1+t)
, and as shown in Fig. B.1(b), the

maximum value of Yi,ki,f is reached when the intersection between the bounds UBi,ki,f

and OBi,ki,f occurs at the point with abscissa βi,ki,f = 0, i.e., when

UBi,ki,f (0) = OBi,ki,f
(
0, Y max

i,ki,f

)
, (B.24)
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which implies

Y max
i,ki,f

= γi,f (1 + t)× γi,ki − t

γi,ki
. (B.25)

Therefore, by combining the expressions in (B.23) and (B.25), we obtain the expression

of Y max
i,ki,f

shown in equation (4.43), which completes the proof.

B4 Proof of Corollary 1

The value of Y max
i,ki,f

was derived in Appendix B1. In this section, we derive the expression

of Y min
i,ki,f

. Based on Fig. B.1, the lowest feasible value of αi,ki,f when βi,ki,f = 0, which we

denote by α0
i,ki,f

, is given by

α0
i,ki,f

= max

(
1

2
,
t(1 + γi,ki)

γi,ki(1 + t)

)

. (B.26)

Consequently, Y min
i,ki,f

is reached when the point (αi,ki,f , βi,ki,f ) =
(
α0
i,ki,f

, 0
)
is located in

the bound OBi,ki,f , i.e., when

α0
i,ki,f

= OBi,ki,f
(
0, Y min

i,ki,f

)
. (B.27)

Therefore, from equation (B.27), we obtain

Y min
i,ki,f

= max

(
γi,f (1 + t)

2
,
tγi,f (1 + γi,ki)

γi,ki

)

, (B.28)

which completes the proof.

B5 Proof of Theorem 4.2

In this section, we derive the intersection points (αi,ki,f , βi,ki,f ) between the bound OBi,ki,f

and the boundaries of the feasibility region except the upper bound UBi,ki,f . Let βint
i,ki,f

denotes the abscissa of the intersection point between the bounds OBi,ki,f and LBi,ki,f .

By solving the equality between the expressions of these bounds in (4.41) with respect to

βi,ki,f , the expression of βint
i,ki,f

can be obtained as

βint
i,ki,f

=
γi,kiYi,ki,f − tγi,f (γi,ki + 1)

γki,SIγi,f + γi,kiγi,ki,f
. (B.29)

Now, let βci,ki,f = min
(
βmax
i,ki,f

, βint
i,ki,f

)
. We distinguish between the two cases

γi,ki−t

γi,ki
≤

Yi,ki,f
γi,f (1+t)

and
γi,ki−t

γi,ki
≥ Yi,ki,f

γi,f (1+t)
. The intersection points within each case are given in the

following subsections.
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B5.1 1st case:
γi,ki−t

γi,ki
≤ Yi,ki,f

γi,f (1+t)

This case corresponds also to the case when
γki,SIt

γi,ki
≤ γi,ki,f

γi,f (1+t)
, which admits the scenario

when the ordinate at the origin of the bound OBi,ki,f can be higher than the one of the

upper bound LBi,ki,f . In this case, and as it can be seen in Fig. B.1(a), there exists only

one critical point that is expressed as

(αi,ki,f , βi,ki,f )1 =
(
fi,ki,f

(
βci,ki,f , Yi,ki,f

)
, βci,ki,f

)
, (B.30)

where the function fi,ki,f (·, ·) is expressed as

fi,ki,f (β, x) = max

(
1

2
,− γi,ki,f

γi,f (1 + t)
β +

x

γi,f (1 + t)

)

. (B.31)

B5.2 2nd case:
γi,ki−t

γi,ki
≥ Yi,ki,f

γi,f (1+t)

In this case, and as it can be seen in Fig. B.1(b), the point (αi,ki,f , βi,ki,f )1 in (B.30) is also

a critical point. Moreover, an additional critical point will be added, which corresponds

to the intersection between the bound OBi,ki,f and the line βi,ki,f = 0. This critical point

is expressed as

(αi,ki,f , βi,ki,f )2 = (fi,ki,f (0, Yi,ki,f ) , 0) , (B.32)

which completes the proof.

B6 Proof of Lemma 4.1

We assume that Φ∗ is the output of the proposed matching algorithm. We prove that the

output matching Φ∗ is not blocked by any triple that does not exist in Φ∗. It can be shown

from step 6 in Algorithm 3 that every unmatched CEUf is willing to propose itself to

its most favorable (CCU1
m∗ ,CCU2

n∗) pair that have not rejected it in previous rounds.

Furthermore, every unmatched CEUf will continue to propose itself until it is accepted

by an (CCU1,CCU2) pair or traverses all the (CCU1
m,CCU

2
n) pair in its preference profile.

Suppose that, in a certain round r, there is a triple ∆r = (CCU1
m,CEUf ,CCU

2
n) that does

not belong to Φ∗. In this case, there are two possibilities which can be described as follows:

1) CEUf has never proposed itself to (CCU1
m,CCU

2
n) and 2) CEUf proposes itself in an

arbitrary round r to (CCU1
m,CCU

2
n) and is subsequently kicked out. The first possibility

will prove this case by contradiction. According to the above description, CEUf must

prefer Φ∗(CEUf ), which is its currently matching pair, to the (CCU1
m,CCU

2
n). This is

because Φ∗(CEUf ) ≻CEUf
(CCU1

m,CCU
2
n) and UCEUf ,Φ∗(CEUf ) > U∆r , which contradicts
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the blocking triple definition. On the other hand, the second possibility means that ∆r

is not a blocking triple. This is because if it is the case, then (CCU1
m,CCU

2
n) would have

kept CEUf instead of its former partners at round r to avoid the blocking triple. In other

words, if (CCU1
m,CCU

2
n) rejects CEUf , this indicates that one player, either CCU1

m or

CCU2
n, or both of them can construct another triple ∆t with other CEU instead of CEUf ,

which contradicts the definition of the blocking triple. As a result, the proposed UEs

clustering algorithm converges to a final matching Φ∗ and based on Lemma 4.1, if CECM

algorithm converges to a matching Φ∗, then Φ∗ is a stable matching.

B7 Proof of Theorem 4.3

With a detailed explanation of the CECM algorithm, we prove in this appendix that this

matching algorithm will terminate after a limited number of rounds. In each round, each

unmatched EUf , ∀f ∈ V proposes itself to its most favorable (CCU1
m∗ ,CCU2

n∗) pair that

is not rejected it in the previous rounds (step 6 in Algorithm 3). Note that, once the

CEUf sends a request to its most preferred pair, it removes this (CCU1
m∗ ,CCU2

n∗) pair

from its preference profile (step 17 in Algorithm 3). As a result, as the number of rounds

increases, the number of pairs in the preference profile for the CEUf decreases. It has been

shown that the proposed algorithm ends when each CEUf is matched with (CCU1
m,CCU

2
n)

pair or is kicked out by all the pairs and so it has an empty preference profile. Since the

preference profile for each CEUf contains M ×N pairs, the number of requests that each

CEUf makes is no larger than M ×N and hence the total number of rounds is no more

than M ×N . In the worst case, after each CEUf passes over its preference profile, it has

no request to make. In this situation, the proposed algorithm terminates with M × N

rounds. Thus, the CECM algorithm can converge to a final matching Φ∗ in a limited

number of rounds and the final matching Φ∗ is stable in accordance with Lemma 4.1.
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Chapter 5

C1 Proof of Theorem 5.1

In this section, we present the proof of Theorem 5.1. At the beginning, constraints

(5.19b)-(5.19f) can be expressed as

0 ≤ αHD
n ≤ αHD

f ≤ 1, (C.1a)

αHD
f ≤ 1− αHD

n , (C.1b)

0 ≤ βHD ≤ 1, (C.1c)

αHD
n ≥ tHD

n

γbn
, (C.1d)

αHD
f ≥ αHD

n tHD
f +

tHD
f

γbn
, (C.1e)

βHD ≥ tHD
f

γd
− αHD

f γbf
γd (αHD

n γbf + 1)
. (C.1f)

Constraints (C.1a) and (C.1b) imply 0 ≤ αHD
n ≤ 1

2
In addition, constraints (C.1b) and

(C.1e) imply αHD
n ≤ γbn−t

HD
f

γbn(tHD
f +1)

. Therefore, it can be concluded that αHD
n should satisfy

αHD
min ≤ αHD

n ≤ αHD
max, where α

HD
min and αHD

max are expressed as shown in (5.24) in Theorem

5.1. Hence, for problem PC− HD to be feasible, the condition αHD
min ≤ αHD

max should be

satisfied. On the other hand, one can remark that the lowest value of βHD that satisfies

constraint (C.1f) is reached at the lowest feasible value of αHD
n and the highest feasible

value of αHD
f . In this context, based on constraint (C.1d), the lowest feasible value of αHD

n

is αHD
n = αHD

min = tHD

γbn
and, based on constraint (C.1b), the highest feasible value of αHD

f is

αHD
n = 1 − αHD

min = 1 − tHD

γbn
. Therefore, the lowest feasible value of βHD is given by βHD

min

in (5.24). Consequently, for problem PC− HD to be feasible, the condition βHD
min ≤ βHD

max

should be also satisfied, where βHD
max = 1, which completes the proof.

C2 Proof of Theorem 5.2

In this section, we present the proof of Theorem 5.2. With the goal of minimizing the

total transmit power of the C-NOMA cellular system, two directions can be considered.
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The first direction consists of minimizing the BS transmit power first and then minimizing

the one of the near UE, while the second direction consists of minimizing the transmit

power of the near UE first and then minimizing the one of the BS. Let us start with the

first direction. As discussed in the previous appendix, the lowest feasible value of αHD
n

is αHD
n,1 = αHD

min. Based on this, we can see from constraints (5.19b) and (C.1e) that the

lowest feasible value of αHD
f is

αHD
f,1 = max

(

αHD
min, α

HD
mint

HD
f +

tHD
f

γn

)

. (C.2)

Therefore, by injecting these two values in constraint (C.1f), we conclude that the lowest

value of βHD is

βHD
1 =

1

γd

(

tHD
f −

αHD
f,1 γf

αHD
n,1 γf + 1

)

. (C.3)

Now, considering the second direction, the lowest feasible value of βHD is βHD
1 = 0. on

the other hand, recall that the lowest feasible value of αHD
n is αHD

n,2 = αHD
min. Therefore, by

injecting these two values in constraint (C.1f), we find that the lowest feasible value of

αHD
f is

αHD
f,2 =

(
αHD
minγbn + 1

)
tHD
f

γbn
. (C.4)

Finally, the optimal power control scheme is the one among the above two schemes that

minimize the total transmit power of the HD C-NOMA system, which completes the

proof.

C3 Proof of Proposition 3

First, we denote Q(pHD,θHD) as the objective value of OPT− HD for a feasible solution

(pHD,θHD). We also denote (pHD,[t],θHD,[t]) as a feasible solution of OPT− HD at the

tth iteration. For a given θHD,[t], in the t + 1 iteration, we can obtain the optimal power

allocation based on Theorem 5.2, pHD,[t+1], and we have

Q(pHD,[t+1],θHD,[t])
(a)
< Q(pHD,[t],θHD,[t]) (C.5)

where (a) holds since for given θ
[t]
(1) and θ

[t]
(2), α

HD,[t+1]
n , α

HD,[t+1]
f , and βHD,[t+1] are the

optimal solutions for the power allocation. For a given pHD,[t+1], based on the proposed

AO-based SCA algorithm if there exists a feasible solution V [t+1] to problem P1, it is also

feasible OPT− HD and we have Q(pHD,[t+1],θHD,[t]) = Q(pHD,[t+1],θHD,[t+1]) in which

the equality holds due to the value of Q depends only on pHD. According to the above

discussion, we have Q(pHD,[t+1],θHD,[t+1]) < Q(pHD,[t],θHD,[t]). This demonstrates that Q
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is always decreasing over the iterations. In addition, since the total transmit power is

lower bound because of the minimum required QoS for each user, the proposed algorithm

is guaranteed to converge.

C4 Proof of Theorem 5.3

At the beginning, constraints (5.40b)-(5.40f) can be expressed as

αFD
n ≥ γSI

γbn
βFD +

tFDn
γbn

, (C.6a)

αFD
f ≥ αFD

n tFDf +
γSIt

FD
f

γbn
βFD +

tFDf
γbn

, (C.6b)

αFD
f ≥ αFD

n tFDf − γdt
FD
f

γbf
βFD +

tFDf
γbf

. (C.6c)

Constraints (5.40b) and (5.40c) imply 0 ≤ αFD
n ≤ 1

2
. Let B1 be the bound whose ex-

pression is given in constraint (C.6a). In addition, constraints (5.40c) and (C.6b) imply

B2 : α
HD
n ≤ γbn − tHD

f − PnγSIt
HD
f βFD

γbn (tHD
f + 1)

. (C.7)

Moreover, based on constraints (5.40c) and (C.6c), we obtain

B3 : α
HD
n ≤ γbn − tHD

f + Pnγdβ
FD

γbf (tHD
f + 1)

. (C.8)

The bounds B1, B2 and B3 are, each, a function of the variables
(
αFD
n , βFD

)
. Therefore,

problem PC− FD is feasible if and only if the bound B1 can be lower than the bounds

B2 and B3 simultaneously within the region
(
αFD
n , βFD

)
∈
[
0, 1

2

]
× [0, 1]. The condition

B1 ≤ B2 implies that βFD should satisfy

βFD ≤ γn − tFDf − tFDn
(
1 + tFDf

)

γSItFDn (1 + tFDf ) + tFDf
. (C.9)

On the other hand, the condition B1 ≤ B3 implies that βFD should satisfy

βFD ≥
γbf − tFDf − γbf(1+tFD

f )tFD
n

γn

c1 − c2
(C.10)

if c1 ≤ c2 and

βFD ≤
γbf − tFDf − γbf(1+tFD

f )tFD
n

γn

c1 − c2
, (C.11)

if c1 ≥ c2. Therefore, along with the fact that βFD ∈ [0, 1], we obtain the first condition

in Theorem 5.3. Furthermore, since B1 should be lower than the bounds B2 and B3

simultaneously within the region
(
αFD
n , βFD

)
∈
[
0, 1

2

]
×[0, 1], we conclude that γSIt

FD
n

γbn
βFD
min+

tFD
n

γbn
should be lower than 1

2
, which is the second condition of Theorem 5.3 and this

completes the proof.
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C5 Proof of Theorem 5.4

In this section, we present the proof of Theorem 5.4. Since the objective function of

problem PC− FD, the optimal solution is one of the intersection points of the boundaries

of its feasibility region. The point with coordinates
(
αFD
c , βFD

c

)
, defined in (5.47) represents

the intersection point of the bounds B2 and B3. Therefore, depending on whether βFD
c

is within the feasibility interval
[
βFD
min, β

FD
max

]
, this intersection point is transformed into

the point
(
αFD
0 , βFD

0

)
in (5.48) in order to verify if this point should be considered as

a candidate solutions or no. Based on this, the intersection points of the boundaries

of the feasibility region of problem PC− FD are given in (5.49). Afterwards, for each

intersection point
(
αFD
n , βFD

)
, the corresponding αFD

f can be obtained as shown in (5.50),

which in turn constructs a candidate solution
(
αFD
n , αFD

f , βFD
)
. Consequently, the optimal

solution of problem PC− FD is the candidate solution that produces the lowest objective

function as presented in Theorem 5.4, which completes the proof.

C6 Semi-Definite Relaxation

First, we apply change-of-variables with the SDR technique and Gaussian randomization

method to find the phase-shift matrix. Define v = [v1, . . . , vL]
H , where ∀l ∈ J1, LK,

vl = ejθl . Then, the constraints in (5.19g) are equivalent to the unit-modulus constraints,

i.e., |vl|2 = 1, ∀l ∈ J1, LK. By applying the change-of-variables hHR,fΘh1,R = vHΦ, where

Φ = diag(hHR,f )h1,R ∈ C
L×1 and hHR,fΘh2,R = vHΨ, where Ψ = diag(hHR,f )h2,R ∈ C

L×1,

we have

|h1,f + hHR,fΘh1,R|2 = |h1,f + vHΦ|2,

|h2,f + hHR,fΘh2,R|2 = |h2,f + vHΨ|2. (C.12)

By defining an auxiliary variable κ, then an equivalent representation of the achievable

rate of the CEUs can be obtained as

Rf = log

[

1 +
α∗
1,m,fP1tr(UQ1,f ) + α∗

2,n,fP2tr(UQ2,f )

(1− α∗
1,m,f )P1tr(UQ1,f ) + (1− α∗

2,n,f )P2tr(UQ2,f ) + σ2

]

, (C.13)

where

Q1,f =




ΦΦH ΦhH1,f

h1,fΦ
H 0



 , Q2,f =




ΨΨH ΨhH2,f

h2,fΨ
H 0



 , v̄ =




v

κ



 . (C.14)

Note that v̄HQzv̄ = tr(Qzv̄v̄
H) for all z ∈ {{1, f}, {2, f}}. In addition, define U = v̄v̄H ,

which needs to satisfy rank(U ) = 1 and U ⪰ 0. It is worth to mention that in (C.13), the
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PA coefficients α∗
1,m,f and α

∗
2,n,f represent the optimal power coefficients of the coordinated

NOMA cluster (CCU1
m, CEUf , CCU

2
n) after obtaining the optimal clustering policy X⋆.

Maximizing CEUs sum-rate in their current forms still results in a non-smooth objective

function with non-convex constraints. After following the change-of-variables approach

proposed in [186], we can now define the following exponential slack variables

eyf = P1tr(UQ1,f ) + P2tr(UQ2,f ) + σ2,

eqf = (1− α∗
1,m,f )P1tr(UQ1,f ) + (1− α∗

2,n,f )P2tr(UQ2,f ) + σ2. (C.15)

Next, after following simple exponential and logarithmic properties and dropping the

rank-1 constraint on U through SDR, the maximization optimization problem for the

phase-shift matrix design can be written as follow

OPT− PS : max
U,y,q

∑

f∈F

(yf − qf ), (C.16a)

s.t. yf − qf ≥ Rth
f , ∀f ∈ F , (C.16b)

P1tr(UQ1,f ) + P2tr(UQ2,f ) + σ2 ≥ eyf , f ∈ F , (C.16c)

(1− α∗
1,m,f )P1tr(UQ1,f ) + (1− α∗

2,n,f )P2tr(UQ2,f ) + σ2 ≤ eqf , f ∈ F , (C.16d)

U ⪰ 0, (C.16e)

[U ]l,l = 1, ∀ l ∈ J1, L+ 1K, (C.16f)

where y = [y1, . . . , yF ]
T , and q = [q1, . . . , qF ]

T . The only non-convex constraint in (C.16)

is (C.16d). In order to tackle this challenge, we resort to the SCA technique. Accordingly,

we apply a first-order Taylor approximation such that eqf = eq̄f (qf − q̄f + 1), where the

linearization is made around q̄f . Consequently, (C.16) can be rewritten as

OPT− PS : max
U,y,q

∑

f∈F

(yf − qf ) (C.17a)

s.t. (1− α∗
1,m,f )P1tr

(
UQ1,f

)
+ (1− α∗

2,n,f )P2tr
(
UQ2,f

)
+ σ2 ≤ eq̄f (qf − q̄f + 1), f ∈ F ,

(C.17b)

(C.16b), (C.16c), (C.16e), (C.16f). (C.17c)

At this point, it can be observed that all the constraints in (C.17) are convex, which can be

iteratively solved using software packages such as CVX. Finally, with the optimal solution

of (C.17), i.e., U ∗ = v̄∗v̄∗H , the optimal phase-shift matrix Θ∗ can be obtained. However,

if rank(U∗) ̸= 1, the Gaussian randomization method will be applied to construct a rank-

one solution from the higher-rank solution obtained by solving the relaxed problem. This

can be achieved as follows.
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Algorithm 8: Proposed Algorithm for PS Matrix Design

Input: Q1,f ,Q2,f ,P∗,X⋆, P1, P2, σ
2, Rth

f , maximum number of iteration J3, iteration

index t = 1, and maximum tolerance ϵ;

Define: err[t] = max
f

[

q̄
[t+1]
f − q̄

[t]
f

]

;

while (t ≤ J3) do

Solve (C.17) to obtain U∗, qf , yf , ∀f ∈ F and evaluate err[t];

if err[t] < ϵ then
break;

end if

else

Update q̄[t] := q[t];
Increment t := t+ 1;

end if

end while

Call Algorithm 9 to calculate Θ∗;

Algorithm 9: Obtaining Phase-Shift Matrix Θ∗

Input: Optimal solution of U∗;
Initialize the maximum number of candidate random vectors as A;
if (rank(U∗) = 1) then

Calculate the eigenvalue λ and eigenvector ϑ of U∗ according to U∗ϑ = λϑ;

Update Θ∗ := diag{
√
λϑ};

end if

else

Obtain the eigenvalue decomposition using (C.18);
for a = 1 : A do

Obtain a phase-shift matrix solution using (C.19) and (C.20);
end for

Find the optimal value of the phase-shift matrix, i.e., Θ∗ using (C.21);
end if

Output: The optimal phase-shift matrix Θ∗;

First, if rank(U ∗) = 1, the optimal phase-matrix can be obtained by finding the

eigenvalue and eigenvector of U∗. On the other hand, when rank(U ∗) ̸= 1, the Gaussian

randomization method is invoked, and the eigenvalue decomposition of U ∗ is defined as

U ∗ = V ΣV H , (C.18)

where V = [ϑ1, ϑ2, . . . , ϑL+1] is a unitary matrix and Σ = diag(λ1, λ2, . . . , λL+1) is a

diagonal matrix, respectively. Then, we generate a random vector denoted as ra, where

ra, ∀a ∈ J1,AK is a random vector that follows a circularly symmetric complex Gaussian

(CSCG) distribution with a zero mean and a co-variance matrix Λ = IL+1, i.e., r ∼
CN (0,Λ) and A is the maximum generation of random vectors. Based on that, we can
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obtain a sub-optimal solution to (C.16), denoting as

v̄a = V Σ
1
2ra, ∀a ∈ J1,AK. (C.19)

Next, the candidate phase-shift matrix can be expressed as

Θa = diag

{

exp

[

j arg

(
[v̄a]1:L
[v̄a]L+1

)]}

, ∀a ∈ J1,AK, (C.20)

where [x]1:L denotes a vector having the first L elements in x. With the obtained candidate

set of phase-shift matrix Θa|a ∈ J1,AK, we can obtain the optimal one that maximizes

the sum-rate of the cell-edge users as shown in (C.21).

Θ∗ = argmax
a

F∑

f=1

log [1+

α∗
1,m,fP1|h1,f + hR,fΘah1,R|2 + α∗

2,n,fP2|h2,f + hR,fΘah2,R|2
(1− α∗

1,m,f )P1|h1,f + hR,fΘah1,R|2 + (1− α∗
2,n,f )P2|h2,f + hR,fΘah2,R|2 + σ2

]

, (C.21)

The design approach for the phase-matrix is presented by Algorithm 8. At this point,

the overall proposed alternating optimization algorithm for the network sum-rate maxi-

mization in RIS-aided CoMP NOMA cellular network is summarized in Algorithm 4.

However, the SDR is invoked instead of the DC approach to obtain the phase-shift matrix.
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Chapter 6

D1 Proof of Theorem 6.2

The constraints of problem P− PA can be rewritten as

max

(
1

2
,
(γ1,m + 1) tm
(tm + 1) γ1,m

)

≤ α1,m,f ≤
γ1,m − tm
γ1,m

, (D.1a)

max

(
1

2
,
(γ2,n + 1) tn
(tn + 1) γ2,n

)

≤ α2,n,f ≤
γ2,n − tn
γ2,n

, (D.1b)

α1,m,f (1 + tf ) γ1,f + α2,n,f (1 + tf ) γ2,f ≥ tf (γ1,f + γ2,f + 1) . (D.1c)

Based on this, in order for constraint (D.1a) to be feasible, tm should satisfy the con-

dition tm ≤ min
(γ1,m

2
,−1 +

√
1 + γ1,m

)
, which represents the first condition. Simi-

larly, in order for constraints (D.1b) to be feasible, tn should satisfy the condition tn ≤
min

(γ2,n
2
,−1 +

√
1 + γ2,n

)
, which represents the second condition. Finally, in order to

have feasible factors α1,m,f and α2,n,f that satisfy constraint (D.1c), then then maximum

feasible values of α1,m,f and α2,n,f , which are γ1,m−tm
γ1,m

and γ2,n−tn
γ2,n

respectively, should satisfy

constraint (D.1c), i.e., (γ1,m−tm)

γ1,m
(1 + tf ) γ1,f +

(γ2,n−tn)
γ2,n

(1 + tf ) γ2,f ≥ tf (γ1,f + γ2,f + 1),

which represents the third condition and completes the proof.

D2 Proof of Theorem 6.3

Based on the proof in Appendix D1, the power control factors α1,m,f and α2,n,f satisfy

max

(

−γ2,f
γ1,f

α2,n,f +
tf (γ1,f + γ2,f + 1)

(1 + tf ) γ1,f
, αmin

1,m,f

)

≤ α1,m,f ≤ αmax
1,m,f , (D.2a)

max

(

−γ1,f
γ2,f

α1,m,f +
tf (γ1,f + γ2,f + 1)

(1 + tf ) γ2,f
, αmin

2,n,f

)

≤ α2,n,f ≤ αmax
2,n,f , (D.2b)

where αmin
1,m,f , α

max
1,m,f , α

min
2,n,f and αmax

2,n,f are expressed as shown in (6.41) in Theorem 6.3.

Consequently, one can conclude that αmin
m,f,n ≤ α1,m,f ≤ αmax

m,f,n, where

αmin
m,f,n = max

(

αmin
1,m,f ,−

γ2,f
γ1,f

αmax
2,n,f +

tf (γ1,f + γ2,f + 1)

(1 + tf ) γ1,f

)

, (D.3a)

αmax
m,f,n = min

(

αmax
1,m,f ,−

γ2,f
γ1,f

αmin
2,n,f +

tf (γ1,f + γ2,f + 1)

(1 + tf ) γ1,f

)

. (D.3b)
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Based on this, since Rf = Rth
f , then solving problem P− PA is reduced to solve the

following optimization problem

P ′
m,f,n : max

α1,m,f

f (α1,m,f ) , (D.4a)

s.t. αmin
m,f,n ≤ α1,m,f ≤ αmin

m,f,n, (D.4b)

where the objective function f(·) is expressed
f (α1,m,f ) = log [(1 + γ1,m)− γ1,mα1,m,f ]

+ log

[

(1 + γ2,n)− γ2,n

(

−γ1,f
γ2,f

α1,m,f +
tf (γ1,f + γ2,f + 1)

(1 + tf ) γ2,f

)]

, (D.5)

= log [(1 + γ1,m)− γ1,mα1,m,f ]

+ log

[(

1 + γ2,n −
γ2,ntf (γ1,f + γ2,f + 1)

(1 + tf ) γ2,f

)

− γ2,nγ1,f
γ2,f

α1,m,f

]

. (D.6)

The gradient of the objective function with respect to α1,m,f is expressed as
∂f

∂α1,m,f

(α1,m,f ) =
2(α1,m,f − x0)

(α1,m,f − x1) (α1,m,f − x2)
, (D.7)

where

x0 =
1

2

(
1 + γ1,m
γ1,m

− γ2,f (1 + γ2,n)

γ1,fγ2,n
+
tf (γ1,f + γ2,f + 1)

γ1,f (1 + tf )

)

,

x1 =
1 + γ1,m
γ1,m

,

x2 =
γ2,f
γ1,f

(
tf (γ1,f + γ2,f + 1)

γ2,f (1 + tf )
− 1 + γ2,n

γ2,n

)

. (D.8)

Since αmax
m,f,n ≤ αmax

1,m,f ≤ 1 ≤ 1+γ1,m
γ1,m

, we have αmax
m,f,n ≤ x1 and since −γ2,f

γ1,f
αmax
2,n,f +

tf(γ1,f+γ2,f+1)
(1+tf)γ1,f

≤ αmin
m,f,n and αmax

2,n,f ≤ 1 ≤ 1+γ2,n
γ2,n

, we have x2 ≤ αmin
m,f,n. Therefore, the

function α1,m,f 7→ 2

(α1,m,f−x1)(α1,m,f−x2)
is negative within the interval [αmin, αmax]. Hence,

the sign of the gradient of f depends on the relation between x0, α
min
m,f,n and αmax

m,f,n. Based

on this, the optimal solution α∗
1,m,f is expressed as α∗

1,m,f = αmin
m,f,n if x0 ≤ αmin

m,f,n, and

α∗
1,m,f = x0 if αmin ≤ x0 ≤ αmax and α∗

1,m,f = αmax
m,f,n if αmax

m,f,n ≤ x0, which completes the

proof.
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