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Abstract 

 

Investigating Vortex Ring Reconnection in Twin Parallel Pulsed Jets: Influence of Nozzle Spacing and 

Stroke Ratio 

Théo Chevalier 

 

Even though interactions between pulsed jets showed great importance in biological fluid 

transport, they remain poorly described. An experimental piston/cylinder apparatus is designed to 

produce twin parallel pulsed jets. Using Particle Image Velocimetry (PIV), we investigate how 

vortex ring reconnection is influenced by nozzle spacings (𝑆/𝐷0) varying from 1.49 and 3.20 and 

stroke ratios (𝐿/𝐷0) between 2 and 4. Velocity and vorticity visualization suggest there is a critical 

spacing ratio from which the pulsed jets interact. This value is found to be approximately 3. Below 

1.5, the vortex rings are already merged at the jet exit. By implementing a vortex core identification 

method based on the swirling strength criterion, the reconnection point is then localized. The results 

highlight how important is the effect of the nozzle spacing compared to the stroke ratio, although 

the influence of 𝐿/𝐷0 increases with the distance between the jets. Finally, time-frequency analyses 

confirm the highly fast changes in velocity and vorticity observed during reconnection, and 

emphasize the importance of the reconnection phase in the newly formed structure. 
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1. Introduction 

Over the past decades, the presence of jets in a wide range of industrial processes has 

highlighted their great engineering importance. They have become a subject of extensive 

analytical and experimental research for a better understanding and optimization of their 

applications, such as mixing [1]–[5], propulsion [6]–[9], or cardiac health [10]–[15]. Besides 

being highly dependent on the boundary and initial conditions, jets can also be in interaction 

with other nearby ones or generate fascinating structures like vortex rings. The topic of this 

study is the combination of these two configurations. Indeed, although steady and pulsed jets 

have been reviewed for more than a century, vortex ring reconnection has still not been fully 

scrutinized.  

1.1 Motivation 

Beyond the beauty of observing this phenomenon, enriching our knowledge of vortex ring 

interactions will allow us to better understand complex flow structures in cardiac applications. 

For example, in the case of mitral regurgitation, it is often preferred to proceed to a repair. To 

Figure 1.1 The MitraClip system for ETER procedure [16] 
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do so, one option is to proceed to Edge-To-Edge Repair (ETER), wherein leaflets are attached 

to each other through a suture or a clip, often positioned in the center or slightly to the side of 

the center [16]. This leads to a pulsatile jet flow where two vortex rings interact with each other 

at each beat [15], [17], [18]. An example of such a procedure is presented in Figure 1.1.  

Another interesting application is propulsion. As a matter of fact, starting jets can overcome 

the complex maneuverability at low speeds for underwater robots [6], [19] by reproducing what 

salps and siphonophores do in nature [20]–[22]. Indeed, these animals can reach high speed 

efficiently by optimizing and synchronizing their pulses. Figure 1.2 displays an example of such 

colonial organisms that can be found in nature. 

In this study, an experimental investigation on pulsed jet interaction, with a focus on the 

reconnection of two identical vortex rings evolving side-by-side, is performed. This should 

allow a better understanding of the impact of such a phenomenon in biological fluid transport. 

 

Figure 1.2 Photo of a siphonophore [23] 
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1.2 Literature review 

In this chapter, the extensive work about steady and pulsed jets through a single or multiple 

orifices is reviewed, which will allow us to target what may characterize vortex ring interactions. 

1.2.1 Steady single jets 

It is well-known that a jet can be defined as a pressure-driven fluid flow discharged into a large 

environment of quiescent fluid. As theorized in [24], a jet stream is generally of a higher 

momentum than the ambient environment. Jets have the ability of being easily generated while 

providing efficient mixing by exchanging mass, momentum and heat, particularly in the shear 

layer. Indeed, the discharge causes instability on its surface, which entails a chaotic motion of 

eddies across and along the stream. Therefore, a turbulent jet boundary layer of finite thickness 

appears between the jet fluid flow and the ambient fluid. 

Foundations of jet analytical theory are provided by Chaplygin [25] who developed the method 

of singular points. This method consists in finding all the function’s zeros and singularities in the 

flow region. However, only incompressible fluids were considered. Gurevich [24] expanded the 

study to any weightless, ideal fluid. Although vorticity is not considered, the author provided one 

of the first great ranges of analytical results for classical jet flows, with different types of nozzles, 

and compared them to experimental results. 

Even if it should probably be completed with the recent advances in numerical tools, in [26] 

were reviewed the CFD studies on jets, from the early numerical studies to the Large Eddy 

Simulations (LES) and Direct Numerical Simulation (DNS) in the 2000s, by way of the Reynolds-

Averaged Navier-Stokes (RANS) simulations from 1996. They stated LES is the ideal tool for jet 

flow simulations in the near future, since numerical researchers are getting a better understanding 

of the various components involved in LES, and computing power increases. 
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Furthermore, jets can have many different behaviors depending on numerous parameters. This 

is what will be investigated in the following.  

 1.2.1.1 Free steady jets 

A free jet is a jet discharged sufficiently far away from any surface or solid boundary. It is the 

most simple case and has been studied extensively analytically, experimentally and numerically 

[26]–[30]. The global structure of a free steady jet is well-established [27], [31]. As shown in Figure 

1.3, the development of a jet can be decomposed into three regions. Immediately downstream of 

the nozzle exit, a quasi-laminar flow of constant velocity, called the potential core, appears in the 

near field. This velocity is equal to the nozzle outlet velocity 𝑈𝑗. The exit velocity distribution 

normally approaches a ‘top-hat’ profile, although it depends on the orifice nozzle and is less likely 

to appear for Reynolds numbers lower than 437 [32]. This zone usually extends up to 4𝐷0 to 6𝐷0, 

where 𝐷0 is the diameter of the nozzle exit, depending on the velocity and the fluid properties. 

Further downstream, the centerline velocity 𝑈𝑐𝑙 starts to decay, and the shear layer continues to 

spread into the transitional zone (intermediate field). This region appears when the shear layers of 

both side merge and can extend up to 20𝐷0. Eventually, the flow terminates its progression in the 

self-similar zone (far field). Further downstream, the centerline velocity decays rapidly, and the jet 

loses any memory of the nozzle shape. Self-similarity or self-preservation occurs when the velocity 

decay and jet spread increases almost linearly with distance from the jet exit. In other words, the 

flow has reached an equilibrium where the dynamical parameters evolve together. A consequence 

is that the governing equations of the jet flow can be reduced to ordinary differential equation form.  

In contact with a stagnant or slower medium, and due to Kelvin-Helmholtz instability, two-

dimensional counter-rotating vortices appear and roll up, thereby capturing both the particles of the 

surrounding fluid and those of the jet on the inner side, thus eroding the potential core. 
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Consequently, the shear layer develops as large eddies breaking down into smaller eddies. The 

boundary layer mixes with the ambient fluid, thereby entraining it and increasing the mass flow. 

The jet width grows approximately linearly on average and symmetrically in the inward and 

outward directions. The vortices also influence each other, thereby causing vortex stretching or 

pairing in some cases. While the jet spreads downstream, the centerline velocity decreases to 

conserve momentum. One can also point out how insignificant the transverse velocity is compared 

to the longitudinal velocity. This is why the mixing process is so efficient in jet flows [30], [33].  

The virtual origin is the source point from which the jet appears to be issuing. The potential 

core length is generally defined as the distance from the jet exit plane to the point where the 

centerline velocity decays to ninety percent of the exit jet velocity [34]. The jet half width 𝑦0.5  

corresponds to the distance between the centerline and a transverse plane where the mean velocity 

becomes half of the associated centerline velocity. It generally increases linearly with 𝑥 except in 

regions of axis switching. The spread rate is defined as the slope of the half width line in the 

Figure 1.3 Schematic of a free turbulent jet (adapted from [18]) 
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centerline direction. The average size of large eddies is called the integral length scale. Finally, the 

two other studied scales are the Kolmogorov scale, corresponding to the size of the smallest eddy 

at which dissipation takes place, and the Taylor micro-scale, which is the size of an intermediate 

eddy in the energy cascade process.  

 1.2.1.2 Offset steady jets 

An offset jet is a jet discharged into a medium at a certain distance of a wall parallel to the axis 

of the jet. As schematized in Figure 1.4, this type of flow is characterized by a recirculation region, 

bounded by the solid boundaries and the dividing streamline, and where a reduced wall pressure 

causes a deflection of the jet and eventually a reattachment. In this case, an intermediate 

impingement region follows, and further downstream the flow is similar to a wall jet flow [35], 

[36]. While approaching the boundary, pressure levels increase, thereby the jet velocity reaches a 

maximum around the reattachment point and then decelerates. 

Bourque and Newman [37] were among the firsts to describe offset jet velocity and pressure 

behaviors. However, the investigation was simplified by considering the velocity distribution as 

independent of boundary effects, thus assuming the pressure inside the recirculation zone and the 

radius of curvature of the jet centerline are constant. Based on the integral formulation of the 

conservation equations, Rajaratnam and Subramanya [35] developed a theoretical model 

considering the pressure variations. Later, was proposed a new integral method modified by 

specifying a polynomial profile for the jet trajectory, in which coefficients are determined by an 

iterative procedure from boundary conditions, geometric considerations and the approximate 

momentum relations [36]. Pelfrey and Liburdy [38] provided a detailed study of the mean flow 

characteristics of a turbulent offset jet in the pre-impingement, recirculation and impingement 
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regions. They determined that the magnitude of the curvature strain rate is too high to be 

approximated as a thin shear layer.  

The effect of the offset height, or more specifically the offset ratio defined as 𝐻/𝐷0, has been 

widely studied. Agelin-Chaab [39] studied the effects of offset ratio on the structure of a turbulent 

round offset jet using Particle Image Velocimetry (PIV) for three Reynolds numbers (5000, 10000 

and 20000). It was concluded that the velocity decay and spread rates are nearly independent of the 

Reynolds number and offset height. However, in [38] was developed a more general uniform 

relationship between the offset ratio and the reattachment length. The authors put forward that 

when the Reynolds number is high, the impingement distance only depends on the offset ratio. 

Assoudi et al. [40] reported measurements of mean velocities and turbulence characteristics, 

suggesting a higher offset ratio corresponds to a better distribution of the jet within the flow field, 

and a greater dynamic mixture. Furthermore, the behavior of a three-dimensional turbulent offset 

jet injected with different densities at various offset heights has been investigated [41]. The study 

stated that the reattachment length decreases with the increase of the fluid density but increases 

𝐷0 

Figure 1.4 Schematic of an offset jet adapted from [137] 
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with the offset height. Even if no significant impact of these parameters was observed on the decay 

of the maximum mean velocities in the near region, they observed it was more highly affected 

downstream of the impingement region. Experimental results on the wall static pressure variation 

along the offset wall allowed to identify the reattachment point and identify an empirical vortex 

center relationship. This suggests the flow in the recirculating bubble is similar for different offset 

ratios [42]. Many other studies on offset jets with offset ratios from 0.694 to 48.5 include 

measurements of static pressure distributions, mean streamline velocity profiles, and the effect of 

offset ratio on the streamwise distance of the reattachment point from the nozzle for jets. Nasr and 

Lai [43] summarized important results before 1998. 

 1.2.1.3 Wall steady jets 

A wall jet is defined as “a boundary layer in which, by virtue of the initially supplied 

momentum, the velocity over some region in the shear layer exceeds that in the free stream” [44]. 

One can refer to the aforementioned paper for a review of pre-1980 research on wall jets. A wall 

jet can be assimilated to an offset jet with a null distance to the parallel wall. The inner layer of a 

plane wall jet is similar to that of the turbulent boundary layer, while the outer layer is similar to 

that of a free jet. This was confirmed numerically [45]. George et al. [46] then developed a new 

theory based on the asymptotic invariance principle in which the outer wall jet is governed by 

different scaling parameters. This allowed a better description of wall jets, with a focus on the 

turbulence Reynolds stress. Since it is experimentally difficult to investigate flow characteristics 

near a boundary, advances in non-intrusive techniques brought new measurement perspectives. 

Eriksson et al. [47] investigated the inner region of a two-dimensional plane wall jet thanks to 

Laser-Doppler measurements, providing a new set of data for the wall shear stress. Law and Herlina 

[48] used a technique combining PIV and Planar Laser Induced Fluorescence (PLIF) to obtain 
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velocity characteristics. These new results are generally in good agreement with previous studies, 

while bringing more precision to the measurements. The latter study also provides a summary of 

the previous investigations on three-dimensional turbulent wall jets.  

1.2.2 Influence of boundaries and initial conditions 

As the near region is highly turbulent and requires appropriate tools, only the far, self-similar 

region has first been extensively studied [28], [49]–[52]. Despite this extensive research, some 

support the idea of a universal self-similar region, independent of the initial conditions [28], [29], 

[53], whereas others [50], [51], [54] claim there is a wide range of self-similar states, depending 

on initial conditions, e.g. the exit Reynolds number. Flows can be fully self-preserving at all orders 

of the turbulence moments and at all scales of motion, or partially preserving, regarding the mean 

momentum equations, or up to certain orders of the turbulence moments or at certain scales. 

Later, advances in imaging techniques such as Particle Image Tracking (PIT) and Velocimetry 

(PIV), Laser Induced Fluorescence (LIF), or Doppler allowed new perspectives about the near or 

intermediate fields. These technologies were a turning point in understanding the influence of 

initial conditions, as described in this section. 

 1.2.2.1 Effects of the nozzle type 

The two main categories of steady single jets are two-dimensional plane jets and axisymmetric 

round jets. They have different far-field mean centerline velocities: it is approximately proportional 

to 𝑥−1 for a round jet and 𝑥0.5 for a plane jet [27]. For a rectangular jet, the aspect ratio (AR), 

defined as the ratio of the major axis to the minor axis, generally width and height respectively, has 

a significant influence on the jet spread. For large AR, this type of jet is free from the effects of 

side walls and undergoes a phenomenon during which the two axes switch, because of the different 
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spread rates in the two lateral directions. As round jets are axisymmetric, they do not have this 

behavior. Deo et al. [55] widely investigated the influence of AR between 15 and 72 on plane jets 

for a nozzle-height-based Reynolds number of 18000. A higher jet spreading rate was obtained for 

lower AR. In the near field, an asymptotic profile of the potential core length as the AR increases 

has been highlighted, while the jet spread rate and centerline velocity decay continue to increase 

with AR in the far field, which means plane jets do not match with the idea that it becomes 

independent of the initial conditions at sufficiently large distances from the jet exit.  

Furthermore, jets can be generated from different nozzle geometries, like the three common 

ones presented in Figure 1.5. This has a great influence on the inlet mean velocity profile. Mi et al. 

[1] compared qualitatively and quantitatively the mixing performance of jets issuing from such 

Figure 1.5 Different nozzle shapes commonly studied and their flow characteristics upstream and 

downstream from the exit [57] 
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nozzles. They found that a sharp-edged orifice allows the highest mixing rate, while the long 

straight nozzle has the lowest rate. This is due to different turbulent structures. By comparing a 

contraction jet and a pipe jet, Xu and Antonia [29] confirmed the first one developed much faster 

and approached self-preservation more rapidly than the latter. For the pipe jet, they also highlighted 

that the vortex formation and pairing are disrupted in the shear, while the streamwise vortices, 

associated with entrainment and turbulent mixing, are absent. Consequently, large-scale structures 

appear further downstream than for a contraction nozzle. In [56], the flow properties of jets issuing 

from sharp-edged orifice nozzle and smooth contraction nozzle at high Reynolds numbers were 

investigated. The authors confirmed the previous results and indicated a 20% reduction of the 

potential core length for the orifice jet. In addition to this, it was found that the highest value of 

normalized streamwise turbulence intensity was reached earlier in comparison to a smooth 

contraction nozzle. Furthermore, the centerline mixing characteristics of nine different cross-

sectional nozzle shapes were compared [1]. Jets issuing from a non-circular orifice have a lower 

potential core average length and a higher mean centerline velocity decay rate than a circular 

orifice. The orifice with an isosceles triangle orifice seems to involve the greatest mixing rates. 

This investigation can stimulate more studies on orifice shapes, following industrial applications.  

The reader can refer to [58] for a more detailed review of experimental data on incompressible 

turbulent round jets. 

 1.2.2.2 Effects of the Reynolds number 

The Reynolds number of a jet is defined based on the jet inlet mean velocity, the nozzle 

diameter (or width for plane jets) and kinematic viscosity 𝜈 of the jet fluid as 𝑅𝑒 = 𝑈𝑗𝐷0/𝜈. Thus, 

this parameter has a direct influence on the turbulent mixing field through viscosity, and an indirect 

influence through the initial conditions. Zaman [59] has first concluded that round jets are laminar 
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for Reynolds numbers up to 105 and become fully turbulent above. However, a study based on a 

review of round jets, obtained an asymptotic state showing the critical Reynolds number is about 

104 [2]. In [60], consistent results were found. Other investigations with a low Reynolds number 

jet pointed out several flow regimes even in the near region [29], [30]. For example, it was found 

that below 1600, the flow is laminar with a low energy dissipation, whereas up to 4000, a stronger 

dissipation indicates a turbulent regime within the shear layer. For higher values, the situation is 

unstable. An investigation on Reynolds numbers between 1000 and 7000 [61] showed that an 

increase of the Reynolds number results in a greater turbulence intensity in the near region, and a 

decrease of the potential core length and the turbulence intensity and diffusion rates, while the jet 

attains self-similarity significantly earlier. Kwon and Seo [32] used PIV to investigate the effects 

of Reynolds number in the range from 177 to 5142 on round jets with smooth contraction nozzles. 

Consistently with previous results, they observed a decrease in the spread rates and the potential 

core length, and an increase of the Reynolds shear stress levels when the Reynolds number 

increases. The decay rate was also found to increase up to an asymptotic value reached for 𝑅𝑒 =

3208. A systematic measurement method for the flow field of a plane jet with an aspect ratio of 60 

was also developed [62]. Velocity measurements for Reynolds numbers in a range from 1500 to 

16500 showed an asymptotic regime up to 𝑅𝑒 = 7000. Up to this asymptotic value, statistical 

properties of the streamwise velocity field both in the near and far fields showed a great dependence 

on the Reynolds number. The effect of the Reynolds number was found particularly significant for 

𝑅𝑒 ≤ 103, where the spread rates decrease from 0.14 to 0.10 when 𝑅𝑒 increases from 1500 to 

10000. They also obtained increasing values of the normalized streamwise velocity for an 

increasing Reynolds number, which refutes the observations made by Namer and Ötügen [61] who 
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obtained decreasing values. As suggested in [62], this may be due to a common error of 

consideration between a rectangular nozzle jet (without sidewalls) and a truly plane jet.  

1.2.3 Steady double jets 

Double jets have been of great interest since the fundamental study by Miller and Comings 

[63], who compared two-dimensional identical jets issuing from parallel slot nozzles and a single 

free jet of air at 𝑅𝑒 = 104 in the merging region by using a hotwire anemometer and a pressure 

probe. Tanaka [64], [65] completed this by describing the basic flow patterns and entrainment 

mechanisms of parallel jets for different nozzle-to-nozzle distances 𝑆, or spacing ratio 8.5 ≤

𝑆/𝐷0 ≤ 26.3, and for 4.2 ∗ 103 ≤ 𝑅𝑒 ≤ 8.75 ∗ 103. Different studies showed interest in double 

jets with different discharge angles [66], [67], parallel jets of different velocities [68], [69] or 

parallel to a wall [70], [71]. However, we here focus on twin parallel jets. 

Three distinct regions have been identified, as shown in Figure 1.6 [72]. The converging region 

begins at the nozzle exit and extends to the point where the inner shear layers of the jets merge, 

termed the merging point, where the velocity on the symmetry plane is equal to zero. The merging 

lies in a sub-atmospheric pressure region between the jets, resulting in contra-rotating vortices and 

thereby a negative velocity between the two jets. Therefore, the jets attract each other, with a jet 

axis coinciding with an arc of a circle. The radius of the jet axis increases with the nozzle distance 

with a proportional factor of 1.10, except for small spacing ratios, with a critical change around 

𝑆/𝐷0 = 16. Then, the jets form an intermediate merging region until they reach a combining point, 

where the two distinct velocity peaks occur to reach a maximum velocity. The super-atmospheric 

pressure due to the junction of the two jets entails an instability of the flow field that makes 

measurements more difficult. Finally, the combined region is the region where the flow structure 

of the combined jets exhibits similar characteristics to that of a self-similar free single jet flow, 
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although the velocity distribution profiles spread wider and turbulence intensity is larger. The 

velocity profiles were found to be approximately independent of the spacing ratio, and the 

momentum flux of the jet in the flow direction is conserved except in the converging region. On 

the other hand, an investigation of the mixing between two parallel jets found similar results, except 

for the spread angle of the combined flow which was found slightly lower than that of a single jet 

[73]. The maximum shear stress was also found similar in both cases. Lin and Sheu [74] qualified 

the similarities with a single jet by showing that the mean velocity approaches self-preservation in 

the merging and combined regions, while turbulence intensities and Reynolds stresses in the 

combined region only. Furthermore, as the turbulence intensity increases, the lateral diffusion 

characteristics of the jet flow are enhanced, which results in better spreading performance. Ko and 

Lau [75] focused on the flow structures in the initial region and observed two mixing processes: 

the pairing of successive vortices which form a coherent structure, and amalgamation where no 

Figure 1.6 Flow structure of parallel rectangular jets [72] 
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rotational motion occurs, which generates more elongated structures which decay more slowly. In 

a more recent study, PIV measurements confirmed previous LDA and hot-wire anemometer results 

for different aspect ratios [72]. 

As Marsters [76] suggested, the mechanisms of two interacting jets are similar to that of an 

offset jet. Although Nasr and Lai [43] found common features between the two configurations, 

significant differences in the combined region were highlighted. Among these, were found a 

smaller recirculation zone and stronger turbulence intensities in the case of two parallel jets, which 

suggests that offset jets undergo retarding and turbulence suppression effects on the flow 

development due to the nearby wall. 

Different investigations studied the effects of nozzle spacing and jet Mach number on high-

speed dual jets and found results similar to low-speed incompressible jets [77], [78]. The jet flow 

structure and mixing capacity were found highly influenced by these features, although the latter 

study focuses on the mean flow field only. Another study performed experiments for Reynolds 

numbers in the range 3.33 ∗ 104 ≤ 𝑅𝑒 ≤ 8.33 ∗ 104 and nozzle spacing from 1.5 to 1.89 [3]. An 

increase of the Reynolds number was found to result in a faster velocity decay, and a higher 

increase in the combined jet width. It also increases the interference between the two jets, which 

implies higher Reynolds shear stress and turbulent energy. However, it has no effect on the velocity 

distributions, which is consistent with Tanaka’s findings [64], [65]. On the other side, a higher 

nozzle spacing tends to decrease the interferences and the velocity and velocity gradient in the 

mixing region, while it increases the width of the combined jet.  

Results were similar for twin round jets [79], [80], with the difference that round jets become 

close to a single jet further downstream. It also confirmed previous suggestions of a relationship 

between the nozzle spacing and the merging point [64], [74]. Numerical investigations [4] extended 

this relationship to the following expression: 
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𝑥𝑐𝑝 − 𝑥𝑚𝑝

𝐷0
= 0.51

𝑆

𝐷0
 

where 𝑥𝑐𝑝 and 𝑥𝑚𝑝 are the locations of the combined point and merging point, respectively, 

although it is debatable regarding previous experimental results. 

1.2.4 Pulsed jets and vortex rings 

 1.2.4.1 Vortex ring formation 

From smoke rings exhaled from the mouth to industrial waster issuing out of chimneys or squid 

propulsion, the passion for vortex rings dates back to the classical work by Helmholtz [81]. While 

he was elaborating on mathematical concepts, Rogers [82] was performing the first experimental 

work dedicated to the formation of vorticity in a liquid at rest. The formation of vortex rings with 

the help of jets has then been described by Reusch [83]. In the first half of the XXth century, 

numerous experimental investigations were performed and summarized in [84]. An even wider 

state-of-the-art of vortex rings can be found in [85]. Saffman [86] was among the firsts to establish 

the mathematical foundations of vortex ring formation.  

𝐷0 

Figure 1.7 Vortex ring formation in a piston/cylinder arrangement [87] 
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Experimentally, a vortex ring can be generated with a cylinder/piston mechanism, which allows 

to push a slug of fluid through an orifice or a nozzle. The applied force can be time-dependent in 

the form of an impulsive, step or ramp function acting at a point or along a line.  

Lim and Nickels [67] and, more recently, New and Yu [88] made extensive reviews of the 

formation process of vortex ring with starting jets. A starting jet is commonly defined as the 

transient motion produced when a viscous incompressible fluid is forced from an initial state of 

rest. When the vorticity layers leave the cylinder, jets spread as cylindrical vortex sheets separating 

at the nozzle exit and rolling up to form a vortex ring, hence evolving downstream with a growing 

diameter, and entraining the surrounding fluid with a self-induced translational velocity. When the 

piston stops, a secondary vortex ring of opposite circulation appears. An explanation of this 

phenomenon lies in the no-slip boundary condition and the induced vorticity generated along the 

inner wall of the tube. Didden [89] investigated the velocity field, circulation and characteristic 

diameter of this phenomenon. This highlighted the role of internal and external boundary layers in 

the formation process and circulation of the vortex ring. Indeed, this secondary vortex is attributed 

Figure 1.8 Rolling-up process of a vortex ring at a circular nozzle [89] 
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to the separation and rolling up of the boundary layer produced outside of the cylinder by the 

induced velocity. Moreover, likewise rectangular steady jets, elliptical vortex rings result in axis 

switching with a cycle repeating periodically. In [67], the authors showed how significant is the 

role of the cylinder geometry in the structure of rings, as it can be expected from previous results 

on steady jets. 

The investigation by Gharib et al. [90] has been a reference work in the study of vortex ring 

formation in a piston/cylinder arrangement. Their goal was to shed light on a limiting process in 

vortex growth, characterized by a universal time scale called the "Formation Number". This critical 

number corresponds to a limiting value for the stroke ratio, or formation time 𝑇, defined by: 

𝑇 =
�̅�𝑝𝑡

𝐷0
=

𝐿

𝐷0
 

where  

�̅�𝑝 =
1

𝑡
∫ 𝑈𝑝(𝑡)𝑑𝑡

𝑡

0

 

is the mean velocity discharged at the stop of the piston, 𝑡 is the time, 𝐷0 is the nozzle diameter 

and 𝐿 is the piston stroke, which can be written as: 

𝐿 = ∫ 𝑈𝑝(𝑡)𝑑𝑡
𝑡

0
. 

The formation number corresponds to the maximum circulation and energy reached by the vortex 

ring. The most straightforward method to determine the formation number is by comparison of the 

total circulation discharged by the starting jet and the circulation of the vortex ring after pinch-off. 

They found that it lies between 3.6 and 4.5, depending on the inlet velocity, the piston velocity, the 
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exit diameter and the boundaries. For values below this number, individual vortex rings are 

observed. Above this number, the vortex stops growing and a distinct trailing jet appears. This is 

called the pinch-off of the jet. It is not sudden as its completion might take up to two formation 

time units to complete. The existence of such a phenomenon lies in the Kelvin–Benjamin 

variational principle, which states that steadily translating vortex rings have maximum energy with 

respect to isovortical perturbations that preserve impulse. Such a maximization principle suggests 

an optimal pulsing conditions.  

Numerical investigations [91]–[93] confirmed experimental and analytical results, including 

additional cases more complicated to achieve experimentally, which led to the conclusion that the 

formation time may reach a wider range of values by changing the piston velocity during the stroke, 

or blunting the inlet velocity profile to a parabolic profile. They also confirmed the existence of a 

maximum in the circulation a vortex ring can reach with an increase in the stroke ratio. Zhao et al. 

[92] suggested that the variation in vortex ring circulation may be due to the interaction of the 

trailing jet instability with the leading vortex ring, concluding the interaction accelerates the pinch-

off process. However, another study suggested it is rather due to the shear layer thickness, a thicker 

layer involving a thicker core size, thus resulting in a slower translational velocity and higher 

vorticity in the leading vortex ring [93]. Furthermore, in [91] was highlighted a weak dependence 

of the formation number on the discharge velocity profile or velocity program, although the total 

circulation is approximately proportional to �̅�𝑗
2 and depends on the velocity program. Indeed, a 

non-uniform velocity program tends to decrease the formation number, while a non-impulsive 

velocity program results in its increase. If these studies confirmed the findings displayed in [90] 

and showed that an increase in the Reynolds number is associated with an increase in the formation 

number, Auerbach [94] found for a pipe jet independence of entrainment properties on this 
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parameter in the range 3000 < 𝑅𝑒 < 49000, which is not the case for orifice nozzles. The author 

also found that for a constant piston velocity, more fluid is entrained by a pipe jet than by an orifice 

jet. Eventually, an increasing piston velocity entrains less fluid while a decreasing piston velocity 

entrains more fluid, although it is less significant. For 1500 ≤ 𝑅𝑒 ≤ 4500, the final diameter 

reached by a vortex ring induced by a pulsed pipe jet depends on the piston displacement according 

to the following relationships [95]: 

𝐷

𝐷0
= 1.18 (

𝐿

𝐷0
)

1
3

 𝑓𝑜𝑟 0.3 ≤
𝐿

𝐷0
≤ 1 

𝐷

𝐷0
= 1.18 (

𝐿

𝐷0
)

1
5

 𝑓𝑜𝑟 1 ≤
𝐿

𝐷0
≤ 3.3 

For vortex rings induced by an orifice jet over the same range of Reynolds number, the relationship 

is: 

𝐷

𝐷0
= 1.05 (

𝐿

𝐷0
)

1
4
 

These results are consequently independent of the range of Reynolds numbers considered here. It 

is also worth noting that a Reynolds number based on the vortex ring circulation can be defined 

by: 

𝑅𝑒𝛤 =
𝛤

𝜈
 

Based on the slug model (which was questioned later), Mohseni and Gharib [96] suggested that 

the formation time only depends on the dimensionless kinetic energy per unit density 𝐸𝑛𝑑 and 

circulation 𝛤𝑛𝑑 defined as follows: 
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𝐸𝑛𝑑 =
𝐸

𝛤
3
2 𝐼

1
2

 

𝛤𝑛𝑑 =
𝛤

𝑈𝑝

2
3 𝐼

1
3

 

where 𝐼 is the impulse per unit density. This way, they developed an analytical model predicting 

the dimensionless energy and circulation fall in the range 0.27 ≤ 𝐸𝑛𝑑 ≤ 0.4 and 1.77 ≤ 𝛤𝑛𝑑 ≤

2.07 respectively, which was in good agreement with the work of [90]. 

Moreover, some biological flows were found to meet the maximization condition associated 

with the formation number. For example, in cardiac flows, vortex ring formation during left 

ventricle rapid filling is claimed to be an optimized mechanism for blood transport [10], [97], [98]. 

Another study aimed to improve the model by studying the dynamics of confined and unconfined 

vortex rings in dense suspensions to model the presence of blood cells [99].  

 1.2.4.2 Vortex ring interactions 

Numerous studies [67], [84]–[86], [100]–[103] showed that, when two identical coaxial vortex 

rings travel in the same direction, it could lead to a process often referred to as leapfrogging of 

vortex rings. Other researchers investigated vortex ring head-on collisions, and more particularly 

the mixing process [5], [104]–[108].  

Although these are very fascinating phenomena, the present study focuses on vortex ring 

reconnection, firstly investigated in [109] with vortex tubes. The latter presented an analytical work 

on the sinusoidal instability in a pair of counter-rotating vortex tubes shed from the wingtips of an 

airplane. However, the investigation focuses on the early stages of the interaction. In the animal 

world, salps and siphonophores synchronize jet strength and timing as colonies to execute precise 

maneuvers and reach high speed efficiently [20]–[22]. This inspired various works on vortex 
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reconnection. With the advance of numerical simulation, numerous simulations were performed 

[110]–[112] to model the phenomenon. They found that, similarly to parallel steady jets, the low 

pressure which develops between the two vortex rings causes their distortion, which entails a 

rearrangement of vorticity. It is worth noting that this rearrangement happens much faster than for 

estimation for viscous transport. This is why the flow is often called inviscid in the case of vortex 

rings. Kida and Takaoka [113] and Sullivan et al. [114] synthesized the existing literature to 

develop a mathematical description of the vortex ring reconnection. The reconnection phenomenon 

was decomposed into several sequences. First, as the two vortex rings get closer, the shape of the 

vortex core is deformed. This is what is called the head-tail structure. Later, vorticity reconnection 

happens in an interaction zone where there is a viscous cancellation of oppositely signed vorticity. 

A cross-linking, also called bridging, is then entailed by the advection of a complex three-

dimensional velocity field. Finally, vorticity stretching results in a change in global topology. 

As pulsed jets can generate more thrust than an equivalent steady jet [115], Athanassiadis and 

Hart [6] investigated how the distance between two pulsed jets could influence the resulting thrust. 

They observed that when the nozzle spacing decreases, thrust and efficiency also decrease 

according to 1 − 𝐶𝑜∆−6, where ∆ = 𝑆/𝐷0  is the spacing ratio and 𝐶𝑜 = 2.04 ± 0.11 is a 

dimensionless coupling number that describes how strongly the two nozzles interaction affects 

thrust and efficiency. Finally, Sargordi et al. [15] investigated the flow structure of twin parallel 

pulsed jets in the case of an edge-to-edge procedure for mitral valve repair, which is medically 

performed to overcome mitral valve regurgitation. They compared the energy dissipation and time-

frequency spectra of three configurations and concluded that the symmetric double orifice 

configuration leads to a sub-optimal performance compared to the single orifice and asymmetric 

orifice configurations. 
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1.3 Objectives of the present study 

The structures of steady jets and vortex rings have been extensively reviewed for more than 

150 years. The discovery of the existence of a universal limiting value for the formation time, 

the so-called formation number, has been a breakthrough in the understanding of vortex ring 

formation. More recently, some researchers started studying experimentally and numerically the 

interactions between two vortex rings. However, these investigations are often limited to the 

formation of the vortex rings or in the near-field wake, and rarely consider the influence of the 

nozzle spacing. Therefore, the purpose of this study is to overcome the lack of knowledge 

covering the reconnection region of two identical vortex rings. More particularly, the intent is 

to investigate the influence of the nozzle spacing and the stroke ratio on vortex ring interactions 

using the PIV technique. This will allow a better understanding of the structure of the flow in 

various fields, especially for cardiac and propulsion applications. To do so, classical measures, 

such as velocity and vorticity, as well as more advanced techniques, like vortex core 

identification and Continuous Wavelet Transform (CWT), are used to characterize the dynamics 

of the interaction of two jets produced through a double piston/cylinder apparatus. 
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2. Methodology 

Experiments carried out in the present study aim to reproduce twin vortex rings spaced by 

different nozzle spacings 𝑆/𝐷0, and generated by a double piston/cylinder mechanism with several 

stroke ratios 𝐿/𝐷0. This chapter is devoted to the description of the experimental setup and 

procedure, as well as data post-processing and treatment. 

2.1 Experimental apparatus 

The experimental setup consists of a 27.8-cm by 61-cm by 91-cm transparent Plexiglas 

rectangular water tank, and an electromagnetically driven linear motor (LinMot PS01-37x120) 

connected to two pistons through a rigid piece of metal that allows to drive the pistons parallel to 

each other. This plate is clamped to the water tank. The linear motor is fixed to metal beams, 

themselves fixed to the water tank. The camera is fixed on a tripod and adjusted with a level. A 

schematic of the setup is shown in Figure 2.1. Although they are not shown in the schematic for 

simplicity, fixing and supports ensure the stability of the system. The parallelism and alignment of 

the system were also checked thanks to levels and several preliminary tests.  

The flow is driven vertically through 30.5-cm long pipes with an inner diameter of 24.5 mm. 

The outer diameter is 30 mm, hence a minimum spacing ratio of 1.22. The nozzle exit was 

sharpened so that the thickness of the pipes does not influence the vortex ring formation. The laser 

and recording systems are controlled by a computer, while the linear motor is controlled by a 

second computer. 
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2.2 Experimental procedure 

Several configurations including four stroke ratios varying from 2 to 4 and seven nozzle 

spacings varying from 1.94 to 3.20 have been investigated. The values are displayed in Table 2.1. 

To generate the pulsed jet flow, the piston movement is controlled by the LinMot-Talk software. 

Laser Laser sheet 

Camera 

(a) 

Linear motor 

Metal plate 

Piston/cylinder 

(b) 

Figure 2.1 The experimental setup: (a) full view; (b) side view, close up of the piston/cylinder 

mechanism 
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The piston stroke movement is an impulse signal with a constant velocity of 15 cm/s. Figure 2.2 

displays a recording of the position of the motor arm compared to the ordered position during a 

stroke with a stroke ratio of 2. Although a slight difference inferior to 0.5 mm was observed, the 

linear motor response is very satisfactory.   

The distance between the piston face and the cylinder exit at a maximum stroke was adjusted 

to prevent ingestion, which results in an increased ring pulse and an altered trajectory [116]. The 

Plexiglas tank was filled with room-temperature water and Polyamide Seeding Particles (PSP). The 

pipes are partially submerged so that their exits are far enough from the free surface. The camera 

was connected to a synchronizer to link it to the laser and the computer with the recording software. 

The laser sheet is aligned with the center of the two pipes.  

With a jet exit velocity of 15 cm/s assumed to be equal to the piston velocity, a density of 997 

kg/m3 and a viscosity of 10-3 Pa·s, the Reynolds number at the exit of the pipe is 3664. 

 

Table 2.1 Experimental values of nozzle spacing 𝑆/𝐷0 and stroke ratio 𝐿/𝐷0 

𝑺/𝑫𝟎 𝑳/𝑫𝟎 

1.49 

1.74 

1.97 

2.19 

2.45 

2.82 

3.20 

2 

3 

3.5 

4 
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2.3 Flow velocity measurement 

The PIV optical measurement technique is here used to visualize and analyze the flow. The 

main components of the PIV setup are a charge-coupled device (CCD), or a complementary metal-

oxide-semiconductor (CMOS) camera, a laser and a flow seeded with tracer particles. The latter 

should have a density equal to that of the fluid, so that they are neutrally buoyant. This technique 

allows a non-intrusive flow velocity measurement by tracking the motion of particles illuminated 

with a double-pulsed laser sheet in a planar test section of the experiment. Images are captured at 

different times with a high-speed camera, therefore allowing to determine the displacement of the 

particles. The velocity vectors are then calculated by comparing the positions of the particles in 

each frame. In this study, the laser used for the PIV measurements was a double-pulsed Nd:YLF 

laser (LDY301, Litron Lasers Ltd.), emitting 100 ns pulses of coherent light of wavelength 527 nm 

with a frequency of 0.2-20 kHz. The high-speed dual frame CCD camera was the Phantom v9.1, 

with a Nikon AF Micro-Nikkor 60 mm f/2.8D lens. DaVis 8.4 software by LaVision was used for 

Figure 2.2 Recording of the linear motor position compared to the demand position, for a stroke 

ratio of 2 
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recording. The data collected directly from the camera were images in DaVis’ own image format 

'.im7', containing tracer particle locations, and were then processed using cross-correlation 

techniques to obtain vector fields. Then, the data was exported into file format '.vc7', and further 

processed using MATLAB R2020b. 

The image analysis is a statistical method, based on the examination of a double frame using a 

cross-correlation technique. The tracer particles are perceived as a signal and are captured at two 

instants separated by a known time 𝛥𝑡. The area of interest (AOI) is reflected onto the sensor array 

of the camera through the imaging optics. To process these signals, each of the two frames of the 

same image is divided into small, localized subsections, called interrogation windows. The latter 

are then cross-correlated with each other on a pixel level. This process detects the common linear 

spatial movement of groups of particles, 𝛥𝑋, while producing signal peaks that reflect particle 

locations. The most probable displacements of the particles in each interrogation window can be 

obtained and thus translated into velocity vectors. Application of cross-correlation to all the 

interrogation windows over the entire AOI produces a complete two-dimensional Eulerian 

description of the flow field, which can then be used to obtain various characteristics of the flow 

of interest such as streamlines, vorticity, circulation, or shear stress. Figure 2.3 displays a clear 

visualization of the measurement principles of PIV. 

Figure 2.3 Measurement principle of PIV [117] 
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The time delay 𝛥𝑡 between consecutive laser pulses must be small enough to ensure minimal 

in-plane and out-of-plane loss of particles between the two frames. In practice, it is achieved by 

ensuring that particle motion within the desired interrogation window size travels no more than a 

quarter of the distance of the interrogation window [118]–[121]. Preliminary tests suggested that 

900 µs was suitable for the different cases studied. Nowadays, interrogation window overlapping 

and multiple passes of cross-correlation on consecutively smaller interrogation windows allow for 

overcoming the possible in-plane loss of particle pairs [122], [123].  

The fluid used here is water seeded with PSP with a mean particle diameter of 50 µm, with a 

maximum deviation of ± 20 µm (particles are not perfectly spherical), and a density of 1.03 g/cm3. 

The Stokes number is a dimensionless number used to evaluate the response of a particle inertia to 

viscous drag in a flow. For Stokes numbers above unity, the seed will detach from the flow in the 

event of an abrupt velocity change, whereas a smaller number ensures that it can follow the 

streamlines of the flow [124]. This number can be defined as: 

𝑆𝑡𝑘 =
𝜏𝑝

𝜏𝑓
 

where the particle relaxation time is given by: 

𝜏𝑝 =
𝜌𝑝𝑑𝑝

2

18𝜇
 

𝜌𝑝 and 𝑑𝑝 are respectively the particle density and diameter, and 𝜇 = 1.002 mPa·s is the working 

fluid dynamic viscosity. The characteristic time scale of the fluid is given by: 

𝜏𝑓 =
𝐿𝑓

𝑈𝑓
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where 𝐿𝑓 = 49 mm is the fluid characteristic length, taken as the minimum piston stroke, and 𝑈𝑓 = 

15 cm/s is the fluid characteristic velocity, corresponding to the jet exit velocity, assumed to be 

equal to the piston velocity. The Stokes number is found to be 𝑂(10−6) indicating high 

responsiveness of the particle to the experimental flow fluctuations.  

2.4 Setup calibration and validation 

2.4.1 Recording settings 

After assembling all the components, the PIV system must be calibrated. To do so, a ruler was 

positioned facing the camera while aligned with the laser sheet and the center of the pipes. Then, 

an image is captured to set the mm per pixel scale by defining the distance between two points of 

the plate displayed on the image. The field of view was adapted to the nozzle spacing and the stroke 

ratio so that the number of images of the vortex ring displacement recorded was maximized while 

having the camera close enough to optimize the resolution. 

In order to assess the setup performance and find the optimal parameters for the PIV 

measurements, sets of calibrating experiments with a single jet and double jets were performed. 

Vibrations of the pipes when the pistons travel were first identified and significantly reduced by 

fixing the pipes better.  

The recording frequency was 200 Hz to maximize the recording time for each experiment, 

reaching 2.18 s, which corresponds to 436 images. The image definition recorded by the camera is 

1632 x 1200 px. As the field of view was adapted to the nozzle spacing, the resolution varied from 

179 to 225 points per inch (PPI). This corresponds to a scale factor between 0.14 and 0.11 mm/px, 

respectively. The interrogation window is 64 x 64 px, and the maximum pixel displacement 

allowed to be consistent with the condition of one-fourth of the interrogation window size, which 

is 16 px. This corresponds to 1.76 mm at worse. With a jet exit velocity of 15 cm/s, this gives a 
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maximum allowable ∆𝑡 = 1170 µs. Therefore, the chosen value of 900 µs is suitable. The 

parameters used for the PIV measurements in the single-jet and double-jet configurations are 

summarized in Table 2.1. For the sake of brevity, only the parameters for minimum and maximum 

nozzle spacing, in addition to the single jet configuration, are displayed.  

 Single jet 
Double jet 

𝑺/𝑫𝟎 = 𝟏. 𝟒𝟗 

Double jet 

𝑺/𝑫𝟎 = 𝟑. 𝟐𝟎 

Seeding particles PSP, 𝑑𝑝 = 50 ± 20 µm, 𝜌𝑝 = 1.03 g/cm3 

Number of images 436 436 436 

Recording frequency 

(Hz) 

200 200 200 

∆𝒕 (µs) 900 900 900 

Recording duration (s) 2.18 2.18 2.18 

Image definition (px) 1632 x 1200 1632 x 1200 1632 x 1200 

Image resolution (PPI) 225 213 179 

Scale factor (mm/px) 0.11 0.12 0.14 

2.4.2 Processing and post-processing 

The resulting vector fields were computed using a multi-pass method, which allows capturing 

large particle displacements while using small interrogation windows, and no pre-processing. For 

all the double jet configurations, the multi-pass approach used starts from interrogation windows 

of 64 x 64 px and ends with interrogation windows of 12 x 12 px. DaVis halves the interrogation 

window size at each pass until reaching the desired size, hence the two passes used in the first set, 

corresponding to an initial pass of 64 x 64 px and a second pass of 32 x 32 px. Here, no weighting 

Table 2.2 PIV parameters 
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function was used. This was followed by three consecutive passes of 16 x 16 px using a round 

Gaussian weighting function. For all passes, a 50% overlap between interrogation windows was 

used, therefore improving the final resolution to 8 x 8 px. This method was found to offer the best 

velocity field resolution with the least number of outliers. 

A median filter was also used for outlier detection [125], [126]. It has become a classical 

method as it is independent of the reference frame and the magnitude of the flow velocities. Indeed, 

it eliminates a vector based on whether its deviation from the median of its eight neighbors is larger 

than a standard deviation. Generally, a vector is removed if its deviation falls outside 1 to 3 standard 

deviations of its neighbors. In this study, the chosen median filter is universal outlier detection 

(UOD) [127], [128], and one standard deviation was chosen as a criterion. The median filter was 

applied twice. In the third pass, a reinsertion of good vectors is performed, as long as the vector's 

deviation from the mean of its neighbors is less than a certain time the standard deviation of its 

neighbors. Here, the criterion was 3 standard deviations. To fill in data that was removed, a bilinear 

interpolation was used, in addition to a 3 x 3 denoising technique. In many cases, due to an 

alignment issue of the two laser pulses, spurious vectors were still present, and that is why a 

supplementary median filter was applied twice with the same parameters. As some outliers were 

remaining and the present study focuses on derivative values such as vorticity or swirling strength, 

it was decided to add a 3 x 3 smoothing.  

2.5 Vortex-core identification 

Identification of vortices is an interesting tool for understanding complex flow phenomena. 

However, it can be mathematically hard to implement. The most commonly used methods are based 

on the velocity gradient tensor, using the 𝑄-criterion, Δ-criterion, 𝜆2-criterion or swirling strength 

criterion. Vorticity is not recommended for identification, although it is a suitable method for 
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visualizing vortices. Other methods have been developed in recent years and are summarized in 

[129], [130]. For conciseness, they are not described here.  

The method used in this study is based on the swirling strength criterion, since it was used in 

other studies on vortex rings [99] and shows comparable vortex-identification results with the 𝑄-

criterion method [131], [132]. This method uses the imaginary part of the complex eigenvalue of 

∇𝑢 and quantifies the strength of the local swirling motion inside the vortex. Indeed, the velocity 

gradient tensor in cartesian coordinates can be decomposed as 

∇𝑢 = [𝑑𝑖𝑗] = [𝜈�̅�𝜈𝑐𝑟̅̅ ̅̅  𝜈𝑐𝑖̅̅̅̅ ] [

𝜆𝑟 0 0
0 𝜆𝑐𝑟 𝜆𝑐𝑖

0 −𝜆𝑐𝑖 𝜆𝑐𝑟

] [𝜈�̅�𝜈𝑐𝑟̅̅ ̅̅  𝜈𝑐𝑖̅̅̅̅ ]𝑇 

where 𝜆𝑟 is the real eigenvalue associated with the eigenvector 𝜈�̅� and the complex conjugate pair 

of complex eigenvalues is 𝜆𝑐𝑟 ± 𝑖𝜆𝑐𝑖 with corresponding eigenvectors 𝜈�̅� ± 𝑖𝜈𝑐𝑖̅̅̅̅ . Let us consider 

the coordinate system (𝜈�̅�, 𝜈𝑐𝑟̅̅ ̅̅ , 𝜈𝑐𝑖̅̅̅̅ ). The local flow is stretched or compressed along the axis 𝜈�̅� 

while it is swirling on the plane spanned by 𝜈𝑐𝑟̅̅ ̅̅  and 𝜈𝑐𝑖̅̅̅̅ . Therefore, the strength of this swirling 

motion is quantified by 𝜆𝑐𝑖. Theoretically, there is a vortex when 𝜆𝑐𝑖 > 0. In practice, it is 

commonly admitted using 𝜆𝑐𝑖 ≥ 𝜀 > 0 as a criterion, where 𝜀 was chosen equal to 1.5 in this study, 

following literature recommendations [132], [133]. This allows for limiting the influence of 

experimental noise due to the calculation of the velocity gradient tensor from the PIV 

measurements.  

Consistently with [99], the vortex core position can be followed by considering the maximum 

swirling strength. The clockwise and counterclockwise vortices were distinguished thanks to the 

sign of the vorticity. A sliding window was also implemented to prevent outlier values and 

distinguish the different vortex cores. First, this allows the elimination of the images before the 
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vortex core apparition so that the time scale is the same for all recordings. Secondly, it made the 

reconnection position identification possible.  

2.6 Continuous Wavelet Transform 

Although Fourier transforms are commonly used to analyze signals, they capture global 

frequency information, in other words frequencies that persist over an entire signal. Consequently, 

local information can be lost in the case of signals with short intervals of characteristic oscillation.  

Wavelet Transform, which decomposes a function into a set of wavelets, can be a more suitable 

approach for identifying coherent structures in PIV data [134]. A wavelet is a wave-like oscillation 

that is localized in time. It is defined by its scale (how stretched it is), and its location (where it is 

positioned). It follows the convolution principle by computing how much different wavelets are in 

a signal. The main advantage is that there is a wide range of wavelets that can be chosen to extract 

local spectral and temporal information simultaneously.  

The Morlet wavelet is a complex wavelet commonly used in fluid mechanics as it was 

demonstrated showing great results for the analysis of fluid properties [135], [136]. The mother 

function can be described by the following equation: 

𝜓(𝑡) = 𝜋−
1
4𝑒−𝑖𝜔0𝑡𝑒−

𝑡2

2  

where 𝜔0 is the central pulsation of the mother wavelet. The function satisfies ||𝜓||² = 1. The 

Continuous Wavelet Transform (CWT) of a function 𝑥(𝑡) at a scale 𝑎 and translational value 𝑏 can 

then be expressed by: 

𝑋𝑤(𝑎, 𝑏) =
1

|𝑎|
1
2

∫ 𝑥(𝑡)�̅�
∞

−∞

(
𝑡 − 𝑏

𝑎
) 𝑑𝑡 
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A representation of the CWT is displayed in Figure 2.4. The CWT was implemented in 

MATLAB to perform time-frequency analysis using the cwt function.   

  

Figure 2.4 Representation of the Continuous Wavelet Transform [137] 
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3. Results 

In this chapter, the results obtained for the different stroke ratios and nozzle spacings are 

presented. The objective is to see to what extent the distance between the two jet exits and the 

stroke ratio can influence the vortex ring structure and behavior. First, the results for a single jet 

will be compared to the literature. Then, the vorticity contours and velocity fields at different time 

instants are displayed. In addition to this, the vortex core positions are followed to identify the 

reconnection points and eventually perform time-frequency analysis thanks to CWT. 

In the rest of this chapter, spatial coordinates are normalized by the cylinder diameter 𝐷0. Time 

and vorticity are normalized by 𝐷0 and the piston velocity 𝑈𝑝 so that it corresponds to the formation 

time 𝑇 = 𝑡 ∗ 𝑈𝑝/𝐷0 and 𝜔∗ = 𝜔 ∗ 𝐷0/𝑈𝑝, respectively. 

3.1 Single vortex ring configuration 

The objective of this section is to validate the results for a single jet configuration. To do so, 

the average streamwise position of the vortex cores in function of the formation time is plotted in 

Figure 3.1, using the swirling strength criterion.  

As highlighted in [90], after a certain time, the forming vortex ring reaches a steady translating 

velocity, characterized by a linear evolution of the streamwise position. The related normalized 

translating velocity 𝑈𝑡𝑟/𝑈𝑝 corresponds to the slope of the line, as estimated in Figure 3.1 (b). It is 

worth noting that this velocity increases with the stroke ratio, which is consistent with the literature 

[87], [90], [96]. The obtained translating velocity is compared with the results of Mohseni and 

Gharib [96] in Table 3.1. Since they focused only on 𝑈𝑡𝑟 varying from 0.5𝑈𝑝 to 0.6𝑈𝑝, the value 

obtained for 𝐿/𝐷0 = 2 can not be compared. Nevertheless, the other values measured in this study 

are highly consistent with their results since the difference is low. It is also interesting to note that 
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the translating velocity is around half the piston velocity, which is what the slug model predicts 

[96]. 

 

3.2 Flow visualization 

The velocity fields and vorticity contours for different time instants have been analyzed for all 

cases. The results for nozzle spacings of 1.49, 2.19 and 3.20 can be found in Figure 3.2. A more 

detailed view can be found for a stroke ratio of 2 in Figure 3.3. The results for the other cases can 

𝑳/𝑫𝟎 𝑼𝒕𝒓/𝑼𝒑 measured 𝑼𝒕𝒓/𝑼𝒑 in [96] Difference 

2 0.481 X X 

3 0.534 0.505 5.8% 

3.5 0.550 0.525 4.9% 

4 0.552 0.575 4.0% 

Table 3.1 Comparison of normalized translating velocity of the vortex cores with the results of 

Mohseni and Gharib [96] 

(a) (b) 

Figure 3.1 Average streamwise position of the vortex cores as a function of formation time 

for stroke ratios of 2, 3, 3.5 and 4: (a) raw data and (b) linear estimation 
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be found in the Appendix. As it is a two-dimensional visualization, what is observed here is a cross-

section of the vortex rings. Therefore, two vortex cores can be identified for each vortex ring. 

Although they correspond to the same structure, in the following, the vortex cores which are closer 

to the other vortex ring will be called "internal", whereas the extreme vortex cores will be called 

"external", as shown in Figure 3.3. 

In the interaction zone, the streamwise velocity decreases, leading to a gap between the 

streamwise positions of the reconnecting vortices and the external vortices, which are not affected 

by the interaction yet. Once merged, the external cores of the newly formed vortex ring get closer 

until a critical distance, before getting away from each other again. It can also be noticed that the 

area of the vortex cores and the vorticity significantly decrease. This is consistent with the 

sinusoidal instability observed in the literature [109], [113]. Indeed, during the reconnection, the 

interaction zone is bent in the direction perpendicular to the view section. Thus, the velocity field 

in the reconnection zone becomes a complex three-dimensional structure.  

To further investigate the drop in vorticity, its evolution was plotted for each vortex core, as 

in Figure 3.4. Only the case 𝑆/𝐷0 = 2.45 with a stroke ratio of 2 is displayed for conciseness 

matter. As long as the vortex rings do not interact, the vorticity of the internal cores equals the 

vorticity of the external cores. When the vortex rings start interacting, the vorticity of the internal 

cores collapses to reach null vorticity, which corresponds to the moment when they are fully 

merged and start stretching to form one unique vortex ring, as schematized in Figure 3.4. Only the 

results for 𝑆/𝐷0 = 3.20 are different since there is no vortex ring interaction. The observations are 

similar for all other cases, except the instant when the vorticity drop occurs which obviously 

happens earlier as the nozzle spacing decreases.  
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(b) 

Figure 3.2 Velocity fields and vorticity contours at different time instants and stroke 

ratio for a nozzle spacing (a) 𝑆/𝐷0 = 3.20; (b) 𝑆/𝐷0 = 2.19; (c) 𝑆/𝐷0 = 1.49 
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(a) 

(b) 

(c) 

Figure 3.3 Velocity fields and vorticity contours at different time instants for a stroke ratio of 

𝐿/𝐷0 = 2 and a nozzle spacing of (a) 𝑆/𝐷0 = 3.20; (b) 𝑆/𝐷0 = 2.19; (c) 𝑆/𝐷0 = 1.49 

Internal  

vortex cores 

External 

vortex cores 
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3.3 Reconnection localization 

The previous results suggest that there is a critical nozzle spacing from which the two vortex 

rings attract each other. Above this value, they simply evolve as two parallel single-pulsed jets. 

Figure 3.5 summarizes whether reconnection was observed for the different cases. The 

reconnection phenomenon appears to depend more on the nozzle spacing than on the stroke ratio. 

In the case 𝑆/𝐷0 = 3.20, the two cylinders were too far, thus no interaction was observed. This 

suggests a critical spacing ratio of around 3, a value above which vortex rings do not interact. This 

is consistent with the observations of Athanassiadis and Hart [6]. For 𝑆/𝐷0 = 1.49, they were so 

Top VR 

Bottom VR 

Figure 3.4 Vorticity of the vortex cores for a nozzle spacing 𝑆/𝐷0 = 2.45 and a stroke ratio 

𝐿/𝐷0 = 2 ('VR' stands for vortex ring) 

Recombined VR 
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close that the internal vortex cores already merged at the jet exit. In the other cases, the vortex rings 

first attract each other and then merge once they are close enough.  

It can also be noticed that, following the nozzle spacing, they will not merge at the same 

streamwise position. To further investigate this, each vortex core was identified, and their position 

followed. To do so, the swirling strength vortex identification approach was combined with a 

sliding window method to distinguish the external and internal vortices, as well as the clockwise 

and counterclockwise vortices. The position where the two internal vortices can not be 

distinguished anymore corresponds to the last location where the swirling strength was superior to 

1.5. This position is called the reconnection point and its streamwise position will be written 𝑋𝑟 in 

the following. The results for each case can be found in Figure 3.6. Unfortunately, for 𝑆/𝐷0 =

2.82, the recording time was not long enough to localize the reconnection points for stroke ratios 

Figure 3.5 Reconnection of the vortex rings depending on nozzle spacing 𝑆/𝐷0 and 

stroke ratio 𝐿/𝐷0 
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of 2, 3 and 3.5, although it can still be asserted that the vortex rings merged. Therefore, only the 

result for 𝐿/𝐷0 = 4 is presented for this nozzle spacing value. 

The evolution of 𝑋𝑟/𝐷0 in function of 𝑆/𝐷0 can be described by a second-order polynomial 

with a coefficient of 2.72, corresponding to the black line on the graph in Figure 3.6. It is interesting 

to notice that the most impactful parameter is nozzle spacing. However, it can be observed that the 

influence of the stroke ratio increases with the nozzle spacing. Indeed, for 𝑆/𝐷0 ≥ 1.74, the vortex 

rings merge further as the stroke ratio decreases, and this gap between the lower and higher values 

of 𝐿/𝐷0 becomes more significant as the distance between the nozzle exits increases. 

3.4 Time-frequency analysis 

Since the reconnection points of the two vortex rings have been localized, it can be interesting 

to focus on what is happening during the interaction. For this purpose, we used complex Morlet 

Figure 3.6 Reconnection position as a function of nozzle spacing 𝑆/𝐷0 for different stroke ratios 
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wavelet transform to investigate turbulence in the flow at the reconnection point, as well as before 

and after. Consequently, time-frequency analysis of the velocity is performed at three localizations, 

except for 𝑆/𝐷0 = 3.20 and 𝑆/𝐷0 = 1.49, as explained below. The results were found very similar 

for the 𝑢-component and 𝑣-component. Thus, only the first one will be discussed in this 

investigation. 

For 𝑆/𝐷0 = 3.20, since no reconnection is observed, the time-frequency spectra are displayed 

in Figure 3.7 for a signal obtained in the middle between the two vortex rings and at an arbitrary 

streamwise position. Due to its similarity with the other stroke ratios, only the case 𝐿/𝐷0 = 2 is 

displayed here. As expected, no significant frequency variation is observed since there was no 

interaction between the two vortex rings. The spectra were very similar for different streamwise 

positions.  

The following figures display the time-frequency spectra for all cases. A schematic was added 

to illustrate the phase when the signal is extracted. The red cross corresponds to the point where 

the signal was obtained (before the reconnection, at the reconnection point and after the 

Figure 3.7 Time-frequency spectra of the u-component velocity for 𝑆/𝐷0 = 3.20 and 𝐿/𝐷0 = 2 
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reconnection). In all results, the flow before and after reconnection is characterized by low-

frequency variations. At the reconnection point, it is particularly interesting to notice a high-

frequency peak during a short period. This is the signature of highly fast changes in the flow 

behavior. This can be associated with high spatial fluctuation of energy and a stronger turbulence 

intensity. Since wavelets are a spatial indicator of signal variations, this is consistent with the 

velocity changes observed previously. This peak is not present before reconnecting since the 

structure of the vortex rings is not affected yet. It is not visible after reconnection either, which 

means the bending of the internal vortices in the direction perpendicular to the section defined by 

the center of the nozzle exits is finished. Moreover, it is coherent to observe that the closer the jets 

are, the sooner this peak is observed.   

In the case 𝑆/𝐷0 = 1.49, only two points were placed since the vortex rings are already 

interacting at the nozzle exit. As expected, the high-frequency peak is already observed at this 

location, which confirms that the jets are so close that reconnection is already happening at the jet 

exit. For 𝑆/𝐷0 = 2.82, where the reconnection point could only be localized for 𝐿/𝐷0 = 4 due to 

recording time limitation, the same locations were used for all stroke ratio values, based on the case 

P
o
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r 

Figure 3.8 Time-frequency spectra of the u-component velocity for 𝑆/𝐷0 = 1.49 
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with a stroke ratio of 4. The high-frequency peak is therefore observed for this case and starts to 

be visible for 𝐿/𝐷0 = 3.5, just before the end of the recording. For the other stroke ratios, it is 

indeed not observed.  

In addition, the greater the nozzle spacing, the later the high-frequency variations are observed, 

which is consistent with the results in Figure 3.6. Moreover, for 𝑆/𝐷0 ≥ 1.97, the high-frequency 

variations are observed slightly later as the stroke ratio decreases. It confirms that the most 

influencing parameter is nozzle spacing. Nevertheless, no major discrepancy was observed in 

power nor time duration between the different stroke ratios or nozzle spacings.  

These results are consistent with [15], who also observed a high-frequency peak as the vortex 

ring goes by the signal extraction point. However, they did not mention any discrepancy between 

different streamwise positions for an extraction point placed in the middle of the two vortex rings. 

This might be because their investigation corresponds to a nozzle spacing close to 1, which might 

not allow observing a vortex ring reconnection due to a too strong turbulence at the jet exit. As a 

matter of fact, they did not report reconnection observation in the case of a sutured mitral valve 

model. 
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Figure 3.10 Time-frequency spectra of the u-component velocity for 𝑆/𝐷0 = 1.97 

Figure 3.9 Time-frequency spectra of the u-component velocity for 𝑆/𝐷0 = 1.74 
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Figure 3.11 Time-frequency spectra of the u-component velocity for 𝑆/𝐷0 = 2.19 

Figure 3.10 Time-frequency spectra of the u-component velocity for 𝑆/𝐷0 = 2.45 
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Figure 3.11 Time-frequency spectra of the u-component velocity for 𝑆/𝐷0 = 2.82 
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4. Conclusion and future work 

Although pulsed jets have been investigated for decades, the reconnection of twin parallel 

vortex rings remains rarely studied. In the present investigation, an experimental setup has been 

developed to observe this reconnection for several nozzle spacings, but also different stroke ratios. 

The PIV measurements allowed the flow fields and vorticity contours during this phenomenon to 

be visualized. By identifying the vortex core location, it became possible to localize the 

reconnection points and unveil the influence of the nozzle spacing and the stroke ratio. Finally, a 

time-frequency analysis was performed at the reconnection point, but also before and after, in order 

to better describe the complexity of the structure changes when reconnecting. 

All in all, the results confirm how important the reconnection is in the stability of the structure. 

Indeed, when vortex rings merge, highly fast changes in velocity are observed, suggesting it is a 

turning point in the structure of the vortex rings. This is confirmed by the drop in vorticity observed 

when they start interacting. Indeed, when the two vortex rings reconnect, their structure is not stable 

anymore. Therefore, they will try to adapt as fast as possible so that they can reach a new stable 

structure, which is a circle, or in other words, a single vortex ring.  

It is also important to discuss the influence of the nozzle spacing and the stroke ratio. First, a 

critical spacing ratio of around 3 was identified. Indeed, above this value, no vortex ring interaction 

was observed. Below 1.5, the results showed the vortex rings are already merged at the jet exit. 

The results also suggest that the most influential parameter is the nozzle spacing, especially for 

𝑆/𝐷0 < 2. However, above this value, the influence of the stroke ratio becomes more important. 

As a result, when 𝐿/𝐷0 decreases, the reconnection point position increases. This can be explained 

by a lower circulation for smaller stroke ratios [90], entailing a slower vortex reconnection. 
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Furthermore, a greater number of experiment repetitions could improve the results, more 

particularly the reconnection point values. For further work, it could be interesting to increase the 

number of nozzle spacings, with a focus on the critical value from which the vortex rings start 

interacting. It can also be interesting to investigate the influence of a trailing jet by generating 

strokes with a ratio 𝐿/𝐷0 > 4. Moreover, the use of Tomographic PIV would be very beneficial 

for a volumetric description of the vortex structure after reconnection. Indeed, when the vortex 

rings start interacting, a stretching occurs, bending the interaction zone in the direction 

perpendicular to the section studied here. Therefore, Tomographic PIV would allow for further 

scrutinizing the velocity and vorticity changes from the reconnection point. Finally, it would be 

worth investigating the influence of other parameters, such as viscosity, the geometry of the nozzle 

exit, a time delay between the two strokes, a difference between the two cylinder diameters, an 

angle between the two jets, or the presence of boundaries. More specifically, particular attention 

should be paid to the physics of twin pulsed jets within an elastic cavity. This would lead to a better 

understanding of the interaction between vortex rings in the cardiac mechanism. 
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Appendix 

A - Velocity fields and vorticity contours for different stroke ratios and nozzle 

spacings 
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B – Vorticity of the vortex cores 
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