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Abstract

Towards Understanding and Expanding Locomotion in Physical and Virtual Realities

Yashas Joshi, Ph.D.

Concordia University, 2023

Among many virtual reality interactions, the locomotion dilemma remains a significant imped-

iment to achieving an ideal immersive experience. The physical limitations of tracked space make

it impossible to naturally explore theoretically boundless virtual environments with a one-to-one

mapping. Synthetic techniques like teleportation and flying often induce simulator sickness and

break the sense of presence. Therefore, natural walking is the most favored form of locomotion.

Redirected walking offers a more natural and intuitive way for users to navigate vast virtual spaces

efficiently. However, existing techniques either lead to simulator sickness due to visual and vestibu-

lar mismatch or detract users from the immersive experience that virtual reality aims to provide.

This research presents innovative techniques and applications to enhance the user experience

by expanding walkable, physical space in Virtual Reality. The thesis includes three main contribu-

tions. The first contribution proposes a mobile application that uses markerless Augmented Reality

to allow users to explore a life-sized virtual library through a divide-and-rule approach. The sec-

ond contribution presents a subtle redirected walking technique based on inattentional blindness,

using dynamic foveated rendering and natural visual suppressions like blinks and saccades. Finally,

the third contribution introduces a novel redirected walking solution that leverages a deep neural

network, to predict saccades in real-time and eliminate the hardware requirements for eye-tracking.

Overall, this thesis offers valuable contributions to human-computer interaction, investigating

novel approaches to solving the locomotion dilemma. The proposed solutions were evaluated

through extensive user studies, demonstrating their effectiveness and applicability in real-world

scenarios like training simulations and entertainment.
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Chapter 1

Introduction

Immersive technologies, such as augmented reality (AR) and virtual reality (VR), have come

a long way since Ivan Sutherland’s pioneering work on the first head-mounted display in 1968

I. Sutherland (1968). Today, A R  and V R  systems are becoming increasingly prevalent in various

aspects of our lives, from entertainment and education to professional training and healthcare. These

advances are made possible by the rapid development of graphics processing units, computer vision

algorithms, and display technologies, allowing for the seamless integration of computer-generated

content with our real-world surroundings Chatzopoulos, Bermejo, Huang, and Hui (2017); A. Dash,

Behera, Dogra, and Roy (2018).

There are numerous platforms for delivering immersive experiences, including mobile devices,

smart glasses, and head-mounted displays (HMDs). The extent to which virtual content is blended

with real-world elements is determined by the Reality-Virtuality Continuum proposed by Milgram

et al. Milgram, Takemura, Utsumi, and Kishino (1995). This continuum ranges from fully real en-

vironments to entirely virtual ones, with various degrees of mixed reality in between Chatzopoulos

et al. (2017).

While A R  and augmented virtuality (AV) focus on incorporating virtual elements into the real

world or the virtual environment, respectively, V R  aims to provide a fully immersive experience,

replacing the user’s field of view with computer-generated content Michael et al. (2019). However,

despite the potential of V R  to revolutionize various aspects of our lives, it also comes with several
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inherent challenges that need to be addressed to ensure seamless, engaging, and comfortable user

experiences.

One of the most critical aspects of V R  is the sense of presence – the feeling of truly being in-

side the virtual environment. Achieving a high degree of presence requires careful consideration

of various factors, including the user’s perception of space, body, and interactions with the virtual

world. To further enhance the sense of presence, developers must design natural and intuitive in-

teraction methods, such as gestural interfaces or natural locomotion, as alternatives to traditional

controller-based interactions.

This thesis investigates one of the most critical aspects of V R  interactions – locomotion. Specif-

ically, it addresses the challenges associated with navigating virtual environments that exceed the

available physical tracked space (PTS) and proposes novel solutions to enhance the user’s sense of

presence, immersion, and comfort.

By delving into the locomotion dilemma in VR,  this research aims to provide insights into the

development of natural and intuitive navigation techniques that can be employed in a wide range of

V R  applications, ultimately enhancing the overall user experience and unlocking new possibilities

for immersive technologies in various domains.

1.1 The Locomotion Dilemma in Virtual Reality

In our initial work with life-sized virtual libraries, we found that the immersive technologies

faced a terrible dilemma that needed immediate attention Joshi and Poullis (2020c). The ability to

move and navigate within a virtual environment is a crucial aspect of the V R  experience. However,

the design and implementation of locomotion techniques in V R  present a unique set of challenges,

particularly when it comes to preserving the user’s sense of presence and immersion while also

ensuring their comfort and safety.

One of the primary concerns in V R  locomotion is the mismatch between the size of the virtual

environment (VE) and the physical tracked space (PTS). In many cases, the V E  is significantly

larger than the PTS, meaning that users must find a way to traverse extensive virtual spaces within

a confined real-world area. Traditional locomotion methods, such as joystick-based movement or
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teleportation, may allow users to navigate the V E  but often result in a reduced sense of presence and

immersion due to their unnatural feel and potential to induce simulator sickness.

Natural walking, on the other hand, provides a more intuitive and realistic mode of locomotion.

By using position tracking through external sensors or inside-out tracking, high-end V R  systems

enable users to navigate virtual environments simply by walking. However, the limited size of the

PTS poses a significant challenge when it comes to providing the illusion of exploring boundless

virtual spaces.

Redirected walking (RDW) has emerged as a promising solution to the locomotion dilemma in

VR.  RDW is a set of techniques that enables users to walk in the real world on paths that differ from

those they perceive in the virtual environment, creating the illusion of exploring vast virtual spaces

within a confined PTS. RDW offers several advantages over other locomotion techniques, including

an increased sense of presence, reduced motion sickness risk, and more natural navigation without

the need for external hardware interactions.

Despite the potential benefits of RDW, there are still many challenges to overcome in its imple-

mentation. Users can become disoriented or concerned about collisions with real-world obstacles,

which can hinder immersion. Additionally, the redirection must be carefully designed to avoid

detection by the user and adapt to the user’s walking pace, which can vary significantly.

This thesis aims to address these challenges by exploring novel RDW techniques and examin-

ing their effectiveness in providing natural, intuitive, and immersive locomotion solutions in VR.

By tackling the locomotion dilemma head-on, we hope to contribute valuable insights to the devel-

opment of future V R  systems and applications that can deliver seamless, engaging, and comfortable

experiences for users.

1.2 Motivation

The growing popularity and advancements in V R  technology have led to a wide range of appli-

cations, including entertainment, education, training, and healthcare. To fully realize the potential

of these applications, it is essential to provide users with a truly immersive and engaging experience.

One of the critical components of achieving this goal is the design and implementation of effective
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locomotion techniques that allow users to explore and interact with virtual environments naturally

and intuitively.

The motivation behind this thesis lies in addressing the limitations and challenges associated

with existing V R  locomotion methods. Traditional techniques, such as joystick-based movement or

teleportation, can hinder immersion and presence due to their unnatural feel, potential for inducing

simulator sickness, and reliance on external hardware. On the other hand, natural walking provides

a more realistic mode of locomotion but is constrained by the limited size of the PTS.

Redirected walking has shown promise as a solution to the locomotion dilemma in VR.  How-

ever, current RDW techniques often require specialized equipment, visual augmentation, or expen-

sive eye-tracking hardware. This thesis is driven by the desire to develop novel, accessible RDW

techniques that can be applied without reliance on additional equipment or visual alterations, while

still providing an immersive, comfortable, and natural locomotion experience.

Our article, ”Portal to Knowledge: a Virtual Library using Marker-less Augmented Reality

System for Mobile Devices” Joshi and Poullis (2020c), published in SPIE AR/VR/AR, in 2020, un-

knowingly explored the divide-and-rule method to tackle the locomotion dilemma in mixed reality.

By dividing virtual environments into smaller chunks and mapping them repeatedly onto the avail-

able physical space, the application allowed users to navigate each chunk one at a time Joshi and

Poullis (2020c) while furnishing an illusion of exploring a far bigger virtual space. Therefore, the

application served as a foundation for understanding the locomotion dilemma and offered a practi-

cal solution for exploring virtual spaces, paving the way for further developments presented in this

thesis. This article is included in the appendix A  of this thesis.

By exploring innovative solutions to the challenges of V R  locomotion, this thesis aims to con-

tribute to the development of more immersive, engaging, and user-friendly V R  systems and appli-

cations. In turn, these advancements have the potential to greatly enhance the experiences of users

across various domains, fostering a more experience-driven global community where the boundaries

between the real and virtual worlds continue to blur.
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1.3 Challenges

Designing and implementing effective redirected walking techniques for virtual reality environ-

ments involve overcoming several challenges, which are discussed in this section.

(1) Limited Physical Tracked Space (PTS): One of the primary challenges in V R  locomotion

is the limited PTS available for users to navigate. Most users have confined spaces for V R

setups, making it difficult to provide a truly immersive experience that allows users to explore

vast virtual environments.

(2) Intrusive Hardware and Visual Augmentation: Many existing RDW techniques rely on

specialized equipment or visual alterations, which can be expensive, intrusive, and deviate

from the content creator’s original vision. There is a need to develop RDW techniques that

do not rely on such methods.

(3) Real-time Adaptation: To effectively redirect users during locomotion, it is necessary to

have real-time, accurate predictions of their actions. Developing systems that can make these

predictions quickly and accurately is a significant challenge.

(4) Maintaining Presence: Ensuring that users remain immersed and engaged in the virtual

environment is crucial for an effective V R  experience. Locomotion techniques should not

compromise the sense of presence or cause discomfort, as this can negatively impact the

overall experience.

(5) Simulator Sickness: Traditional V R  locomotion methods, such as joystick-based movement,

can induce simulator sickness due to the visual-vestibular mismatch. It is essential to design

locomotion techniques that minimize the risk of motion sickness for users.

These challenges motivate the need to explore novel approaches to V R  locomotion and redi-

rected walking, with the goal of improving user experience, accessibility, and overall immersion in

virtual environments.
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1.4 Contributions

This thesis aims to address the challenges discussed in the previous section and makes several

key contributions to the field of virtual reality locomotion and redirected walking techniques. The

major contributions are as follows:

(1) Foveated Rendering-Based Redirected Walking: We develop a new redirected walking

technique that leverages foveated rendering and the psychological phenomenon of inatten-

tional blindness Joshi and Poullis (2020a, 2020b, 2023a). This approach does not rely on

expensive eye-tracking hardware, making it more accessible and cost-effective for a broader

range of users.

(2) Deep Learning-Based Saccade Prediction for Redirected Walking: We investigate the

potential of deep neural networks for predicting saccades during apparent head rotations,

with the goal of developing a more effective and low-budget alternative to eye tracking

for redirected walking. Our neural network-based approach leverages the phenomenon of

change blindness to redirect users without additional eye-tracking hardware Joshi and Poullis

(2023b).

(3) Comprehensive Evaluation and User Studies: To validate the effectiveness of our proposed

methods, we conduct a series of user studies that evaluates the efficacy and performance of

our RDW techniques Joshi and Poullis (2020b, 2020c, 2023b). These studies provide valuable

insights into the effectiveness of our methods in enhancing user experience and immersion in

virtual environments.

(4) Scalability and Accessibility: Our contributions focus on creating redirected walking tech-

niques that are not only effective but also scalable and accessible to a wider audience. By

leveraging the psychological phenomenon of change and intentional blindness, foveated ren-

dering Joshi and Poullis (2020a, 2020b, 2023a), and deep learning Joshi and Poullis (2023b),

we aim to incrementally develop RDW techniques that do not rely on specialized hardware

or intrusive visual augmentation, making them more suitable for widespread consumer use.
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These contributions represent significant advancements in the field of virtual reality locomotion,

addressing the challenges and limitations of existing redirected walking techniques to provide a

more immersive, accessible, and enjoyable user experience.

1.5 Organization

The remainder of this thesis is organized into several chapters, each focusing on a specific aspect

of our research and contributions. The structure of the thesis is as follows:

• Chapter 1 - Introduction: This chapter presents a comprehensive introduction to the thesis,

encompassing the locomotion dilemma in virtual reality, the motivation behind our research,

the challenges we address, and our contributions to the field.

• Chapter 2 - Background and Related Work: This chapter provides an overview of the ex-

isting literature on virtual reality, locomotion techniques, and redirected walking. It discusses

the current state of the art and highlights the challenges and limitations faced by researchers

in the field.

• Chapter 3 - Foveated Rendering-Based Redirected Walking: In this chapter, we present

our foveated rendering-based redirected walking technique. We discuss the underlying psy-

chological principles, the implementation details, and the results of our user studies, demon-

strating the technique’s effectiveness in enhancing user immersion without the need for intru-

sive visual augmentation of the user’s field of view. It is based on our publications Joshi and

Poullis (2020a, 2020b, 2023a).

• Chapter 4 - Deep Learning-Based Saccade Prediction for Redirected Walking: This

chapter delves into our deep learning-based approach for saccade prediction during appar-

ent head rotations. We present the neural network design, the training process, and the results

of our user studies, highlighting the potential of our approach as a low-budget alternative to

eye tracking for redirected walking. It is based on our publication Joshi and Poullis (2023b)

• Chapter 5 - Conclusion: The thesis concludes with a summary of our contributions and their
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impact on the field of virtual reality locomotion. We also reflect on the broader implications

of our work and its potential to shape the future of immersive experiences in VR.

The organization of the thesis enables a logical progression through our contributions, facilitat-

ing a clear understanding of the challenges we address and the solutions we propose for enhancing

locomotion in virtual reality. This structure ensures a comprehensive and coherent presentation of

our research, ultimately leading to a greater understanding of our work and its implications within

the field.
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Chapter 2

Related Work

This chapter provides an overview of influential works and state-of-the-art research most rele-

vant to our research goals. The literature review is organized into sections discussing virtual reality

and the locomotion dilemma, redirected walking, and the assessment methodologies.

2.1 Virtual Reality and The Locomotion Dilemma

Virtual Reality (VR) technology enhances our visual perception by entirely replacing real-world

images with contextual, computer-generated information. The first example of V R  can be traced

back to 1968 I. Sutherland (1968), when Ivan Sutherland developed the immersive headset for the

Sword of Damocles, as shown in Figure 2.1. One could argue that this was the first example of

an Augmented Reality (AR) system since its displays were partially transparent R. Azuma et al.

(2001a).

Although virtual reality has been a research topic for several decades, the term gained popularity

when Jaron Lanier developed the Dataglove, as shown in Figure 2.2. By incorporating ultrasonic and

magnetic hand position tracking technologies, the Dataglove successfully operated as a hand gesture

interface device for NASA in its Virtual Interface Environment Workstation (VIEW) system Fisher,

Wenzel, Coler, and Mcgreevy (1988). Lanier also developed the first-of-its-kind virtual reality

head-mounted display, the EyePhone Darken et al. (1986), in 1986, making it the first commercially

available V R  solution. Today, consumer-centric solutions range from mobile-based V R  experiences
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Figure 2.1: Ivan Sutherland wearing the first ever A R  headset developed in 1968 I. Sutherland
(1968)

to additional accessories like haptic gloves Xiong et al. (2022) and full-body haptic suits Weber et

al. (2022).

2.1.1 The Locomotion Dilemma

Although locomotion is not the primary goal of virtual reality, it is considered one of the most

critical components of interaction since it is crucial for navigating virtual worlds Cherni, Metayer,

and Souliman (2020). If physical and virtual environments match each other, users can easily nav-

igate the virtual space by simply walking. However, exploring a Virtual Environment (VE) larger

than the available Physical Tracked Space (PTS) requires alternative methods.

Several locomotion techniques rely on pointing devices or walking in place and have become

customary in immersive applications Christou, Tzanavari, Herakleous, and Poullis (2016a). Some

of the most common but unnatural means of locomotion are teleportation Langbehn, Lubos, and

Steinicke (2018) and flying Sikstrom, de Gotzen, and Serafin (2015). Nevertheless, users find these

methods cumbersome and unnatural to work with. These methods also tend to induce disorientation

among users while experiencing V R  Lathrop and Kaiser (2002).
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Figure 2.2: DataGlove and EyePhone HMD being used at NASA Darken et al. (1986)

2.1.2 Hardware-Based Solutions

Popular hardware-based solutions include low-friction surfaces Iwata and Fujii (1996), Virtu-

sphere Medina et al. (2008), omnidirectional treadmill Infinadeck - an omni-directional treadmill

(n.d.), and suspended walking Walther-Franks et al. (2013). For instance, Souman et al. Souman,

Giordano, Frissen, Luca, and Ernst (2010) proposed a solution using an omnidirectional treadmill

algorithm to improve the perception of lifelike walking in VR.  In this work, a position-based con-

troller was used to determine the user’s V R  movement speed to rotate the treadmill accordingly.

However, it usually overshoots when the user suddenly stops and rocks the user back and forth.

Several similar attempts were made to create a perfect omnidirectional treadmill, such as Iwata

(1999) and Darken, Cockayen, and Carmein (1997).

In another example, Fernandes et al. Fernandes, Raja, and Eyre (2003) proposed a solution

consisting of a life-sized hamster-ball-like structure. Following this, Medina et al. Medina et al.

(2008) proposed a similar solution, the Virtusphere. Unfortunately, while each of these techniques

addresses the locomotion dilemma in one way or another, they are cumbersome, complicated, limit

overall freedom of movement, are extremely expensive, and, most importantly, always pose some
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Figure 2.3: Treadmill Infinadeck - an omni-directional treadmill (n.d.)

Figure 2.4: Suspended Walking Walther-Franks et al. (2013)
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Figure 2.5: Virtusphere Medina et al. (2008)

form of accidental threat to the users. Additionally, they need to provide vestibular cues equivalent

to natural walking Razzaque et al. (2001). Figure 2.3, 2.4, and 2.5 illustrate these solutions.

2.1.3 Software-Based Solutions

Software-based techniques are relatively cost-effective and independent of external hardware,

such as the omnidirectional treadmill or low-friction surfaces, which leads to a lower risk of ac-

cidental injury. Using natural walking as the primary form of locomotion in PTS Christensen,

Hollerbach, Xu, and Meek (2000), software-based techniques provide proper vestibular cues and

inertial force feedback, reducing V R  sickness LaViola Jr. (2000). Furthermore, with an increased

sense of presence in the V E  Usoh et al. (1999) and improved spatial understanding Peck, Fuchs,

and Whitton (2011); R. A. Ruddle, Volkova, and Bulthoff (2011), natural walking is considered

the most preferred locomotion technique in virtual reality. However, the main challenge here is the

locomotion dilemma, especially for simulations involving large-scale virtual environments Poullis

and You (2009).
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Figure 2.6: Applying subtle rotations to the V E  to redirect the user Rothacher et al. (2018)

2.2 Redirected Walking

An elegant solution to the locomotion dilemma is redirected walking. As shown in Figure

2.6, the concept of redirected walking is relatively straightforward. Studies have shown that visual

senses often dominate over any other human senses. Therefore, the target object in V E  is slightly

but consistently shifted toward any particular direction. The conflicting visual and vestibular senses

lead the users into subconscious correction through motor commands. Hence, when the solutions

are carefully and strategically designed, the users unknowingly end up taking curved paths in the

PTS without detecting any visual artifacts.
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Figure 2.7: Virtual (blue) and physical (red) paths for a user Razzaque et al. (2001)

Razzaque et al. Razzaque et al. (2001) proposed the concept of ’Redirected Walking’ for the

first time, circa 2001. The authors designed a V R  application simulating a mock fire drill with

predefined tasks for the users. Ambient sounds and prerecorded instructions were played in the V E

to strengthen the immersion. Users followed predefined waypoints inside the application. At every

waypoint, the authors applied scaled head rotations from the users’ HDM to the entire V E  when the

users were looking left and right for the next waypoint. Large rotations applied to the V E  at every

waypoint trick the users into walking back and forth in the PTS while maintaining a zigzag path in

the VE.  These subtle rotations applied to the V E  were enough to convince the users that they had

explored a comparatively larger virtual area than the actual available PTS.

Furthermore, the V E  rotation algorithm employed three separate components; a constant base-

line rotation, a rotation component related to the user’s walking speed, and finally, a rotation pro-

portional to the user’s angular velocity at each waypoint. The maximum of these three rotations

rotates the V E  at any given time. Finally, a fail-safe mechanism is implemented that warns users

about hitting the wall. A  prerecorded message through the virtual radio instructs the users to stop

and look left and right before proceeding with the task. When the user rotates his head to look left

and right, the system will automatically scale the V E  rotations such that the users will now have

an ample amount of space in front of them to walk. Figure 2.7 and 2.8 shows virtual (in blue) and

physical (in red) paths taken by a user during the experiments. We can see that the users walked
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Figure 2.8: Zig Zag path in the virtual environment Razzaque et al. (2001)

along a zigzag path in the V E  (blue) while back-and-forth in the PTS (red).

Since the original concept of redirected walking, several attempts have been made to achieve a

similar effect. Some researchers even tried to achieve this by incorporating physical props Cheng

et al. (2015) or manipulating the entire physical environment E. A. Suma et al. (2011); E. A. Suma,

Lipps, Finkelstein, Krum, and Bolas (2012). However, these solutions failed to gain mainstream

attention due to their dependencies on factors other than the user’s actions. The following success-

ful approaches can mainly be divided into two groups: (a) techniques that use head rotations and

translations to dynamically scale the V E  based on the requirements as in Azmandian, Grechkin, and

Rosenberg (2017); Razzaque et al. (2001); Sakono, Matsumoto, Narumi, and Kuzuoka (2021), and

(b) techniques that partially or fully warp the virtual environment Dong, Fu, Zhang, Wu, and Liu

(2017); Sun, Wei, and Kaufman (2016).

2.2.1 Steering Algorithms

In order to calculate the amount of redirection, two parameters are required: the target direction

of the user (a) in the VE, and (b) in the PTS. There are many methods for predicting the target

direction in V E  ranging from using the user’s past walking direction Zank and Kun (2015), to head

rotations Steinicke, Bruder, Kohli, Jerald, and Hinrichs (2008), and gaze direction Zank and Kun

(2016). As there are spatial constraints in terms of the available PTS, the user must be steered away
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from the boundaries of the PTS i.e. typically walls. To locate the user’s target direction in PTS,

Razzaque proposed a number of related agorithms in Razzaque, Kohn, and Whitton (2005), namely

steer-to-center, steer-to-orbit, and steer-to-multiple-targets: (i) steer-to-center steers the users to-

wards the center of the PTS; (ii) steer-to-orbit steers them towards an orbit around the center of the

PTS; and (iii) steer-to-multiple-targets steers the users towards several assigned waypoints in the

PTS.

In a recent example, Huiyu et al. proposed a Voronoi-based redirection algorithm to generate a

skeleton graph consisting of paths that guide users through certain way-points H. L i  and Fan (2020).

They also proposed a static graph mapping method that adopts relocation and curvature adjustment

to map the skeleton graph of the virtual space to our PTS. In another recent example, Williams et al.

proposed a visibility polygons-based redirection algorithm that uses techniques from robot motion

planning to compute the redirection gains that steer the user on collision-free paths in the physical

space N. L.  Williams, Bera, and Manocha (2021b). The algorithm computes the entire physical

space visible from the user’s perspective and is, hence, walkable. Another ingenious approach by

Williams et al. uses an alignment-based redirection controller to guide users in PTS, such that their

proximity to any object in the physical space closely matches with the objects in V R  N. L.  Williams,

Bera, and Manocha (2021a). In all of the above cases, the user’s direction of movement is constantly

changing, which implies that the amount of redirection must also be constantly computed.

2.2.2 Resetting Phase

The resetting phase is one of the most critical aspects of every RDW technique because users

may always cross the PTS boundaries. In such situations, a full reset generates more walkable

physical space in front of the users.

Several solutions were proposed to address this problem, with the most common being B. Williams

et al. (2007): (i) Freeze-Turn is the method where the field-of-view (FoV) remains unchanged while

the users turn towards walkable space in the PTS, (ii) Freeze-Back-up is the method where FoV

remains unchanged while the user backs-up from the boundary making enough room to continue

walking, and (iii) 2:1 Turn is the method where twice the rotational gain is applied to the user’s

head rotations. For example, if the user turns by 180◦, a rotation of 360◦ is applied in the opposite
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direction.

Furthermore, most of the redirected walking techniques follow a stop-and-go paradigm where

if the user crosses a boundary, he/she will have to perform a full reset to generate more walkable

space in front Azmandian et al. (2017). We follow the same paradigm for our work.

2.2.3 Natural Visual Suppressions

The human visual system is not perfect. Due to several involuntary actions, humans face tempo-

rary blindness frequently O’Regan, Deubel, Clark, and Rensink (2000); Rensink (2002); Rensink,

O’Regan, and Clark (1997). These involuntary actions are called visual suppressions. Saccades and

blinks are two of the most common involuntary visual suppressions Volkmann (1986). Saccades are

incredibly unpredictable, rapid, and ballistic eye movements that occur when we abruptly shift our

fixation point from one object to another Bahill, Clark, and Stark (1975). These are frequent and

fast eye movements. While blinks are much less frequent and slower. In each scenario, our visual

perception is suppressed before, during, and after performing the act Volkmann (1986); Volkmann,

Riggs, and Moore (1980).

2.2.4 Change Blindness

Change blindness is a fascinating psychological phenomenon where individuals fail to notice

significant changes in their visual environment, despite being convinced that they are paying close

attention Rensink (2002). This cognitive illusion reveals the limitations of our perceptual and atten-

tional systems and has significant implications for understanding how our brains process the visual

world.

Change blindness occurs due to the selective nature of attention and the limitations of our visual

short-term memory. Our brains are constantly bombarded with a vast amount of visual information,

and as a result, we can only focus on a small fraction of it at any given time. Several studies have

shown that users fail to perceive life-sized changes, like the changing positions of doors and walls,

while immersed in a V E  Steinicke, Bruder, Hinrichs, and Willemsen (2011); E. A. Suma, Clark,

Finkelstein, and Wartell (2010). When a change occurs outside our focus, it often goes unnoticed.

Furthermore, our visual short-term memory can only hold a limited amount of information, and it
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Figure 2.9: Rotating the V E  during the change blindness induced from eye blinks Langbehn and
Steinicke (2018a)

is prone to interference, making it difficult to detect changes that occur between brief interruptions

or changes in viewpoint Rensink et al. (1997).

2.2.5 Blink-Induced Change Blindness for Redirection

Researchers exploit this limitation in a human’s ability to perceive a change in the visual scene,

especially during visual suppressions like blinks and saccades, for redirection. Due to the domi-

nance of the visual sense over the other human senses, the redirection techniques that partially or

fully wrap the V E  focus mainly on reducing the effect of subtle visual distractions resulting from

repeated redirections by hiding them behind the visual suppressions Volkmann (1986). One such

technique is proposed by Langbehn et al. Langbehn and Steinicke (2018a) that leverages the change

blindness induced due to naturally occurring blinks to update the V E  and redirect the user, Figure

2.9.

The change blindness induced from blinks lasts much longer than the ones due to saccades,

making it easier to detect even with readily available off-the-shelf eye trackers. This temporary

blindness typically lasts about 100 to 400 ms Ramot, Daniel (n.d.), which is enough to make rota-

tional or translational adjustments to the VE. Authors in Langbehn and Steinicke (2018a) performed

extensive experiments to determine the thresholds of rotational and translational gains that can be

applied to the V E  during a blink without any noticeable visual artifacts. According to O’Regan et al.

O’Regan et al. (2000), the longer the suppression, the higher the thresholds, i.e., more redirection

per blink.
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Figure 2.10: Positive rotation offsets for experiment 1 Langbehn and Steinicke (2018a)

Langbehn et al. designed two experiments to determine thresholds for each rotational and trans-

lational gain during an eye blink. Sixteen participants with normal or corrected to normal vision

performed each of these experiments. In the first experiment, rotational offsets of � {0, ±3,  ±6,

±9,  ±12, ± 1 5 }  degrees on each axis (”up”, ”right” and ”forward”) were applied to the V E  during a

blink. At the end of each trial, participants answered a two-alternative forced-choice question about

the direction of V E  rotation. The answer could be either ”left” or ”right” for the ”up” axis (yaw).

Similarly, participants also answered questions for rotation on other axes, i.e., ”right” axis (pitch)

and ”forward” axis (roll). Every participant repeated each trial six times. Figure 2.10 shows all the

possible positive offset rotation directions i.e., {3, 6, 9, 12, 15}. Likewise, all the possible negative

offset rotation directions are just the opposite of the ones shown in the figure. Subsequently, all the

first experiment procedures were repeated for translation instead of rotation in the second experi-

ment. I.e., for each trial, a translation offset of � {0, ±3,  ±6,  ±9,  ±12, ±1 5 }  cm was applied to the

VE. Similar to figure 2.10, figure 2.11 shows all the possible positive translation offset directions.

Upon examining the data collected from the first experiment, the authors found that since hu-

mans are used to identifying rotations on the ”up” axis, the yaw’s detection threshold was maximum

at 5.3 degrees. While for the ”right” (pitch) and ”forward” (roll) axes, the detection thresholds were

2.1 degrees and 3.5 degrees, respectively. Similarly, from the second experiment, the detection

threshold for translation along the forward axis was maximum at 8.7 cm since humans are used to

seeing translations on this axis. Furthermore, the translation thresholds for the ”right” and ”up’ axis
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Figure 2.11: Positive translation offsets for experiment 2 Langbehn and Steinicke (2018a)

were 4.5 cm and 4 cm, respectively.

These results are significant since the authors also performed a final confirmatory study with 5

participants to prove the hypothesis of an application in redirected walking. Participants performed

a trial ten times of walking along a curved path. They blinked at every ”beep” sound played via

headphones. During each trial, the system randomly played the beep twice and applied a rotation

gain of 5 degrees during one of the two blinks. Figure 2.12 shows the real and virtual paths during

this confirmatory study. To the authors’ satisfaction, participants could not detect these gains and

confirmed the hypothesis. However, since the blinks do not occur as frequently as saccades, there are

still many future research opportunities. A  study performed by Bentivoglio et al. Bentivoglio et al.

(1997), circa 1997, showed that an average person blinks at an average rate of 17 times per minute,

whereas the rate of saccades typically goes up to 1 per second. Hence, using saccades instead of

blinks will provide more opportunities for redirection and, therefore, an even better performance.

2.2.6 Saccade-Induced Change Blindness for Redirection

Naturally occurring saccades are ballistic eye movements that a person makes to change the

focus from one object to another. For a short period before, during, and after these rapid eye

movements, even healthy humans a functionally blind. This temporary blindness induced from

saccades is much quicker as compared to blinks. They typically last 100-200 ms, with the eyes’

angular speeds reaching up to 900◦/s Bahill et al. (1975). However, according to Langbehn et al.
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Figure 2.12: Real and virtual paths during the confirmatory study Langbehn and Steinicke (2018a)

Langbehn and Steinicke (2018a), and Bentivoglio et al. Bentivoglio et al. (1997), saccades have

lower detection thresholds and are much more frequent than blinks. Therefore, more redirections

per unit time are possible when using change blindness induced due to saccades instead of blinks as

the visual masks to hide redirection artifacts. Sun et al. in Sun et al. (2018) leveraged the perceptual

blindness occurring before, during, and after the saccades to update the V E  over several frames. In

this section, we present an overview of the redirected walking technique implemented in Sun et al.

(2018), followed by a discussion on its importance and limitations, Figure 2.13.

Sun et al. in Sun et al. (2018) conducted several experiments to determine the rotational thresh-

old for saccade and evaluate their proposed redirected walking technique. To estimate the rotational

thresholds for saccades, participants immerse themselves in state-of-the-art V R  experiences like

”Van Gogh Room,” ”NVIDIA V R  Funhouse,” and ”The Brookhaven Experiment” for 10 minutes

straight in a pilot study. During their experience, subtle gaze rotations are applied to the V E  at

every saccade detected. Using subjective feedback about the visual artifacts like ”Yes, I  noticed

something in the camera orientation”, or ”No, I  do not. They are all the same”, the authors adjusted

rotations to determine the optimum threshold with no observable visual artifacts. Results indicated
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Figure 2.13: Leveraging saccades to apply subtle rotations to the VE.  (a) Left: visual distractions to
stimulate saccades, and (b) Right: paths in physical (blue) and corresponding virtual (orange) space
Sun et al. (2018)

that participants were unable to detect rotations less than 12.6◦ for saccades with an angular velocity

of more than 180◦/s. This rotation threshold is also linearly scaled with longer saccades Bolte and

Lappe (2015) and used for the redirected walking process.

The redirected walking process in Sun et al. (2018) is performed in three main steps: saccade

detection, dynamic path planning, and subtle gaze directions. A  saccade is first detected using high-

speed eye trackers fitted inside the HMD. Next, the current angular velocity of the users’ gaze is

estimated using gaze positions from the previous two frames. The system then assumes a saccade

if this velocity goes above 180◦. Once a saccade is detected, the dynamic path planning algorithm

computes the required redirection considering static boundaries and moving obstacles. This algo-

rithm uses an importance-based dynamic sampling mechanism focusing on objects closer to the

users and in front of them. Since this process runs on GPU, with multiple threads running in par-

allel to compute the local importance sampling, it only takes one frame to determine the amount of

redirection. Finally, image-space as-well-as object-space subtle gaze directions, as shown in figure
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Figure 2.14: Image-space and object-space subtle gaze directions Sun et al. (2018)

2.14, help increase the frequency of redirection by stimulating artificial saccades. Image-space dis-

tractors stimulate saccades by temporally modulating pixels around the high-contrast regions in a

frame far from the user’s current gaze direction. On the other hand, object-space subtle gaze direc-

tions modulate the luminance of textures on particular objects in the scene. Upon completing these

three steps, the system applies a rotation to the V E  over several frames.

Sun et al. performed two experiments to evaluate their proposed technique. The first experiment

compared the redirections using head-rotations, saccades, and saccades with image-space subtle

gaze directions. The experiment showed a significant effect of using saccades over head-rotations,

with an average of 68.7% reduced errors. However, contrary to the literature suggesting the benefits

of visual distractors Peck et al. (2011), results from this experiment showed no significant effect

of using image-space distractions on redirection. Furthermore, another experiment was devised to

compare the effects of image-space and object-space subtle gaze directions on redirection. Results

show that the difference between image-space and object-space subtle gaze direction techniques is
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not statistically significant. Nevertheless, using both in conjunction showed a significant improve-

ment in redirection than using either image-space or object-space gaze directions.

Although introducing subtle gaze directions can increase redirection opportunities, it also acts

as a common disadvantage. Introducing artifacts in the rendered image distracts the user’s attention

and forces them to look away. Figure 2.13 (left) clearly shows the artifacts (small contrasting flashes

in the rendered image) for saccade stimulation. The image-space subtle gaze directions, however

subtle, are continuously flashed inside the users’ field of view and are disruptive to the cognitive

task at hand. These continuous distractions can easily break the immersion.

2.2.7 Dynamic Foveated Rendering

The concept of foveated rendering was first introduced by Reder in 1973 Reder (1973). It is

a technique that drastically reduces GPU workload while providing undistinguishable V R  experi-

ences. Small changes in our peripheral vision are imperceptible to humans. Thus, the area of the

image corresponding to the peripheral vision is rendered at a much lower resolution. In contrast,

the area corresponding to the foveal vision is rendered at full resolution Patney et al. (2016).

Although in the past decade, researchers have proposed many software-based techniques to sim-

ulate perceptually-guided foveated rendering He, Gu, and Fatahalian (2014); Patney et al. (2016);

Stengel, Grogorick, Eisemann, and Magnor (2016); Sun et al. (2018). However, with the recent

introduction of Nvidia’s Variable Rate Shading NVIDIA (2018), foveated rendering is supported at

a hardware level and integrated into the rendering pipeline. This integration has reduced latency

and aliasing effects close to zero, as demonstrated by the real-time visualization platform ZeroLight

O’Connor, Chris (2018). As a result, we implement dynamic foveated rendering in our projects to

reduce GPU workload and get real-time performance.

2.3 Assessment Methodologies

User studies with specific research questions and hypotheses must be designed and conducted

to determine the efficacy of any redirected walking technique. Valuable data is gathered from the

tasks performed and questionnaires filled by the participants during these experiments, which can

25



be used to evaluate any proposed technique Langbehn and Steinicke (2018a). The data collected

is either subjective or objective. Subjective data is collected from the questionnaires filled before

and after performing any predefined task. For example, Sun et al. Sun et al. (2018), and Langbehn

et al. Langbehn and Steinicke (2018a) both used subjective feedback as one of their evaluation

factors. On the other hand, objective data is collected indirectly by saving the values of predefined

variables during the experiments. Both subjective as-well-as objective data is then analyzed to

confirm whether or not it supports the proposed hypothesis. Techniques like Analysis of Variance

(ANOVA) identify the disparities observed between different variables in the collected data Bolte

and Lappe (2015). This chapter presents critical measures for evaluating any redirected walking

technique used in the reviewed literature.

2.3.1 Experiment Design and Evaluation

User studies are designed using either within-subjects or between-subjects approaches. In the

within-subjects approach, data is collected from all the participants performing every task. While

in the between-subjects approach, each participant performs a single task so that only one user

interface is exposed to the user. For example, in the first experiment performed by Langbehn et

al. Langbehn and Steinicke (2018a), each participant had to perform trials for all the predefined

rotational and translational offsets. Hence, the experiment followed a within-subjects approach.

Hypothetically, in the case of a between-subjects setting, each participant would have performed

trials with only a single offset. However, since the primary goal of this experiment was to compare

rotational and translational offsets and determine a threshold for the maximum tolerable rotation

and translation gain, using a between-subjects approach did not make any sense. Therefore, either

of these approaches could be selected to design a user study depending on the scenario.

The within-subjects approach significantly reduces the number of participants to gather the re-

quired data points. Subsequently, it will also reduce the cost of the user study. Additionally, since

within-subjects design minimizes the random noise, it is also less likely that an existing real dis-

parity between the predefined tasks will remain obscured Maxwell and Delaney (2018). The works

of both Langbehn et al. Langbehn and Steinicke (2018a), and Sun et al. Sun et al. (2018), use

the within-subjects approach in their experimental setups. Langbehn et al. use this approach to
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determine the rotational thresholds for blinks, whereas Sun et al. use it to evaluate their proposed

redirected walking techniques.

Langbehn et al. Langbehn and Steinicke (2018a) and Steinicke et al. Steinicke et al. (2011) also

use Two-Alternative Forced-Choices tasks or 2-AFCT for their experiments. In this experimental

setup, the participants only have two possible answers choices, out of which only one is correct.

For example, in the first experiment performed by Langbehn et al. Langbehn and Steinicke (2018a),

participants only had two choices for every question, i.e., ”Left” and ”right” for rotation on up and

forward axes, and ”up” and ”down” for rotation on the right axis.

2.3.2 Participants for the User Study

Determining the sample size for the study is a crucial step in the evaluation process. Calculat-

ing the number of required participants to support the hypotheses beforehand helps avoid swaying

towards the early trends. By doing this, we can also determine the demographics of the group based

on our requirements. ”G*Power,” a tool proposed by Faul et al. Faul, Erdfelder, Lang, and Buch-

ner (2007), can calculate the sample size depending on various dependent or independent statistical

variables involved in the study.

2.3.3 Evaluation

Once all the user studies have been performed and the necessary data is collected, an in-depth

analysis identifies disparities among different variables. Many statistical tests like Z-test, t-test,

ANOVA test, and chi-square test help determine subtle disparities in the data. Both Langbehn et al.

Langbehn and Steinicke (2018a) and Sun et al. Sun et al. (2018) use ANOVA as their evaluation

method. These tests compare means across one or more variables to identify the statistical signifi-

cance in the obtained results. These variables are dependent on repeated observations. For example,

Sun et al. Sun et al. (2018) use ANOVA to determine the statistical significance of the differences

between independent variables obtained for the evaluation factors like saving ratios and saccadic

angular gains observed during the experiments.
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ξ =
1 −
R

2.3.4 Evaluation Factors

Regarding the works reviewed in chapter two, we discuss some of the main evaluation factors

used to distinguish the proposed techniques from other alternatives.

ϵ (P r )
ϵ (P v )

h(t)dt (1)

Saving Ratio: For the redirected walking technique presented by Sun et al. Sun et al. (2018),

authors compared the error areas (i.e., the combined area outside the PTS and inside the obstacles

as shown in Figure 2.15) for both physical (Pr - redirected walking enabled) and virtual (Pv -

equivalent physical path with redirected walking disabled) paths shown in Figure 2.13 (Right). The

total head rotations then normalize this ratio of the error areas to produce the Saving Ratio. The

saving ratio ξ is computed using Equation 1. h(t) is the user’s head rotations angle at time frame

t, and ϵ(Pr ) and ϵ(Pv ) are the error areas for physical and virtual paths respectively. Higher saving

ratios indicate effective redirection.

Saving ratios observed by Sun et al. Sun et al. (2018) in their first experiment were as follows,

the average saving ratio for saccadic redirection was 3.39e-3 (SD = 1.98e-3), and the average sav-

ing ratio for only head rotations was 2.01e-3 (SD = 1.95e-3). The authors obtained a statistically

significant difference between these saving ratios and their effect on redirection. It was also evident

that this effect was positive since the saving ratio for saccadic redirection was more significant than

the saving ratio for non-saccadic (only head rotations) redirection.

The saving ratio is an excellent measure to evaluate any redirected walking technique; however,

it has one limitation. Since it depends on the error area calculated for virtual as-well-as physical

paths, it will fail when the PTS is confined by physical bounds, like walls, as the users will not be

able to walk outside.

Saccadic Angular Gain: Saccadic angular gain is the average rotation applied to any V E  during

the change blindness induced by one saccade. Typically a system that can handle massive saccadic

angular gains is considered a sound redirected walking system since larger rotations applied to the

V E  per saccade lead to more redirection. Sun et al. Sun et al. (2018) used this evaluation factor to

distinguish the effects of both image-space and object-space, subtle gaze directions on redirection.
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Figure 2.15: Total error area for the orange path is shown stripped Sun et al. (2018)

They noticed that using both types of gaze directions in conjunction leads to higher saccadic angular

gains and more redirection.

Subjective Feedback: Subjective feedback refers to asking subjective questions about the im-

mersive experience and the perception of the visual artifacts due to repeated redirection. These

questions are often asked in a post-test questionnaire at the end of the experiments. This subjective

feedback provided by the users contains the most valuable data as it explores their perception of

redirection during the experiments. For example, both Sun et al. Sun et al. (2018) and Langbehn

et al. Langbehn and Steinicke (2018a) relied on this evaluation factor to determine the efficacy of

their proposed redirected walking techniques.

Simulator Sickness: The feeling of motion sickness (nausea, dizziness, and vertigo) induced

by the tasks at hand while immersed in V R  is called Simulator Sickness. Contradictory visual and

vestibular cues induced by the immersive experience lead to simulator sickness. A  method proposed

by Kennedy et al. R. S. Kennedy et al. (1993) quantifies the measure of a participants’ simulator

sickness using a Simulator Sickness Questionnaire. Both state-of-the-art works presented in the

report, Langbehn and Steinicke (2018a) and Sun et al. (2018), have chosen the simulator sickness as

an evaluation factor to quantify their participants’ comfort level during the experiments. Langbehn

et al. Langbehn and Steinicke (2018a) reported an increase in the simulator sickness scores among

their participants after each experiment, while Sun et al. Sun et al. (2018) reported a decrease in

their simulator sickness scores compared to the warping-based approach Dong et al. (2017).
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Chapter 3

Inattentional Blindness for Redirected

Walking Using Dynamic Foveated

Rendering

In this chapter, we introduce a rotation-based redirection technique that leverages dynamic-

foveated rendering and the psychological phenomenon of inattentional blindness induced by a cog-

nitive task. This work is based on our paper ”Inattentional Blindness for Redirected Walking Using

Dynamic Foveated Rendering” Joshi and Poullis (2020b), published in IEEE  Access. This method

supports open-world environments and enables users to walk freely while maintaining high levels

of immersion. Key contributions of this work include the development of the rotation-based redi-

rection technique, the integration of dynamic-foveated rendering, the use of inattentional blindness

and the evaluation of the method’s effectiveness through extensive user studies. Although this work

relies on the eye trackers embedded within the V R  headset for foveated rendering, it further expands

the scope of V R  navigation solutions, addressing the challenges of physical space limitations and

enhancing the user’s sense of presence in large-scale open-world virtual environments. The work

has also been published as a full US and Canadian patent Joshi and Poullis (2023a), and as a poster

Joshi and Poullis (2020a) at ACM SIGGRAPH 2020, included as appendix B  and C, respectively.
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3.1 Abstract

Redirected walking is a Virtual Reality(VR) locomotion technique which enables users to navi-

gate virtual environments (VEs) that are spatially larger than the available physical tracked space.

In this work we present a novel technique for redirected walking in V R  based on the psycholog-

ical phenomenon of inattentional blindness. Based on the user’s visual fixation points we divide the

user’s view into zones. Spatially-varying rotations are applied according to the zone’s importance

and are rendered using foveated rendering. Our technique is real-time and applicable to small and

large physical spaces. Furthermore, the proposed technique does not require the use of stimulated

saccades but rather takes advantage of naturally occurring saccades and blinks for a complete re-

fresh of the framebuffer. We performed extensive testing and present the analysis of the results of

three user studies conducted for the evaluation.

3.2 Introduction

Since the early days of virtual reality researchers have been investigating ways of navigating

virtual environments that are spatially larger than the available Physical Tracked Space (PTS). A

number of locomotion techniques relying on pointing devices or walking in-place were proposed

which have since become customary in V R  applications Christou et al. (2016a); but as could be

expected, users find these methods rather cumbersome and unnatural. The concept of redirected

walking was then introduced circa 2000 Moshell (1999) as a more natural way of navigating VEs,

albeit with many restrictions on the shape and size of the physical and virtual spaces.

A  number of approaches have since been proposed for implementing redirected walking. Hardware-

based techniques e.g. omni-directional treadmills Souman et al. (2010), virtusphere Medina et al.

(2008), are not only an expensive solution to this problem but also fail to provide inertial force

feedback equivalent to natural walking Christensen et al. (2000).

In contrast, software-based techniques are more cost effective and typically involve applying

perceptually subtle rotations to the V E  causing the users’ to unknowingly change their walking

direction. Applying these rotations to the VE,  however subtle, can negatively impact the sense of

immersion of the user. The reason for this is because these techniques either employ warping which
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introduces visual artifacts and distortions in the V E  or even simulation sickness Dong et al. (2017),

or rely on forcing the user to look away by stimulating saccades in order to update the environment

during a rapid eye movement as in Sun et al. (2018).

In this work, we address the problem of redirected walking and present a novel technique based

on the psychological phenomenon of inattentional blindness. Inattentional blindness refers to the

inability of an individual to see a salient object in plain sight, due to lack of attention. The phe-

nomenon was popularized in a world-famous awareness test described in D. J. Simons and Chabris

(1999) 1 in which participants were asked to watch a video and count the number of times a bas-

ketball is passed between the 6 people shown in the video wearing a white shirt. During the video

a person dressed as a gorilla walks from right side of the screen to the left, passing through the

people playing basketball, and at one point stopping to beat its chest. At the end of the experiment

participants were asked to state the number of passes, and whether they noticed anything different

in the video; the majority of which reported that they hadn’t noticed anything out of the ordinary

i.e. the gorilla walking and beating its chest.

We exploit this phenomenon and further strengthen its effect with foveated rendering. Foveated

rendering is a rendering technique whose primary objective is to reduce the rendering workload.

Using eye tracking the user’s eyes are tracked within the V R  headset in real-time. The zone in

the image corresponding to the foveal vision, i.e. the zone gazed by the fovea which provides

sharp and detailed vision, is then rendered at very high quality. On the other hand, the zone in the

image corresponding to the peripheral vision is rendered at a much lower quality since peripheral

vision lacks acuity albeit it has a wider field of view. This process is performed without causing

any perceptual change to the user. Nowadays, foveated rendering is supported by hardware such

as NVIDIA’s RT X  graphics card series which allows for real-time ray-tracing and hence, real-time

performance.

Our proposed technique applies spatially-varying rotations to the V E  according to the zone’s

importance using foveated rendering to strengthen the effect of inattentional blindness. We present

the results of three user-studies. The first user study was conducted in order to determine the maxi-

mum rotation angle and field-of-view for which participants do not perceive a change. The objective
1Video of the test can be found here: https://www.youtube.com/watch?v=vJG698U2Mvo
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of the second user study was to confirm the results of the first and also verify using only in-situ gaze

redirection that a rotation of the V E  results in an equivalent rotation of the participant in the PTS.

Lastly, the third user study was conducted to evaluate redirected walking using dynamic foveated

rendering during inattentional blindness in a small PTS.

The chapter is organized as follows: Section 3.3 summarizes the state-of-the-art in the areas of

redirected walking and foveated rendering. In Section 3.4 we provide a technical overview of the

proposed technique. The user-study for determining the maximum rotation angle and the field-of-

view of the foveal zone for which change is imperceptible to a user is presented in Section 3.5. In

Section 3.7 we present the results and analysis of our third and final user-study for evaluating the

technique for redirected walking in VR.

3.3 Related Work

Over the recent years many techniques have been proposed relating to interaction in V R  and in

particular, navigation. Below we present a brief overview of the state-of-the-art most relevant to our

proposed technique. The related work is categorized in terms of (a) redirection and VR,  (b) steering

algorithms, resetting phase and natural visual suppressions, and (c) dynamic foveated rendering.

3.3.1 Redirection and V R

One of the most important forms of interaction in V R  is locomotion. Natural walking is the

most preferred (and natural) technique primarily because it provides an increased sense of presence

in the V E  Usoh et al. (1999) and improved spatial understanding Peck et al. (2011); R. Ruddle

and Lessels (2009); R. A. Ruddle et al. (2011) while reducing the signs of V R  sickness LaViola Jr.

(2000). However, the main difficulty of using natural walking as a locomotion technique in V R

is the requirement that the size of the PTS is comparable in size with the VE,  which is often not

the case; especially for simulations involving large-scale environments Poullis and You (2009). To

this day it remains a very active area of research with a particular focus on locomotion techniques

which do not carry, in any degree, the spatial constraints imposed by the physical space over to the

theoretically boundless virtual space.

33



In 2001, Razzaque et al. Razzaque et al. (2001) proposed the concept of ’Redirected Walking’

for the first time. By making subtle rotations to the V E  the users were tricked into walking on a

curved path in the PTS while maintaining a straight path in the VE.  These subtle rotations applied

to the V E  were enough to convince the users that they had explored a comparatively larger virtual

area than the actual available play space.

Since the original concept of redirected walking, a number of attempts were made to achieve

the same effect based on software and/or hardware. Some researchers even tried to achieve this by

incorporating physical props Cheng et al. (2015) or manipulating the entire physical environment

E. A. Suma et al. (2011, 2012). However, these type of solutions failed to gain the mainstream

attention due to their many dependencies on factors other than the actions of the user himself.

Hardware-based approaches were also explored to resolve this problem such as the omnidirec-

tional treadmill Souman et al. (2010), suspended walking Walther-Franks et al. (2013), low-friction

surfaces Iwata and Fujii (1996), walking in a giant Hamster Ball Medina et al. (2008), etc. Souman

et al Souman et al. (2010) proposed a technique using an omnidirectional treadmill algorithm to

improve the perception of life-like walking in the VE.  A  position-based controller was used to de-

termine the speed of the user’s movements in the V E  and to rotate the treadmill accordingly. Several

other attempts were also made to create a perfect omnidirectional treadmill Darken et al. (1997);

Huang (2003); Iwata (1999); Nagamori, Wakabayashi, and Ito (2005) but they are not considered

cost-effective solutions primarily due to the heavy and expensive equipment involved. Following

a similar hardware-based approach, a giant hamster-ball-like structure was proposed by Fernandes

et al in Fernandes et al. (2003) where the user was placed in a human-sized hollow sphere which

could spin in any direction. Another similar prototype was proposed by Medina et al in Medina et

al. (2008). These prototypes, although they are possible solutions to the problem of infinite walking

in VR,  they all lack inertial force feedback. For this reason natural walking is considered to be

the most preferred and natural way for locomotion in V R  Christensen et al. (2000). Moreover, the

multimodal nature of natural walking allows free user movements such as jumping or crouching.

Software-based techniques have also been proposed for achieving the same effect by solely

manipulating the VE.  These can be divided into two groups: (a) techniques that use the user’s head

rotations and translations for scaling the V E  dynamically based on the scenario as in Azmandian
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et al. (2017); Razzaque et al. (2001); Razzaque, Swapp, Slater, Whitton, and Steed (2002), and (b)

techniques that partially or fully warp the virtual environment Dong et al. (2017); Sun et al. (2016).

Due to the dominance of the visual sense over the other human senses, these techniques focus mainly

on reducing the effect of subtle visual distractions resulting from repeated redirection. These visual

distractions are mainly created during the naturally occurring or stimulated visual suppressions

such as a blink or a saccade. Langbehn et al in one of their recent studies Langbehn and Steinicke

(2018a) proposed a redirection technique which leverages the naturally occurring blinks to redirect

the user. The authors performed extensive experiments to determine the thresholds of rotational and

translational gains that can be introduced during the blink. Concurrently, Sun et al in Sun et al.

(2018) leveraged the perceptual blindness occurring before, during, and after the saccades to update

the environment quickly over several frames. A  common disadvantage of these techniques is the

fact that they are disruptive to the cognitive task at hand, since they rely on stimulating saccades by

introducing artifacts in the rendered image to distract the user’s attention.

3.3.2 Steering Algorithms, Resetting Phase and Natural Visual Suppressions

Steering Algorithms: In order to calculate the amount of redirection, two parameters are re-

quired: the target direction of the user (a) in the VE, and (b) in the PTS. There are many methods

for predicting the target direction in V E  ranging from using the user’s past walking direction Zank

and Kun (2015), to head rotations Steinicke et al. (2008), and gaze direction Zank and Kun (2016).

As there are spatial constraints in terms of the available PTS, the user must be steered away from

the boundaries of the PTS i.e. typically walls. To locate the user’s target direction in PTS, Raz-

zaque proposed a number of related agorithms in Razzaque et al. (2005), namely steer-to-center,

steer-to-orbit, and steer-to-multiple-targets: (i) steer-to-center steers the users towards the center

of the PTS; (ii) steer-to-orbit steers them towards an orbit around the center of the PTS; and (iii)

steer-to-multiple-targets steers the users towards several assigned waypoints in the PTS. In Hodg-

son and Bachmann (2013), Hodgson et al proposed the steer-to-multiple-centers algorithm which

is essentially an extension of steer-to-center algorithm. In this case, the steer-to-center algorithm

proved to be working better than this extension. Another experiment performed by Hodgson et al

in Hodgson, Bachmann, and Thrash (2014) showed that the steer-to-orbit algorithm worked better
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in the setting where the directions of walking were limited by virtual objects in the VE.  In all of the

above cases, the user’s direction of movement is constantly changing which implies that the amount

of redirection must also be constantly computed.

Recently, Langbehn et al Eike, Paul, Gerd, and Frank (2017) proposed a redirected walking

technique using predefined curved paths in the VE.  In this experiment, users were instructed to fol-

low the predefined curves inside the V E  and were allowed to change their direction of walking only

when they reached the intersection of their current curve with another predefined curve. Since the

curves were mapped within the PTS, this eliminated the possibility of crossing over a boundary as

long as the user followed the predefined path. In our work, we employ the steer-to-center algorithm

for redirecting the user towards the center of the PTS when a collision is predicted to occur.

Resetting Phase: The resetting phase is one of the most important aspects of all redirected

walking techniques because there is always a small possibility of the user crossing over the boundary

of the PTS. If this occurs, the user has to be stopped and their position has to be reset before starting

to walk again.

Several solutions were proposed to address this problem with the most common being in B. Williams

et al. (2007): (i) Freeze-Turn is the method where the field-of-view (FoV) of the user remains un-

changed while she turns towards the empty space in the PTS, (ii) Freeze-Back-up is the method

where the FoV remains unchanged while the user backs-up from the boundary making enough

room for walking, and (iii) 2:1 Turn is the method where twice the rotational gain is applied to the

user’s head rotations, i.e. if the user turns by 180◦, a rotation of 360◦ is applied so that the user is

again facing the same direction that she was facing before. Visual effects which may result from the

resetting can be addressed with the use of visual distractors as proposed by Peck et al in Peck et al.

(2011).

Furthermore, most of the redirected walking techniques (e.g. Redirected Walking Toolkit Az-

mandian et al. (2017)) follow the stop-and-go paradigm where if the user crosses over a boundary,

and before she starts walking again, she will have to perform an in-situ rotation towards a direction

where there is no obstacle. We follow the same paradigm in our work.

Natural Visual Suppressions: The human visual system is not perfect. Due to several very

frequent involuntary actions, humans face temporary blindness for short periods of time O’Regan
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et al. (2000); Rensink (2002); Rensink et al. (1997). These involuntary actions are called visual

suppressions. Saccades, eye-blinks, the phase of nystagmus, and vergence movements are some of

the involuntary visual suppressions Volkmann (1986). Saccades are the brief rapid eye movements

that occur when we quickly glance from one object to another; eye-blink is a rapid opening and

closing of the eyelids - these eye movement can occur either voluntarily, involuntarily or as a reflex;

the phase of nystagmus is a condition where uncontrolled rapid eye movements occur from side-to-

side, top-to-bottom or in circular motion; vergence movement occurs to focus on the objects with

different depths, one after the other Volkmann (1986). In the following, we review only techniques

employing saccades and eye-blinks since our proposed technique only utilizes these.

Saccades are extremely unpredictable, rapid, and ballistic eye movements that occur when we

abruptly shift our fixation point from one object to the other Bahill et al. (1975). The visual suppres-

sion occurs before, during, and after the saccadic movement Burr, Morrone, and Ross (1994) and

could last for 20-200ms while the speed of these saccadic movements can reach up to 900◦/s Bahill

et al. (1975). Researchers are still trying to identify an exact reasoning behind this involuntary hu-

man behavior Burr et al. (1994); Ibbotson and Cloherty (2009). A  saccade occurs very frequently

and can last for several frames Langbehn and Steinicke (2018a) which makes it possible to render

the updated V E  without the user noticing.

In contrast to the saccades, blinks occur much less frequently and are much slower which gives

more flexibility for reorientation due to the longer induced change blindness O’Regan et al. (2000).

Depending upon the scenario, one blink can give the users a temporary blindness of 100-400 ms

which is much longer than a saccade Ramot, Daniel (n.d.). This makes them easier to detect even

with readily available off-the-shelf eye trackers. Similar to saccades, our visual perception is also

suppressed before, during, and after the opening and closing movements of the eyelids Volkmann

(1986); Volkmann et al. (1980). A  study performed by Bentivoglio in Bentivoglio et al. (1997)

showed that an average person blinks at an average rate of 17 times per minute.

In our work, we leverage this physiological phenomenon to refresh the foveal zone render and

therefore redirect the user multiple times per minute during blinks. Furthermore, we leverage infor-

mation reported in recent studies for determining the maximum rotational and translational thresh-

olds for V R  during blinks and saccades Bolte and Lappe (2015); Langbehn, Bruder, and Steinicke
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(2016); Langbehn and Steinicke (2018a); Sun et al. (2018) to update the V E  and refresh the render

without the user perceiving anything.

3.3.3 Dynamic Foveated Rendering

The concept of foveated rendering was first introduced by Reder in 1973 Reder (1973). This

is a technique which drastically reduces the overall GPU workload while providing the same V R

experiences as before. Foveated rendering leverages the fact that small changes occurring in our

peripheral vision are imperceptible to humans. Thus, the area of the image corresponding to the pe-

ripheral vision can be rendered at a much lower resolution while the area of the image corresponding

to the foveal vision is rendered at full resolution Patney et al. (2016).

Although in recent years researchers have proposed many software-based techniques for sim-

ulating perceptually-guided foveated rendering e.g. He et al. (2014); Patney et al. (2016); Stengel

et al. (2016); Sun et al. (2018), it was until the very recent introduction of Nvidia’s Variable Rate

Shading NVIDIA (2018) that foveated rendering was supported in hardware and integrated into the

rendering pipeline. This integration has reduced latency and aliasing effects close to zero as it was

demonstrated by the real-time visualization platform called ZeroLight O’Connor, Chris (2018).

In this chapter, we employ Nvidia’s V R S  not only for reducing the overall GPU workload but

also for blending foveal and non-foveal (peripheral) zones rendered from two co-located cameras,

respectively.

3.4 Technical Overview

Figure 3.1 shows the pipeline of the proposed technique. Two co-located cameras Camf oveal ,

C amnon−f oveal render the VE.  Based on the results of the first user study we have determined that

the field-of-view for Camf oveal is δ =  60◦ , and the rotation angle applied to the V E  and rendered

from C amnon−f ov eal is 13.5◦ >  θ >  0◦ . A  mask corresponding to δ =  60◦ is applied on the

rendered image of Camf oveal , and the inverse of the same mask is applied on the rendered image of

C amnon−f oveal . The resulting masked renders are then composited into the final render displayed to

the user. As demonstrated by the results of the user studies #2 and #3, the users fail to perceive
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Figure 3.1: The pipeline of the proposed technique involves rendering the V E  from two co-located
cameras Camf oveal with field-of-view δ =  60◦ and Camperipheral with rotation angle 13.5◦ >  θ >
0◦ . As demonstrated by the results of user study #2 the users fail to perceive any visual distractions
or artifacts in the final composite render while they are preoccupied with a cognitive task; which is
almost always the case with V R  applications.
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any visual distractions or artifacts in the final composite render while they are preoccupied with a

cognitive task; which is almost always the case in V R  applications.

3.5 User Study #1: Determining Maximum Rotation Angle and Field-

of-View of Foveal Zone

The efficacy of redirected walking is tightly coupled with the user’s perception of the redirection

taking place. In our first user-study we determine the maximum angle for which the rotation of the

non-foveal zone (i.e. the area in the rendered image corresponding to the peripheral vision) remains

imperceptible by the user.

3.5.1 Application

We designed an immersive V R  application using the HTC Vive Pro Eye HMD with an inte-

grated Tobii Eye Tracker. The application depicted a serene urban city environment in which red

spheres were hidden at random locations. The environment was developed in Unity3D and foveated

rendering was supported using an NVIDIA RT X  2080Ti graphics card. Three zones were specified

for the foveated rendering:

(1) Foveal zone: The foveal zone is the circular area in the rendered image centered at the fixation

point captured by the eye tracker. For rendering, this zone must have the highest quality since

this is where the user’s foveal vision is focused. Thus, pixels in the foveal zone are rendered

with a 1:1 sampling.

(2) Non-foveal zone: The non-foveal zone is the area in the rendered image (complementary to

the foveal zone) which corresponds to the peripheral vision. This zone is of lower importance

than the foveal zone since it is not the main focus of the user’s vision. Hence, pixels in the

non-foveal zone are rendered with a 16:1 sampling.

(3) Transition zone: The transition zone is the overlapping area of the foveal and non-foveal

zones. This zone was introduced after initial experiments had shown that having only the

foveal and non-foveal zones results in sharp boundary edges on the circular area separating
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Figure 3.2: User’s perspective during the user study #1. The foveal zone marked with the orange
circle is rendered at the high quality (1:1 sampling). The non-foveal zone is the complement of the
foveal zone and is rendered at a lower resolution (16:1 sampling)
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them which are immediately perceived by the user. Pixels in the transition zone are rendered

with a 4:1 sampling.

Figure 3.2 shows a frame 2 from the application with the three zones annotated. The foveal zone

corresponding to a field-of-view of δf oveal =  60◦ is marked with an orange circle and is rendered

at the highest quality with 1:1 sampling and no rotation. The non-foveal zone is rendered at a lower

resolution with 16:1 sampling and a rotation of θnon−f oveal =  6◦ .

The transition zone is also shown as the green ring around the foveal zone, rendered with 4:1

sampling. This indicates the overlapping area between the foveal and non-foveal zones for which

alpha-blending is performed at each pixel with Cblended =  αf oveal ×  Cf oveal +  βnon−f oveal ×

Cnon− f ov eal  where βnon−f oveal =  1.0 −  αf oveal , Cblended is the resulting blended color, and

Cf ov eal , Cnon−f ov eal are the foveal and non-foveal colors at a pixel, respectively. This requires two

co-located cameras (with different rotations) in order to render the foveal and non-foveal frames

from which the color values Cf oveal and Cnon− f ov eal  are retrieved. The boundary values [0.0, 1.0]

for αf oveal and βnon−f oveal are also shown in this figure. These coincide with the boundaries of the

transition zone. The field-of-view δtransition corresponding to the transition zone is defined empiri-

cally as an offset to the field-of-view δf oveal of the foveal zone, given by δtransition =  δf oveal + 40 ◦ .

3.5.2 Procedure

The premise of our hypothesis is inattentional blindness which implies that the user’s attention

must be directed towards another cognitive task. Thus, we instructed the participants to perform a

target-retrieval task. More specifically, the participants were asked to search and count red spheres

hidden in the VE.  At each iteration of the experiment, the red spheres were hidden at random loca-

tions. This was done in order to eliminate the possible bias that may be introduced by memorizing

the locations between iterations.

The first user study involved 11 participants (2 females, 18.2%). Average age was 24.64 with

a SD of 2.8. Median of their reported experiences with using V R  devices was 3, and the median

of their experiences with using an eye tracking device was also 3 on a 5-point Likert scale, with 1
2The visible frame in V R  is panoramic and considerably larger than the one shown here. We are showing only the

part of the frame relevant to the discussion.
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being least familiar, and 5 being most familiar. The participants performed this task from a seated

position and were only allowed to rotate their chair in-place. The participants were instructed to

press the trigger button on the Vive controller if and when they noticed a visual distortion or felt

nausea due to simulator sickness. During the experiment, the rotation angle θ of the non-foveal zone

was gradually increased and grouped by increasing order of the field-of-view δ of the foveal zone

i.e. ([(δ1, θ1), (δ1, θ2), . . . , (δ1, θn), (δ2, θ1), . . . , (δ2, θn), . . . ]). Each time the trigger was pressed,

the pair of (δ i , θ i ) was recorded, and then the experiment continued with the now increased field-

of-view δ i + 1  and a reinitialized rotation angle θ1.

The range of values for the field-of-view was 20◦ to 60◦ . The step of each increment was 10◦

after the completion of one cycle of the rotation angle, or until triggered by the user. During a cycle,

the rotation angle ranged from 0◦  to 15◦ and the step of each increment was 1◦  per second.

Preliminary experiments during the design of the application had shown that repeated incre-

ments of the field-of-view of the foveal zone can lead to nausea and severe dizziness. For this

reason, the participants were instructed to take a short break after each cycle of increments of the

field-of-view. Furthermore, the sequence of the cycles i.e. the field-of-view values, was random-

ized for each participant in order to eliminate any bias. Figure 3.2 shows the view from the user’s

perspective during the experiment.

3.5.3 Analysis of results

The results are shown in Figure 3.3. A  cycle of the rotation angle θ � [0◦, 15◦] was performed

for each field-of-view δ � [20◦, 60◦]. The results show that as the field-of-view δ increases the

tolerance for higher rotation angle θ also increases, which can also be confirmed by the exponential

trendlines shown for each participant. For the reasons mentioned above, we select the smallest

rotation angle for which users did not perceive a change associated with the largest field-of-view

for which the majority of the users did not perceive a change (i.e. 9 out of 11). Thus, the ideal pair

values for (δ, θ) is determined to be (60◦, 13.5◦); where 13.5◦ is the maximum allowed rotation

angle.
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Figure 3.3: Participants’ responses for pairs of (δ, θ). We select the smallest rotation angle for which
users did not perceive a change associated with the largest field-of-view for which the majority of
the users did not perceive a change (i.e. 9 out of 11). Thus, the optimal pair values for (δ, θ) is
determined to be (60◦, 13.5◦). The exponential trendlines are also shown which confirm that as the
field-of-view δ increases, the tolerance for higher rotation angle θ also increases.

Simulator Sickness Questionnaire (SSQ)

Upon completing the experiment all participants were asked to complete Kennedy Lane’s Sim-

ulation Sickness Questionnaire (SSQ). The Total Severity (TS) and the sub-scales Nausea, Ocu-

lomotor, and Disorientation were calculated using the formulas from R. S. Kennedy et al. (1993).

Based on the SSQ categorization provided by Kennedy et al. in R. Kennedy et al. (2003), 55% of

the participants reported no signs (TS=0) or minimal signs ( T S <  10) of simulator sickness. All  the

participants completed the test, with 0 dropouts. Upon further analysis, the disorientation sub-scale

had the highest average score of 29.11 with a maximum score of 139.2. This was expected, consid-

ering the fact that the rotation angle was constantly increasing and thus the V E  rendered in the HMD

induces conflicts between the vestibular and visual signals, leading to vestibular disturbances such

as vertigo or dizziness. The results from SSQ responses are summarized in Table 3.1 and Figure

3.4.
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Table 3.1: Results from the responses of SSQ. The Total Severity (TS) and the corresponding sub-
scales such as Nausea, Oculomotor, and Disorientation were calculated using the formulas from R.
S. Kennedy et al. (1993). The majority (55%) of the participants reported no signs (TS=0) or
minimal signs ( T S <  10) of simulator sickness. Highest average score for disorientation as expected.

Scores Mean
Nausea (N)                   11.27
Oculomotor (O)          19.29
Disorientation (D)      29.11
Total Score (TS)         21.76

Median SD Min Max
9.54         14.67        0        38.16
15.16        24.06        0        83.38

0           45.09        0        139.2
7.48 28.47 0 93.5

Figure 3.4: Results from the SSQ scores (Left to right: Nausea, Oculomotor, Disorientation and
Total Severity). The Total Severity and sub-scales such as Nausea, Oculomotor, and Disorientation
were calculated based on the formulas in R. S. Kennedy et al. (1993)
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3.5.4 Discussion

The design of the application of user study #1 involved making a decision on the range of values

for (a) the field-of-view δ for the foveal zone, and (b) the rotation angle θ of the non-foveal zone:

• Range of δ: Humans have a maximum horizontal field-of-view of about 210◦. This is further

reduced to 110◦ by the hardware i.e. maximum field-of-view for HTC Vive Pro.

The foveal and non-foveal zones are by definition complementary to each other. Thus, there

is a tradeoff between the sizes of the foveal and non-foveal zones. If δ is large, then the foveal

zone is large, and the non-foveal zone is small. Having a small non-foveal zone means that

only a small area of the final composite image will be rendered from the non-foveal camera

C amnon−f oveal , as shown in Figure 3.1, leading to smaller possible redirections. When δ

=  60◦ the foveal zone occupies 54.55% of the final composite render, and the non-foveal zone

occupies 45.45% (including a transition zone of 35.45%). Similarly, if δ =  90◦ the

foveal zone occupies 90.91% of the final composite render which does not leave much for the

non-foveal zone. In contrast, if δ is small, then the foveal zone is small and the non-foveal

zone is large. Although this allows for larger redirections, we have found in our preliminary

tests that when δ <  20◦ it can cause severe nausea and simulation sickness.

For these reasons we have selected the range of values δ � [20◦, 60◦] which balances the sizes

of the foveal and non-foveal zones, and is large enough that it does not cause user discomfort.

• Range of θ: Recent experiments reported in Sun et al. (2018) have shown that users cannot

tolerate a rotational angle of more than 12.6◦ in their field-of-view during a saccade having a

velocity of 180◦/sec. Based on this, we have selected the range θ � [0◦, 15◦].

3.6 User Study #2: In-situ Gaze Redirection using Dynamic Foveated

Rendering

The objective of the second user study is twofold:

(1) Firstly, to determine whether a rotation of the V E  by an angle below the maximum (i.e.

θ <  13.5◦) is indeed imperceptible and does not cause simulation sickness.
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(2) Secondly, to experimentally prove with quantitative measures that using the proposed redi-

rection technique with gaze-only (and without walking) the rotation of the V E  results in the

equivalent redirection of the participant in the PTS.

3.6.1 Application and Procedure

An experiment was devised similar to the one in Section 3.5. In contrast to the user study #1,

the participants were only allowed to spin in-situ from a standing position. This change from a

seated to a standing position eliminates the possibility of the participants perceiving any orientation

and navigation cues coming from the orientation of the chair. The participants were given a target-

retrieval task and instructed to retrieve, by directing their gaze to, as many virtual targets (i.e. orange

pumpkins) as possible. The virtual targets disappeared as soon as the gaze direction intersected their

bounding box. The positions of the targets were randomized for each participant.

The duration of the experiment was 60 seconds. Unbeknownst to the participants, in the first

30 seconds there was no redirection applied i.e. θC am n o n − f o v e a l  =  0. This served as a baseline for

participants who had little to no experience in using HMDs. Once accustomed to the VE, during the

following 30 seconds the rotation angle of the V E  was increased at a rate of 6◦/s.

Hence, the hypothesis is that after 30 seconds of a constant smooth rotation of the V E  at a

moderate rate of 6◦/s the participant should face 180◦ away from their initial orientation i.e. the

opposite direction. To prove this, the initial (i.e. at time =  0s) and the final (i.e. at time =  60s)

gaze directions of each participant were recorded. Additionally, before each participant removed

the HMD at the end of the experiment they were asked to face towards what they believed to be

their initial directions in the PTS using visual landmarks from within the V E  to orient themselves.

3.6.2 Analysis of Results

The study involved 11 participants (2 females: 18.2%, average age of 26.27 ±  3.13). Based

on a 5-point Likert scale the medians of their experience with using V R  or any other eye tracking

devices were 3. Five of the participants had not taken part in user study #1 (Participants #2, #3, #6,

#9, #11). After the experiment, the participants completed the SSQ. The angle between the initial

and final gaze directions was calculated for each participant. The average deviation was 171.26◦
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Figure 3.5: Results from the SSQ scores (Left to right: Nausea, Oculomotor, Disorientation and
Total Severity). The Total Severity and sub-scales such as Nausea, Oculomotor, and Disorientation
were calculated based on the formulas in R. S. Kennedy et al. (1993)

(4.77 SD) which means that the participants thought that their initial orientation was towards the

opposite direction. In fact, all participants reported that they did not perceive the redirection and

were surprised by how off their ’sensed’ orientations were.

Simulator Sickness Questionnaire (SSQ)

Based on the scores reported by the participants in the post-test SSQ, the majority of the partici-

pants (55%) showed no signs (TS=0) or minimal signs ( T S <  10) of simulator sickness. The highest

score and average was reported for the sub-scale disorientation although reduced by a factor of 2

from user study #1. This was anticipated since the rotation angle was less than the maximum de-

termined from user study #1. As it can be seen from Figure 3.5, one of the participants (#2) had no

previous experience with V R  and reported perceptual anomalies including difficulty concentrating,

fullness of head and difficulty focusing. The results for the SSQ are summarized in Table 3.2.

Table 3.2: Results from the responses of SSQ for user study #2.

Scores Mean
Nausea (N)                   10.41
Oculomotor (O)           8.27
Disorientation (D)      11.39
Total Score (TS)         11.22

Median SD Min Max
0           15.06        0         47.7
0           12.43        0         37.9
0           17.41        0        55.68

7.48 15.78 0 52.36
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3.7 User Study #3: Redirected Walking using Dynamic Foveated Ren-

dering

The objective of the third user study is to evaluate the efficacy of redirected walking during

inattentional blindness using dynamic foveated rendering.

3.7.1 Application

As previously explained, inattentional blindness refers to the inability of an individual to see

a salient object in plain sight due to lack of attention. This is true for the majority of the V R

applications where the user is actively engaged and preoccupied with a cognitive task e.g. games,

training simulations, etc. Thus, for the purposes of this user study, we designed a first-person V R

game where the objective is to stop an alien invasion. To achieve this the user has to walk through

a deserted urban city to a predefined location indicated by a large purple orb and destroy the alien-

mothership (appearing in the form of a giant brain) while zapping green aliens along the way.

Zapping one alien will award one score point to the player. The green alien enemies are randomly

spawned (and are therefore independent of the orientation of the current redirection) only within

the field-of-view of the user while also making a sound effect. An example of in-game gameplay is

shown in Figure 3.6.

The shortest distance the participants had to travel in the V E  was 42m while the available PTS

has a size of 4 ×  4m2. The PTS is shown as the cyan-colored box in Figure 3.7 and the position of

the user w.r.t. the PTS is indicated with the camera icon. For safety reasons, a resetting mechanism

of 2:1 was implemented. In cases where the game predicts that the user is about to cross over a

boundary of the PTS, it would pause and prompt the user to rotate in-situ by 180◦. During the user’s

rotation, the V E  was also rotated by the same angle but in the opposite direction. The user was then

allowed to proceed with playing the game.

Redirection was primarily performed by blending in real-time the foveal and non-foveal ren-

ders. Furthermore, redirection was also performed during the tracked naturally occurring blinks

and saccades. In contrast to the state-of-the-art Sun et al. (2018), our approach does not stimulate

saccades nor blinks since these are disruptive to the cognitive task at hand.
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Figure 3.6: The game designed for user study #3. The objective is to stop an alien invasion by
walking to a predefined location in the V E  and destroying the alien-mothership (appearing in the
form of a giant brain) while shooting aliens along the way.

Figure 3.7: Examples from two participants’ tests of the experimental condition of user study #3.
The path walked in PTS up to that point is shown in orange color. The corresponding path in the V E  is
shown in blue color. The cyan-colored box indicates the 4 ×  4m2 available PTS and the camera icon
inside the box indicates the location of the user w.r.t. the PTS. Statistics are shown at the top left
corner about the current redirection (measured in degrees), distance traveled in PTS (measured in
meters), number of resets required, and the score at that point in time. For safety reasons the
resetting mechanism of 2:1 was implemented. Steer-to-center algorithm was used for redirecting.
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3.7.2 Procedure

In order to evaluate the efficacy of our technique, a controlled experiment is conducted where

the independent variable being tested is the proposed redirection technique. The participants were

instructed to complete the objective of the game twice: the first time with the experimental condi-

tion i.e. with redirected walking, and after a short break a second time with the control condition

i.e. without redirected walking. For the experiment with the control condition, participants had to

navigate themselves to the destination by relying solely on the resetting mechanism every time they

went out-of-bounds from the available 4 ×  4m2 PTS.

A  sample size estimation with an effect size of 0.25 showed that a total of 25 participants were

required for the experiment. All  the participants were randomly chosen (12% female, average age

of 25.88 years with a SD of 3.06). Based on a 5-point Likert Scale, the median of their experiences

using V R  headsets or any other eye tracking devices was 3.

Before the experiment, participants were briefed on their objective. Instructions were also given

on how the resetting mechanism works in case they are prompted with an out-of-bounds warning

and are required to reset their orientation. Moreover, they were instructed to walk at a normal pace

which will allow them to complete the task along the way. Once both the objectives were completed,

participants were also asked to complete the SSQ R. S. Kennedy et al. (1993). Furthermore, for the

experimental condition, at the end of the first experiment the participants were asked ”Did you feel

the redirection or any other scene or camera modulation during the experience?”.

Figure 3.8: Left to right: ANOVA results for (a) Number of Resets, (b) Distance traveled in PTS,
and (c) Total Time Taken. Confidence Interval = 95%
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3.7.3 Analysis of Results

A  one-way between groups ANOVA (α =  0.05) with repeated measures was performed to com-

pare the effects of with- and without-using the redirection on the dependent variables: (a) number of

resets, (b) distance traveled in PTS, (c) total time taken, and (d) scores. We used partial eta squared

(ηp ) to report the obtained effect sizes for each variable.

Based on the results of Levene’s test Levene (1960), it was found that the outcomes for the

number of resets (F (2.14) =  375.710, p >  0.05), distance traveled (F (1.176) =  0.348, p >  0.05)

and total time taken (F (0.971) =  1.001, p >  0.05) were normally distributed and hence equal

variances were assumed. However, the outcome for scores (F (4.103) =  0.054, p <  0.05) showed

the opposite. As scores violated the homogeneity of variances assumption, the variable was omitted

during the ANOVA analysis.

The results from ANOVA showed a statistically significant difference between the number of

resets when the game was played with- and without- using the proposed redirection technique

(F (1, 48) =  375.710, p <  0.001) with ηp =  0.887. Nonetheless, these results also showed a

statistically insignificant effect of redirection on distance traveled (F (1, 48) =  0.384, p >  0.05; ηp

=  0.008), and total time taken (F (1, 48) =  1.001, p >  0.05; ηp =  0.020). The ηp values shows that

88.7% of the variability in the required number of resets is accounted for by our independent

variable i.e.- redirection. However, the effects on distance traveled and total time taken remains

negligible. The results from this test can be seen in Figure 3.8. The error bars in the graphs shows a

confidence interval of 95%.

Besides this, results of the first experiment also showed that the system applied an average of

1547.55◦ (SD = 152.26◦) of absolute angular gain to each participant’s orientation during the entire

test. An average of 3.15◦ of absolute angular gain was applied per redirection with an average of

1.73 redirections/s. As the participants were cognitively preoccupied with the task of zapping

aliens, they were unaware of this angular gain. Furthermore, since this is a real-time technique and

thus the frames were rendered without additional lagging other than what is typically imposed by

the hardware, none of the participants reported perceiving any scene nor camera manipulation. In

the post-study questionnaire, one of the participant stated that ”I felt like I  was walking straight. I

was completely unaware of my actual movements.”.
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Simulator Sickness Questionnaire (SSQ)

After completing the experiment, participants were asked to fill out an SSQ. Based on the scores

reported, the majority of the participants (80%) showed no signs (TS = 0) or minimal signs (TS <

10) of simulator sickness, and only 8% of the participants reported TS  >  12. The highest score and

mean were reported for the disorientation sub-scale even though the rotation angle was at all times

well within the limits of tolerance as determined by user study #1. This can be attributed to the fact

that the cognitive workload of the task involved in this user study was more demanding than in the

previous user studies. Although this caused an increase in the highest score for disorientation, the

mean decreased when compared to that of user study #2. The median values for all sub-scales, as

before, were reported as 0. Table 3.3 summarizes the results from this SSQ. As it is evident, the

mean scores were dropped significantly from user study #1 and #2.

Table 3.3: Results from the SSQ responses for user study #3. 80% of the participants reported no
(TS = 0) to minimal (T S <  10) signs of simulator sickness

Scores Mean
Nausea (N)                    2.29
Oculomotor (O)           6.67
Disorientation (D)       8.35
Total Score (TS)          6.43

Median SD Min Max
0 5.7          0        19.08

7.58           9.1          0         37.9
0           17.05        0         69.6

3.74 10.04 0 44.88

3.8 Discussion

The results of the user study #3 are indicative of the efficacy of the proposed technique in V R

applications where the cognitive workload on the user is moderate. Examples of such applications

are immersive games, training simulations, cinematic VR,  etc.

Further to exploiting inattentional blindness, and unlike other state-of-the-art techinques, our

technique relies only on naturally occurring saccades and blinks, and not stimulated. This is distinct

from other reported work in the literature and an important advantage since stimulating saccades is

both, disruptive to the cognitive task at hand and increases the effects of V R  sickness. For example,

in Sun et al. (2018) saccades are stimulated by introducing orbs of light in image- and object-

space to forcefully divert the user’s attention in order to perform the redirection. In contrast to
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this, and based on the psychological effect of inattentional blindness, rather than divert the user’s

attention we exploit the fact that the user is fixated on a particular task leading to ”tunnel-vision”-

like focus. This allows us to constantly update in real-time the non-foveal (peripheral) zone without

the user perceiving a change. Metaphorically speaking, the foveal vision/zone acts as an update-

brush of the framebuffer: whenever it moves, based on the tracking of the user’s eyes, everything

within the foveal zone is rendered from the Camf oveal without any rotations being applied, and

everything outside i.e. the non-foveal zone, is rendered from the C amnon−f oveal with a rotation 0 <

θC am n o n − f o v e a l  <  13.5◦ applied to the V E  calculated in real-time based on the required redirection.

The experiment in user-study #3 used a PTS of 4 × 4m2. The results show that even with room-

scale PTS such as the one used, the users were able to walk distances in the V E  which are up to

almost 18× orders of magnitude higher than the longest distance in the PTS (i.e. diagonal of 
√

32).

The maximum recorded distance in our experiments was 103.9m with no resets. Furthermore, the

traveled distance can include long straight walks as shown in Figure 3.7.

3.9 Conclusion and Future Work

In this work, we presented a rotation-based redirection technique using dynamic-foveated ren-

dering which leverages the effect of inattentional blindness induced by a cognitive task. The tech-

nique uses natural visual suppressions such as eye blinks and saccades (without any artificial stimuli)

to make subtle rotations to the V E  without the user’s knowledge. Furthermore, we conducted ex-

tensive tests and presented the results of three user studies. The results confirmed that the technique

is indeed effective and can handle long-straight walks. This allows the users to freely explore open

world VEs.

Currently, our technique only uses rotational gains for redirection. In the future work, we plan

to incorporate translational gains while maintaining the current real-time performance.

Lastly, there is an ample amount of research opportunities in enhancing the redirected walking

systems which include saccade prediction algorithms and using other forms of visual suppression

e.g. phase of nystagmus, etc.
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Chapter 4

SaccadeNet: Towards real-time saccade

prediction for virtual reality infinite

walking

This chapter presents an innovative event-based redirection technique that employs a CNN-

based deep neural network to predict visual suppression resulting from saccades during apparent

head rotations and redirect the users. By capitalizing on these predicted suppressions, the technique

induces subtle rotations to the virtual environment, redirecting the user’s physical walking direction

without compromising their sense of presence in VR.  It is based on our paper, ”Enabling Saccadic

Redirection Through Real-time Saccade Prediction”, invited for publication in the Journal of Com-

puter Animation and Virtual Worlds Joshi and Poullis (2023b), and accepted for presentation at the

36th International Conference on Computer Animation and Social Agents (CASA) 2023. Addition-

ally, due to the page limitations of the publication, some additional images and contents that provide

further context and insights into the research have been included in the Appendix D.

The main contributions of this manuscript include developing a deep-learning-based approach to

solving the locomotion dilemma, and a thorough evaluation of the technique’s effectiveness through

extensive user studies. As compared to our previous work, this research eliminates the need for high-

end V R  headsets with embedded eye trackers and brings us closer to our ultimate goal by providing
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a cost-effective and efficient redirection solution that is compatible with widely available consumer-

grade V R  hardware, thus increasing its accessibility and applicability in various V R  applications.

4.1 Abstract

Our proposed Redirected Walking technique improves on current solutions by leveraging tem-

porary visual disruption caused by saccades for redirection without requiring additional eye-tracking

hardware and enables saccadic redirection on widely used consumer-grade hardware, like mobile

VR.  Using a deep neural network trained on head rotation data, we predict saccades during an

apparent head rotation and apply rigid transformations to the virtual environment for redirection.

This allows users to infinitely walk in a perceived straight direction from within a physical tracked

space of 3.5 x 3.5m2. The three user studies illustrated in this chapter validate our approach and

demonstrate its efficacy.

4.2 Introduction

In recent years, virtual reality (VR) devices have gained immense popularity, thanks to the recent

advancements in graphics processing units (GPUs) and low-cost displays. These devices provide an

immersive experience and allow users to explore vast virtual environments (VE) that often exceed

the size of the available physical-tracked space (PTS). However, navigating these virtual spaces

while maintaining a sense of presence still poses a significant challenge. Traditional approaches,

such as joystick-based locomotion or teleportation, can accomplish the task successfully but breaks

the sense of presence, while physical walking is often limited by the available PTS.

Redirected walking (RDW) offers a more natural approach to locomotion, allowing users to

walk in a straight line in a limited PTS while virtually exploring larger VE.  However, existing

RDW techniques require specialized equipment, such as high-frequency eye-trackers embedded

within the V R  headset, to detect temporary blindness and add subtle V E  rotations to redirect the

users. Additionally, some RDW techniques augment the visual content, which can deviate from

the content creator’s intention, negatively impacting the user’s experience. Thus, there is a need

for RDW techniques that are more accessible and do not rely on additional equipment or visual
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augmentation.

Software-based techniques, such as those introduced by Sun et al. Sun et al. (2018) and Joshi

et al. Joshi and Poullis (2020b), have attempted to augment the visual content presented to the user.

These techniques leverage the natural phenomenon of change blindness and inattentional blindness

to introduce observable artifacts, such as light flashes and subtle peripheral rotations, to redirect

the users. However, they distract the users’ attention from the primary task, and rely on expensive,

integrated eye trackers that are not feasible for widespread consumer use.

To address these limitations, we propose a new RDW technique that leverages the temporary

visual disruption caused by saccades during apparent head rotations for redirection without addi-

tional eye-tracking hardware. Our approach involves using a neural network to predict saccades

during head rotations and apply rigid transformations to the V E  during these saccades. Due to the

lack of specialized hardware and distractions, it provides a cost-effective, immersive solution that

maintains the intended VE ’s fidelity.

In this chapter, we propose and present a comprehensive evaluation of a deep-learning-based

novel RDW technique. Firstly, we explore the relationship between head and eye rotations and

provide evidence that users predominantly fixate around the center of the field-of-view (FoV) while

primarily using head rotations to change their focus. This finding motivated our neural network’s

development, which trains on head rotation data to predict saccades in real-time during an apparent

head rotation. To validate our approach, we conducted three user studies, including one to confirm

the hypothesis, one to collect training data for our neural network, and one to evaluate the perfor-

mance of our RDW technique. We demonstrate that our approach allows users to walk more than

38 meters in a perceived straight direction from within a physical tracked space of 3.5 ×  3.5m2,

while our V E  updates are imperceptible to the users.

4.3 Background &  Related Work

Locomotion is essential to achieving a truly immersive V R  experience, and researchers have

been investigating various techniques to make it more natural and intuitive. Current locomotion

techniques, such as teleportation and flying, require external controllers and gamepads, which can
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break the sense of presence Usoh et al. (1999) and induce simulator sickness LaViola Jr. (2000). In

contrast, natural walking is the most favored form of locomotion due to its intuitive nature, which

also increases spatial understanding Peck et al. (2011); R. Ruddle and Lessels (2009); R. A. Ruddle

et al. (2011). This section provides a detailed review of the most relevant research and state-of-the-

art for RDW.

4.3.1 Redirected walking

Despite the advantages of natural walking, the limited availability of the PTS constrains users

within a finite boundary while the virtual space can be boundless Poullis and You (2009). Redi-

rected walking Razzaque et al. (2001), leverages the dominance of our visual sense over vestibular

or proprioceptive senses Dichgans and Brandt (1978) to manipulate the users’ FoV, resulting in

discrepancies between the physical and virtual paths Langbehn and Steinicke (2018b); Nilsson et

al. (2018); E. Suma, Bruder, Steinicke, Krum, and Bolas (2012). To achieve this, researchers use

various methods to predict target directions in the VE,  including users’ past walking direction Zank

and Kun (2015), head rotations Steinicke et al. (2008), and gaze direction Zank and Kun (2016).

While, algorithms like steer-to-center, -orbit, and -multiple-targets Razzaque et al. (2005) determine

the target direction in the PTS.

Since the inception of RDW, many similar solutions have been developed. Some scaled the

user’s head rotations, and translations Azmandian, Grechkin, Bolas, and Suma (2016); Azmandian

et al. (2017); Eike et al. (2017); Razzaque et al. (2001), while others relied on producing self-

overlapping virtual spaces by partially or fully wrapping the entire V E  Dong et al. (2017); Sun et al.

(2016). More recently, techniques like Langbehn and Steinicke (2018a) and Sun et al. (2018) rely

on subtle V E  rotations during visual suppressions. Humans face temporary blindness from time to

time due to the actions known as visual suppressions Rensink (2002); Rensink et al. (1997). Two

of the most frequent visual suppressions are blinks and saccades. Blinks are the rapid opening and

closing of the eyes, while Saccades are the ballistic eye movements that change focus from one

object to another Volkmann (1986).
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4.3.2 Natural Visual Suppression

With speeds reaching up to 900◦/s Bahill et al. (1975), the temporary blindness during a saccade

can last for 20 to 200 ms Burr et al. (1994). On the contrary, blinks are scarce and more gradual

in comparison. The temporary blindness induced due to a blink can typically last for about 100

to 400 ms Ramot, Daniel (n.d.). Due to change blindness, humans fail to notice subtle changes

introduced during these visual suppressions O’Regan et al. (2000). In addition, humans also make

joint head-eye movements, like smooth pursuits and reflexive, compensatory eye movements such as

vestibulo-ocular reflexive (VOR) eye movements Kothari et al. (2020). These oculomotor behaviors

do not have similar dynamics, i.e., smooth pursuit and VOR movements have lower velocities and

accelerations than saccades. Since the purpose of VOR and smooth pursuit is to keep an object

of interest stable on the retina as the head moves, it becomes challenging to differentiate between

saccades and these other voluntary behaviors using just head rotations; hence a machine-learning

approach to predict saccade during an apparent head rotation is justified.

A  method proposed by Langbehn et al. Langbehn and Steinicke (2018a) leverages blinks to

inject subtle V E  rotations, while Sun et al. Sun et al. (2018) leverages saccades. Both approaches

successfully manage to redirect the users, but the latter relies on stimulating artificial saccades by

flashing orbs in both image and object space, distracting the users from the task at hand. Following

these approaches, Joshi et al. Joshi and Poullis (2020b) proposed a technique that combines the

effects of change and inattentional blindness. The FoV was divided into peripheral, foveal, and

transitional zones and rendered using dynamic foveated rendering. Based on their importance, these

zones are updated one at a time, replacing the entire frame buffer. Finally, they update the foveal

zone using the temporary blindness caused due to naturally occurring saccades.

4.3.3 Reset Mechanism

Although each technique is imperceptible and thus preferable in most cases, overt techniques

are sometimes favored due to safety or practical limitations. Techniques like freeze-back-up, freeze-

turn, and 2:1 turn are some standard approaches proposed by Williams et al. in B. Williams et al.

(2007). Freeze-back-up allows users to step back upon hitting the PTS boundary with a frozen FoV,
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freeze-turn allows users to turn by 180◦ with a frozen FoV, and 2:1 turn allows users to make half

a turn (180◦) in any direction while concurrently making a complete turn (360◦) of the FoV in the

opposite direction. These are mainly used in hybrid systems as a safety reset mechanism when

subtle redirection techniques fail Joshi and Poullis (2020b).

In this chapter, we propose a novel event-based redirection technique that utilizes deep learn-

ing to predict visual suppressions caused by saccades during head rotations. We aim to leverage

this change blindness effect, where subtle changes in the visual field can go unnoticed by the user

due to saccades, and utilize it to perform redirection without the need for specialized eye-tracking

hardware.

4.4 Head-Eye Relationship

The first study investigates the relationship between head and eye rotations during V R  locomo-

tion while users perform a cognitive task that induces repeated head rotations.

In this user study, participants were presented with an immersive V R  environment featuring an

open sky, eliminating directional cues. They were instructed to locate and tag small stationary tar-

gets using a firing wand, which were spawned at a distance of 10 meters and separated by at least

20◦ from each other to ensure purely eye-driven saccades Fang, Nakashima, Matsumiya, Kuriki,

and Shioiri (2015); Stahl (1999). Upon elimination, the targets would respawn in another random

direction. A  score was kept to encourage more target hits. This elicited frequent gaze shifts, re-

sulting in simultaneous head and eye rotations. Participants performed the task five times with one

minute of the task, followed by a one-minute break. The gaze data from each experiment were

recorded to generate a heatmap to analyze average gaze duration within the FoV.

The study involved 12 participants with an average age of 24.54 years and a standard deviation

of 4.38. For each participant, we conducted a pre-test questionnaire to measure the demographics,

and a post-test questionnaire to obtain simulator sickness levels R. S. Kennedy et al. (1993) after the

V R  experience. The participants reported a median of four on a 5-point Likert scale for V R  device

experience.
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Figure 4.1: Heatmaps and bounding boxes. Time spent fixating on the viewport increases from navy
blue to dark red.

4.4.1 Equipment and Safety

The experiments were conducted on a workstation with an Intel(R) Core(TM) i9 - 9900K CPU

@3.60GHz and an NVIDIA RT X  2080 Ti GPU. An HTC Vive Pro Eye with an integrated Tobii

Eye Tracker was used as the primary V R  headset, operating at a frame rate of 120 Hz with eye-

tracking accuracy of 0.5◦ −  1.1◦. Eye calibration for each participant was performed before each

experiment in every user study to ensure accurate gaze estimation. The experiments were approved

by the institution’s Environmental Health and Safety Board (EHS) and the Ethics Research (ER)

board and conducted in accordance with relevant guidelines and regulations, with informed consent

obtained from each participant.

4.4.2 Analysis - Average Foveal Region

Figure 4.1 shows heatmaps for all the participants, indicating the average fixation distribution

in the FoV. The following equation shows the smallest ellipse that encloses all the bounding boxes

from each participant’s heatmap Gartner and Schonherr (1997).

(x  −  0.491)2 (y −  0.451)2

0.282                          0.1442

It marks the average gaze region during a chaotic V R  experience where the users must repeatedly

change their focus and rotate their heads from side to side. It shows that the users mainly focused

around the center of the viewport, indicating saccade-like actions during rapid head rotations. Since
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the human’s horizontal FoV spans roughly 150◦ Glaholt (2016), we hypothesize that when users

rotate their heads in V R  at a velocity of more than 150◦/sec (for multiple frames), it is safe to

assume that the FoV is distorted enough to cause temporary blindness.

4.4.3 Simulator Sickness Questionnaire (SSQ)

We calculated the Total Severity (TS) and its sub-scales (Nausea (N), Oculomotor (O), and Dis-

orientation (D)) using the formulas from R. S. Kennedy et al. (1993). Most participants (83.34%)

reported no significant signs of simulator sickness, with the highest expected average for disorienta-

tion (16.24) due to vestibular disturbances from repeated head rotations. Table 4.1 summarizes the

post-test SSQ responses.

Table 4.1: SSQ responses - Preliminary study

Scores Mean
N                    7.95
O 9.475
D 16.24
T S 12.16

Median        S D         Min      Max
0            16.19        0        57.24

7.58         11.71        0          37.9
0            26.43        0        83.52

5.61         18.19        0        63.58

4.5 Technical overview

To validate our hypothesis and minimize the impact of vestibulo-ocular reflex (VOR) and smooth

pursuit eye movements, we devised a real-time deep neural network that employed head rotation

data to predict saccades and execute redirection. Figure 4.2 shows the system overview of our

technique whereupon predicting a saccade, the V E  is dynamically adjusted in accordance with the

Redirection algorithm, effectively guiding users during the onset period of the anticipated saccades.

This technique was designed and optimized to achieve processing speeds comparable to high-end

eye trackers. In our conclusive user study, we confirmed the effectiveness of our approach in VR,

with users experiencing seamless and uninterrupted redirection without any visual artifacts. Our

results thus demonstrate the immense potential of this approach in providing a highly immersive

and engaging V R  experience.
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Figure 4.2: System Overview

4.6 Data Acquisition &  Learning

The present study proposes a real-time saccade prediction model that is specifically designed

to operate during tracked head rotations. Figure 4.3 illustrates the model architecture, which was

developed using the Pytorch framework. The model consists of four 1D convolutional layers, each

specified with a kernel size of 3, a padding and stride of 1, and a constant width of 10. The con-

volutional layers are followed by a layer to flatten features and four fully connected layers. Given

that our data is a time series, an input window size of nine was chosen, with consecutive samples

selected from the dataset. The first convolutional layer comprised nine input channels and 16 output

channels, while the second, third, and fourth layers had (16, 32), (32, 64), and (64, 128) input and

output channels, respectively. The output of the convolutional layers is then flattened to produce

a 128 x 10 input for the first fully connected layer, which has 1024 output channels. The subse-

quent fully connected layers have (1024, 512), (512, 256), (256, 128), and (128, 1) input and output

channels, respectively.

To address potential vanishing gradients problems, the convolutional layers and the first three

fully connected layers in our model employed a Leaky Rectified Linear Unit (Leaky ReLU) acti-

vation function in the forward pass. On the other hand, the fourth fully connected layer employed
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a Rectified Linear Unit (ReLU) activation function to produce entirely positive values for binary

classification in the final layer. A  Sigmoid activation function was then applied to the output of

the final layer to obtain probabilities between 0 and 1. Finally, the Adam optimizer was used for

backpropagation with a binary cross-entropy (BCE) loss function and a learning rate of 0.001, and

the model was trained over ten epochs with a batch size of 128.

Figure 4.3: Model architecture

4.6.1 Data Acquisition

To gather data for the training, we designed an application similar to that used in our preliminary

study. The primary task remained the same, and the tests were divided into three timed-trials of

five, ten, and fifteen minutes each to minimize the risk of simulator sickness. Following each trial,

participants were allowed a short break as needed. User interactions in this study were consistent

with those of the first study, and participants were subject to the same experimental constraints.

Finally, Kennedy’s sickness simulator questionnaire R. S. Kennedy et al. (1993) was administered

after the immersive experience to quantify the participants’ comfort.

A  cohort of 14 participants, with an average age of 25.86 years and a standard deviation of

4.37, was recruited for the data collection phase. To mitigate any redundancy in data, none of the

participants were involved in the first confirmatory study. The participants had normal or corrected-

to-normal vision, and their self-reported familiarity with V R  devices and eye-tracking devices had

a median rating of four and three, respectively, on a 5-point Likert scale, with one being the least

familiar.
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4.6.2 Learning &  Inference

We used time series data consisting of historical head rotations and a binary value indicating the

onset duration of saccades as the ground truth to train our model. To identify the most effective fea-

tures for saccade detection, we initially computed several hand-crafted features from head rotations.

After careful examination of the impact of each feature on saccade detection, we determined that

the head’s historical fixation direction, angular velocity, and acceleration between three successive

frames were the most pertinent features for training our model. Specifically, assuming f t−2 , f t−1

and f t  denote the last three frames, we filtered the following features:

• ht−2: head rotation at f t−2

• ht−1: head rotation at f t−1

• ht: head rotation at f t

• ∆D y :  Change in direction (ft−1 to ft )

• V2: Angular Velocity (ft−2 to ft−1 )

• V1: Angular Velocity (ft−1 to ft )

• ∆V  : Change in Angular Velocity

• A2: Angular Acceleration (ft−2 to ft−1 )

• A1: Angular Acceleration (ft−1 to ft )

• ∆A :  Change in Angular Acceleration

Given that humans are less sensitive to horizontal changes, we opted to only rotate the virtual

environment horizontally for redirection purposes. Consequently, each of the ten features was mea-

sured along the yaw/y/UP axis. Furthermore, to ensure independence and accuracy, each feature

was recorded separately in world space, i.e., eye-in-world and head-in-world velocities.

During the data collection process, a total of 1,009,667 data points were saved, with each data

point consisting of ten features and the corresponding ground truth labels for saccadic events. In

line with the definition established by Sun et al. Sun et al. (2018), saccadic events were defined

as ballistic eye movements with an angular velocity greater than 180◦/s. Consequently, for the

duration of each saccadic event, the ground truth was set to 1, and for the remainder of the frames,
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Figure 4.4: ROC is plotted against FPR on the x-axis and TRP on the y-axis.

it was set to 0. In addition, as our technique only predicts saccades during apparent head rotations,

any saccadic event that occurs when the head rotation velocity is less than 150◦/sec was excluded

from the dataset. The ground truth was artificially set to 0 for those frames. We established this

threshold in our first user study that confirms the head-eye relationship. The threshold accounts for

smooth pursuit and VOR eye movements. Finally, we trained our binary classification model using

an input window size of nine.

4.6.3 Training, validation, and testing

The dataset was partitioned into three distinct subsets: a training set, a validation set, and a test

set, in an 80:10:10 ratio. Following each epoch of the training process, the model’s predictive ability

was assessed using the validation set, while the final performance evaluation was conducted using

the test set. The validation phase resulted in an average precision of 89.91% and a mean accuracy

of 93.41%, whereas the precision achieved on the test set was 88.72% with an accuracy of 93.51%.

In addition, the model was validated by computing the Area-Under-the-Curve (AUC) of the

Receiver Operating Characteristic (ROC) curve. The ROC graph was plotted for different thresholds

against the True Positive Rate (TPR) and False Positive Rate (FPR), as shown in Figure 4.4. The

dashed line represents the worst-case scenario of completely random predictions (AUC = 0.5), while

the orange curve represents the actual ROC curve. The computed AUC for the ROC curve was

higher than 0.5 and close to 1 (AUC = 0.966), indicating good performance.
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4.6.4 Simulator Sickness Questionnaire (SSQ)

Table 4.2 presents the results of the SSQ responses obtained after the data acquisition phase.

Expectedly, the data shows that a significant proportion (71.43%) of the participants did not report

any signs of simulator sickness. Among those who reported experiencing symptoms, disorientation

had the highest expected average score.

Table 4.2: SSQ responses - Data Acquisition.

Scores Mean
N                    5.45
O 10.83
D 14.91
T S 11.49

Median        SD         Min      Max
0             7.21         0        19.08

3.79         17.77        0        60.64
6.96         17.66        0        41.76
7.48         14.99        0        48.62

4.7 Evaluation of RDW

In the final experiment, we developed an application to assess the overall effectiveness of our

event-based redirected walking system that incorporates saccade predictions to adjust the V E  in

real-time. To ensure an uninterrupted and seamless immersive experience, we leverage the principle

of change blindness, which allows us to mask the redirection events.

4.7.1 Method

Change blindness refers to the inability of individuals to perceive significant changes within

their FoV D. Simons and Rensink (2005), which is often associated with attentional deficits. This

perceptual phenomenon is frequently observed in VR,  where users are typically engaged in various

cognitive tasks such as training simulations and games. In light of this, we developed a first-person

treasure hunt game set on a mysterious island inhabited by dragons and swamp crawlers to evaluate

the effectiveness of our redirected walking system.
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(a) (b)

(c) (d)

Figure 4.5: (a) Virtual environment used during the evaluation of the proposed RDW technique, and
the directional indicators (glowing crystals) that reveal the next destination, one at a time. (b) User’s
perspective of dragon enemies and the mystical staff. (c) The Final Dragon (d) Swamp crawlers

4.7.2 Application &  Task:

The primary aim of this immersive game entails collecting three crystals in the ruins of an

abandoned ancient arena. To achieve this objective, participants were asked to navigate various pre-

defined virtual locations identifiable by glowing crystals from their initial spawn position. Prior to

the start of the game, a brief tutorial elucidating diverse interactions and the ultimate goal is provided

to the participants. After completing the tutorial, the location of the first crystal and directions to the

second crystal is disclosed. Each crystal obtained unlocks a unique magical power. The first crystal

confers the power to throw lightning bolts.

The effect of change blindness was further intensified in our study by introducing a secondary

target retrieval task in the form of enemies Peck, Whitton, and Fuchs (2008) during the traversal

towards the second destination. These targets, in the form of tiny dragons, spawned at a distance,

flew in a random orbital pattern around the user with at least 20◦ of separation between them and

were accompanied by an audio cue. Figures 4.5b, 4.5a, 4.5c and 4.5d show the screen captures from

the user’s perspective for the final user study, and Figure 4.5c shows the participant’s perspective
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Figure 4.6: Physical and virtual paths taken by a user during evaluation. The current statistics are
shown on the top right. Cyan-coloured box indicates the 3.5 ×  3.5m2 PTS, while physical and
virtual paths are marked with gray and yellow, respectively.

during the task. Participants were instructed to use their newly acquired lightning bolt power, which

could be activated by pressing a button on the Vive controller, to zap these dragons.

The experiment comprised a cognitive task that induced recurrent head rotations to augment

the likelihood of predicting saccades, thus enhancing redirection frequency. The minimum linear

distance between the initial and the second destinations was substantially greater (38m) than the

maximum feasible straight distance covered in the physical tracking space (4.95m). The PTS is

identified by the cyan-colored box in Figure 4.6, while the user’s paths during the final trials are

depicted by the yellow and grey lines, representing the virtual and physical paths, respectively.

Redirection algorithm:

We implemented a steer-to-center redirection algorithm and employed a 2:1 turn reset mecha-

nism for the safety of our users.

Procedure:

The study involved two distinct experiments that examined the effectiveness of the proposed

redirected walking technique as an independent variable. The first experiment tested the technique

in an experimental condition where both redirection and reset mechanisms were enabled, while the
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second experiment repeated the same course of actions in a controlled condition where only the reset

mechanism was enabled. Data collection at the end of each experiment included relevant variables

such as the number of resets, total distance covered, and total time taken, which were used for later

analysis. Furthermore, the experiments were separated by a brief intermission to reduce simulator

sickness.

4.7.3 Participants

While designing the experiment, we conducted a power analysis with an effect size of 0.7 to

determine a sample size of 20, resulting in a power of 0.956. We recruited 32 participants for the

study, with an average age of 27.38 years and a standard deviation of 3.74. Twelve participants were

selected for the fine-tuning experiments, while the remaining 20 participated in the final evaluation.

To gather information about their experience with V R  headsets and eye-tracking devices, we used a

5-point Likert scale where one represented the least familiarity. The participants reported a median

score of three for their experience with V R  headsets and two for their experience with eye-tracking

devices, with normal or corrected-to-normal vision.

Prior to commencing the experiment, the participants were briefed about the emergency reset

feature and the objectives of the game. They were advised to maintain an average pace during

walking and remain fully engaged with the task throughout. Additionally, at the experiment’s con-

clusion, the participants were requested to provide subjective feedback, with a particular query on

their observations of any visual disparities or shifts in the virtual environment.

4.7.4 Results

This section provides a comprehensive analysis of the outcomes obtained from the final study.

In the initial segment, we present quantitative results that assess the efficacy of our prediction model.

Subsequently, we exhibit quantitative outcomes that determine the overall performance of our redi-

rected walking technique.
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Figure 4.7: Marginal means reported by one-way ANOVA analysis of (a) Distance Travelled, (b)
Number of Resets in PTS, and (c) Total Time Taken. Confidence Interval = 95%

Quantitative Performance Evaluation:

Our prediction model exhibited satisfactory performance within real-time constraints, with an

average accuracy of 94.75%, a recall of 99.99%, and a sensitivity of 94.68%. The model’s F1-score

for real-time data was 0.72. Our analysis of the results revealed that the training dataset was heavily

skewed towards negative training examples, resulting in a greater number of false positives due to

the relatively low number of true positives. Consequently, while the model can correctly predict a

saccade, it often mispredicts its duration by a few frames before and after the actual saccade, result-

ing in more false positives. Therefore, the question arises about when one should apply redirection

to ensure its imperceptibility. We conducted four fine-tuning experiments involving 12 participants

to address this question, compensating for the 56.52% precision obtained in the final study.

Fine-tuning:

In the initial fine-tuning experiment, redirection was performed at the first positive saccade

prediction. As a result, two participants noticed the redirection as the V E  was rotated just before the

actual saccade occurred. In subsequent fine-tuning experiments, the V E  was only rotated if two or

three consecutive frames produced positive saccade predictions. As a result, all participants in the

second experiment and two in the third experiment noticed an angular shift, while one participant

in the third experiment experienced no distractions. Finally, in the fourth experiment, redirection

was only applied if positive predictions were made over four consecutive frames. All participants

reported no distractions, and none could perceive any angular shifts in the VE.

Based on the results obtained from these fine-tuning experiments, we have determined that a
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window size of four consecutive positive predictions is the optimal choice for applying the redirec-

tion in the final user study for evaluation.

Performance Evaluation of RDW:

In order to thoroughly evaluate the effectiveness of our proposed redirected walking (RDW)

technique, we carried out a comprehensive statistical assessment. For this purpose, we employed

a one-way within-group analysis of variance (ANOVA) with repeated measures and a significance

level of α =  0.05. This method of analysis allowed us to distinguish the distinct impacts our

RDW technique had on an array of dependent variables, including the number of resets, the total

distance covered, and the overall time required to complete tasks. To further analyze our findings,

we calculated the effect sizes for all the dependent variables using partial eta squared (ηp ) values

obtained from the ANOVA results.

The results of our analysis indicated that toggling redirection accounted for almost 86.5% of the

observed variance in the number of resets while contributing only 0.6% and 0.0% to the variances

observed in total distance traveled and total time taken, respectively. Furthermore, we observed a

statistically significant difference between the number of resets (F (1, 62) =  396.094, p <  0.001)

with and without using our proposed redirection technique. However, there was no statistically

significant effect of toggling redirection on the total distance traveled (F (1, 62) =  0.366, p >  0.05) or

time taken (F (1, 62) =  0.003, p >  0.05).

We plotted the means for the dependent variables with respect to the independent variable in Fig-

ure 4.7, with error bars at a confidence interval of 95%. These findings demonstrate the effectiveness

of our proposed RDW technique in reducing the number of resets while having no significant impact

on the total distance traveled and time taken.

Moreover, as reported by Sun et al. Sun et al. (2018), the proposed technique resulted in an

average absolute gain of 12.59◦ per redirection to the virtual environment (VE), with a frequency of

approximately 0.55 redirections per second. Consequently, on average, each participant’s field of

view (FoV) gained 1375.1◦ of absolute gain, with a standard deviation of 432.131◦. Furthermore,

during the final user study, all participants walked at least 38 meters straight in the V E  while walking

within a 3.5 ×  3.5m2 physical tracked space. Figure 4.6 illustrates the path taken by a participant
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Table 4.3: SSQ responses - Evaluation

Scores Mean
N 10.14
O                     9.95
D 13.05
T S 12.39

Median        SD         Min      Max
9.54          12.1         0        38.16
3.79         15.21        0        60.64

13.92        16.18        0        55.68
9.35         14.55        0         56.1

during the final study. Additionally, by redirecting the user only after four consecutive positive

predictions, compensating for the lower precision, none of the participants reported any perceptible

visual disparity or distraction in the VE.

The majority of our participants (71.87%) did not report any significant signs of simulator sick-

ness. Consistent with our previous studies, the mean score for disorientation was higher than the

other subscales. However, we observed a decrease in the disorientation score from our first study

(16.24) to the Data Collection phase (14.91) and the final user study (13.05) due to our continuous

efforts to mitigate this effect. An overview of the post-test SSQ responses for the final user study is

presented in Table 4.3. Overall, every participant had a seamless experience, with one participant

remarking, ”I felt like I  was walking straight inside the game, but I  was actually walking in circles

to my surprise.”

4.8 Discussion

Our technique aims to predict saccades and perform saccadic redirection on commodity hard-

ware, eliminating the need for specialized eye-tracking equipment. However, the technique is best

suited for use in applications with a moderate cognitive workload, such as battlefield training simu-

lations or game-like scenarios. It proves to be particularly effective when users engage in tasks that

necessitate repeated head rotations. It is known that saccades tend to be purely eye-driven when the

object of interest is within 18◦ of the fixation point Stahl (1999). As such, our technique performs

optimally when the targets that illicit head rotations are separated by 20◦. The versatility of our

saccade prediction technique presents a range of cost-effective potential solutions to applications,

like redirected walking and foveated rendering for consumer-grade hardware.
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4.8.1 Evaluation

In our final user study, we thoroughly evaluated the effectiveness of our proposed system for

redirected walking through both qualitative and quantitative means. The results demonstrate that

our system eliminates the need for high-end eye trackers and allows users to explore relatively

straight virtual distances of at least 38 meters within a confined room-scale physical tracking space

of 3.5x3.5m2. Figure 4.6 shows a long, straight virtual walk with a completely circular physical

path. Despite the inherent challenges of working with an imbalanced dataset resulting from artifi-

cially setting the ground truth to 0 for frames with head rotation velocity less than 150◦/sec, we

were able to fine-tune the hyper-parameters to apply redirection only when four consecutive posi-

tive predictions were made. As a result, each of the 20 participants completed the task without any

visual disparities or distractions, despite the model’s precision rate of 56.52%. When asked about

any noticeable visual disparities or shifts in the virtual environment during the post-test question-

naire, one participant responded, ”I did not notice any visual disparity or shift. The experience was

smooth.”

4.8.2 Limitations

Seemingly Forced Head-Rotations:

Our saccadic RDW technique only applies to scenarios with repeated left-right head rotations.

As this work primarily focuses on training simulations and hyperactive game-like experiences, we

have yet to incorporate natural head rotations and expand the scope of our technique to a broader

range of use cases.

Tunnel/focused vision:

It is important to note that the effectiveness of any saccadic redirected walking (RDW) technique

is inherently limited when users refrain from making head or eye movements. In such cases, it is

difficult to achieve the intended redirection effect. However, in our final user study, the task in our

final user study elicits repeated head rotations and serves as a cognitive workload to introduce an

attention deficit, reinforcing the effect of change blindness.
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Comparison:

Rather than directly comparing our technique to other redirected walking (RDW) methods re-

quiring embedded eye-trackers, we used a quantitative analysis using a resets-only baseline. Adopt-

ing this approach gave us a fair and accurate measure of our technique’s effectiveness. This method-

ology allowed us to evaluate the performance of our technique in a controlled setting, without the

confounding effects of eye-tracking hardware, while also enabling its comparison with future RDW

methods.

4.8.3 Merits

Our technique does not require additional eye-tracking hardware but relies only on positional

tracking. This approach gives us essential advantages, including lower computing requirements,

improved accessibility, and reduced hardware cost, distinguishing it from state-of-the-art Eike et al.

(2017); Joshi and Poullis (2020b); Langbehn and Steinicke (2018a); Sun et al. (2018). In addition,

recent developments in positional tracking for smartphones make it possible to optimize the model

for cell phone processors, potentially enabling saccade prediction on widely available mobile VR.

4.9 Conclusion and Future Work

This work presents a novel event-based redirection technique that employs a CNN-based deep

neural network to predict visual suppression resulting from saccades during apparent head rotations.

By exploiting these predicted suppressions, the technique applies subtle rotations to the VE, which

induces a change in the user’s physical walking direction while perceiving a straight motion in VR.

The effectiveness of the proposed technique was evaluated in three user studies, which confirmed

its ability to handle long straight walks. The first two studies aimed to establish the relationship

between head and eye directions and acquire training data for the prediction model. Finally, the

third user study evaluated RDW with this predictor and demonstrated its effectiveness in V R  appli-

cations. It enabled users to explore large virtual spaces by walking in applications like hyper-active

immersive games or training simulations.
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Our technique is only effective during specific tasks that elicit repeated head rotations; we ac-

knowledge this limitation. However, it offers several advantages over existing RDW techniques,

including accessibility to a broader audience and maintaining the intended VE ’s fidelity. Our ap-

proach unlocks saccadic redirection on widely used hardware without eye-tracking, making it an

attractive solution for V R  applications, including foveated rendering.

Future Work

There are many potential avenues for improvement in our saccadic redirection technique. We

plan to predict saccades in normal viewing conditions, explore the correlation of saccades with dif-

ferent stimuli, and incorporate saliency and depth maps of the FoV into our dataset. Additionally,

based on the results obtained by Sidenmark et al. Sidenmark and Gellersen (2019), we will exploit

the correlation between user torso movements and gaze and explore the possibility of adding fea-

tures from hand, foot, and torso movements to our model. Lastly, we hope to expand the scope of

redirection to include translational gains.
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Chapter 5

Conclusion and Future Work

Over the past years, virtual and augmented reality (VR/AR) technologies have witnessed re-

markable advancements, resulting in improved user experiences and expanding the range of appli-

cations in various domains. However, a significant challenge in this field is the locomotion dilemma.

This thesis addresses the locomotion dilemma in virtual reality, presenting a comprehensive inves-

tigation of various techniques to enable natural navigation in virtual environments within confined

physical spaces. The primary focus of this thesis is to investigate and propose innovative solutions

that contribute to the greater understanding and expansion of locomotion techniques in V R  while

enhancing the user’s sense of presence and immersion. The research focused on three primary ap-

proaches, each with a unique contribution to the field, supported by experimental evidence and user

studies.

The first approach, ”Portal to Knowledge,” introduced a divide-and-rule strategy to provide users

with the illusion of exploring a substantially larger virtual environment while being in a limited

physical space. This method was applied to develop an alternative to traditional physical libraries

and online book retrieval systems. Through a user study with 45 participants, we demonstrated

the efficiency of this approach in reducing mental, physical, and overall workload while providing

a more convenient experience. Furthermore, the study highlighted the application’s potential to

revamp library exploration, as most participants preferred the proposed solution over traditional

libraries and online retrieval methods. This work was presented at SPIE AR/VR/MR Joshi and

Poullis (2020c), one of the highly reputed venues in the field of immersive technologies.
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In the second approach, we presented a rotation-based redirection technique that leveraged the

psychological phenomenon of inattentional blindness induced by cognitive tasks and strengthened

its effect using dynamic foveated rendering. Users’ entire field of view is divided into zones, and

spatially-varying rotations are applied according to their importance. The final frame buffer is

rendered by combining the foveal and peripheral zones from two cameras. Each view comes from

the same scene but is slightly rotated according to the redirection algorithm. Finally, by exploiting

naturally occurring visual suppressions, such as eye blinks and saccades, the technique refreshes the

entire framebuffer to apply subtle rotations to the virtual environment without the user’s knowledge.

The effectiveness of this method was validated through three user studies, which confirmed its

ability to handle long straight walks and enable users to explore open-world virtual environments.

This approach significantly reduced hardware costs and made the technique accessible to a broader

audience by eliminating the need for intrusive visual augmentations in the user’s field of view. This

work was published by IEEE  in their open-access journal, IEEE  Access Joshi and Poullis (2020b),

and was also presented at SIGGRAPH 2020 Joshi and Poullis (2020a). Furthermore, after two years

of market research, we recently obtained a complete US and Canadian patent for this work Joshi

and Poullis (2023a).

Finally, our last approach aimed to eliminate the requirement of using eye trackers for an ef-

ficient redirected walking solution. This work proposes an event-based redirection technique that

employs a CNN-based deep neural network to predict saccades during apparent head rotations. This

method allowed for subtle rotations to the virtual environment during predicted visual suppressions,

enabling users to walk freely in large-scale virtual spaces. The effectiveness of the proposed tech-

nique was evaluated in three user studies, which confirmed its potential to improve navigation in

various V R  applications, such as hyper-active immersive games and training simulations. This ap-

proach unlocked saccade prediction on widely used consumer-grade hardware without eye-tracking,

making it an attractive solution for a wide range of V R  applications, including foveated rendering

and redirected walking. This work is invited for publication in the Journal of Computer Animation

and Virtual Worlds Joshi and Poullis (2023b) and is accepted for presentation at the 36th Inter-

national Conference on Computer Animation and Social Agents (CASA 2023). Additionally, a
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complete US and Canadian patent application for this work is under review.

These research outcomes collectively contribute to the development of more immersive, natural,

and cost-effective locomotion techniques that maintain the fidelity of virtual content and minimize

the need for specialized hardware. Furthermore, by addressing the limitations of current state-of-

the-art techniques, the proposed solutions in this thesis offer valuable insights and pave the way for

future advancements in V R  navigation systems.

5.1 Future Work

As we reflect on the contributions of this thesis, numerous opportunities for future research

emerge, aiming to advance V R  locomotion techniques and user experiences further. The follow-

ing directions present a cohesive and inclusive approach to guide future research endeavors in this

domain:

(1) Investigating Novel Forms of Visual Suppression: Researching other forms of visual sup-

pression, such as phases of nystagmus, and their potential application in redirected walking

techniques. This can lead to the development of more efficient and effective locomotion sys-

tems that take advantage of natural visual phenomena to enhance user experiences.

(2) Context-aware Locomotion Techniques: Developing context-aware locomotion solutions

that dynamically adapt to the user’s current environment and task requirements. This could

incorporate environmental cues, user preferences, and task constraints into the locomotion

algorithms to provide a more seamless and intuitive navigation experience.

(3) Collaborative and Multi-user Experiences: Investigating how the proposed locomotion

techniques can be adapted to support collaborative and multi-user virtual experiences. This

could involve exploring methods for synchronizing users’ movements and interactions within

shared virtual environments, enabling more engaging and immersive social V R  experiences.

(4) Combining Locomotion Techniques: Investigating how the proposed locomotion techniques

can be combined and integrated with other existing methods to create more comprehensive
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and versatile navigation solutions. This could involve developing hybrid systems that utilize

multiple techniques in parallel or sequentially, depending on the user’s needs and preferences.

(5) Incorporating Multimodal Feedback: Expanding the proposed techniques to include mul-

timodal feedback, such as haptic or auditory cues, to enhance the sense of presence and

immersion in virtual environments. By integrating additional sensory information, we can

create a more convincing and engaging VR/AR experience for users.

Pursuing these future research directions will enhance the techniques presented in this thesis and

contribute to advancing virtual reality navigation solutions. Furthermore, by refining and expanding

the techniques proposed in this research, we can further push the boundaries of V R  applications and

improve their impact on various domains, including education, entertainment, and training.

Moreover, collaborations with industry partners and researchers from other fields can lead to the

development of new applications that incorporate these navigation techniques, enabling better user

experiences and opening up new possibilities for virtual and augmented reality. As we continue to

explore and innovate, the ultimate goal is to make immersive technologies more accessible, user-

friendly, and efficient, transforming how we interact with digital environments in our daily lives.
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Appendix A

Portal to Knowledge: a divide-and-rule

approach to the locomotion dilemma

This chapter is based on our paper ”Portal to Knowledge: a Virtual Library using Marker-

less Augmented Reality system for Mobile Devices” Joshi and Poullis (2020c), published in SPIE

AR/VR/AR, 2020. The manuscript evaluates an application, Portal to Knowledge, that implements

the divide-and-rule approach to tackle the locomotion dilemma in mixed reality. By dividing virtual

environments into smaller chunks and mapping them repeatedly onto the available physical space,

the application allows users to explore a vast virtual library while walking in a confined physical

area. The related contribution of this manuscript includes developing and implementing the divide-

and-rule locomotion method in the context of a life-sized virtual library exploration application. We

evaluate the efficacy of this application through a user study and compare the user experience with

traditional library navigation and online book retrieval methods. Furthermore, as the divide-and-rule

approach repeatedly remaps different virtual environments on top of the same physical space, it only

supports closed virtual environments to maintain immersion. However, this research serves as the

foundation for understanding the locomotion dilemma and offers a practical solution for exploring

virtual spaces, paving the way for further developments presented in this thesis.
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A.1 Abstract

Since exceedingly efficient hand-held devices became readily available to the world, while not

being a relatively recent topic, Augmented Reality (AR) has rapidly become one of the most promi-

nent research subjects. These robust devices could compute copious amounts of data in a mere blink

of an eye. Making it feasible to overlap computer-generated, interactive, graphics over real-world

images in real-time to enhance the comprehensive immersive experience of the user.

In this chapter, we present a novel mobile application that allows users to explore and interact

with a virtual library in their physical space using markerless AR. Digital versions of books are

represented by 3D book objects on bookcases similar to an actual library. Using an in-app gaze

controller, the user’s gaze is tracked and mapped into the virtual library. This allows the users to

select (via gaze) a digital version of any book and download it for their perusal. To complement the

immersive user experience, continuity is maintained using the concept of Portals while making any

transition from A R  to immersive V R  or vice-versa, corresponding to transitioning from a ”physical”

to a virtual space. The use of portals makes these transitions simple and seamless for the user. The

presented application was implemented using Google A R  Core SDK and Unity 3D, and will serve

as a handy tool to spawn a virtual library anytime and anywhere, giving the user an imminent mixed

sense of being in an actual traditional library while having the digital version of any book on the go.

A.2 Introduction

In a recent study by Sansone et al Sansone and Sansone (2013) it was shown that the modern

society, especially the young generation, is reclining progressively towards the digital realms for

almost any kind of solution. With changing tides, it has become imperative for the organizations to

serve their purpose through the medium that their users are most familiar with. One of the common

example of such organization is a library. For some, due to the tedious taxonomy and specific

jargon, it is really hard and often frustrating to navigate their way through the library without any

special aid. While some prefer not to go to the library at all because of the unavailability of any in

their vicinity. In this chapter, we present a novel mobile application, named ”Portal to Knowledge”,

which serves the exact purpose of providing users with an experience of going to an actual library
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without physically going there. Using our application, users can drop a portal to their personal

library anywhere and anytime they want. The application employs marker-less A R  technology

which enables users to roam freely inside their virtual library, browsing books, without worrying

about losing the track of A R  markers.

As A R  is not a very recent technology, due to the paucity of devices with good processing power

and their unavailability amongst public before a couple of decades, applications of A R  were only

limited to Head Mounted Displays (HMDs) and hence, expensive research. After the introduction

of hand-held devices with lightening fast processing speeds and graphics rendering powers, A R

has gained it’s now known fame. Augmented Reality simply means to present the real actuality

augmented by an additional layer of contextual computer generated content to enhance the overall

immersive experience of the user. As per Azuma et al in R. T. Azuma (1997), this additional con-

tent is superimposed on the user’s field of view, complementing his/her visual perception, and not

completely replacing it. In Craig (2013), Craig et al also suggested that this additional information

should be spatially and temporally registered with the physical world and should be interactive in

real-time Biocca (1997),Biocca, Harms, and Gregg (2001),Loomis, Blascovich, and Beall (1999).

This makes it a little different from Virtual Reality (VR). In VR,  the user’s field of view is com-

pletely replaced by the virtual content which gives him/her the sensation of actually being in a whole

different virtual world.

A.3 Background and Related Work

Below we present a brief history and an overview of the state-of-the-art. We have categorized

the related work in terms of (a) a brief overview of VR,  (b) a brief overview of A R  and various

tracking methods, and (c) enhancing library experiences.

A.3.1 A  brief overview of V R

Virtual Reality and Augmented reality systems can both be used to display digital content to

the user and enhance or completely replace the user’s perception of the real world at that moment.

Commonly, V R  is defined as an immersive system in which an HMD completely blocks the user’s
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field of view and replaces it with two small high resolution stereoscopic screens. These two screens

then display the virtual computer-generated environment to the user which can be explored and

interacted-with in real-time Siegrist et al. (2019). Because of the technological and hardware lim-

itations, there weren’t many HMDs available to public before the period of 90’s. Though Virtual

reality is quite an old topic of research, the term was popularised by Jason Lanier when he first

launched the Dataglove, during 1987 which was then used by NASA in it’s VIEW system, and the

EyePhone, making it the first commercially available V R  solution to the market. Nowadays, con-

sumers have a wide range of alternatives for their V R  needs to choose from ranging from PC-based

V R  to haptic gloves and full body haptic suits.

Few of the best examples of recent publicly available PC-based V R  HMDs are the Oculus Rift

and HTC Vive. Both the HMDs consists of 1080 ×  1200 resolution displays for both eyes and a

field of view of 110 degrees making them highly immersive to the user. These HMDs have ruled the

market since 2016, until recently when HTC launched an upgrade of it’s vastly famous HMD, Vive.

In April of 2018, HTC launched Vive Pro, with wireless functionality and with a 78% increase in

the resolution of it’s predecessor making it even more immersive to the user. While these are some

of the best PC-driven V R  solutions, there are also various mobile V R  devices. Treating two halves

of the phone screens as individual stereoscopic screens on the user’s eye, we can get the similar

immersive effect at a reasonably lower cost and better overall performance Steed and Julier (2013).

Few of the good recent examples using this technique are Google Cardboard, Samsung Gear V R

and Google Daydream Powell, Powell, Brown, Cook, and Uddin (2016).

Another variation of immersive V R  is using a CAVE.  A  C AV E  is a virtual reality system which

enables users to experience virtual environments in a fully immersive way. It consists of four pro-

jection screens (three back-projections, one front projection) where stereoscopic images are being

projected. The user can literally walk-in virtual environments and move freely in the area. Further

exploration and interaction can be achieved through the use of other specialised equipment, such as

data gloves, etc as in Christou, Tzanavari, Herakleous, and Poullis (2016b).

The user can perceive the stereoscopic images using a pair of active stereo glasses in 3D, there-

fore increasing the sense of immersion and reducing the gap between physical and virtual reality.

Moreover, the user’s head movements are tracked in real-time and are “translated” in movements
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in the virtual environment. Thus, by moving in real space the system automatically adjusts the

projections according to the user’s current position and point-of-view, giving a more realistic feel.

Although a number of successful applications have been reported Sutcliffe et al. (2019), a C AV E  is

not considered cost-effective in most scenarios.

A.3.2 A  brief overview of A R  and various tracking methods

Augmented Reality is a technology with which the vision sense of any human being is enhanced

by superimposing some additional computer generated, context related, information onto their field

of view. We can trace the first ever example of A R  technology all the way back in 1968 I. E. Suther-

land (1968), when Ivan Sutherland made the headset for the Sword of Damocles. Although the

headset is taken to be the prime example for a V R  system, one can fairly argue that it was the first

example of an A R  system as the headset proposed by Sutherland was partially transparent R. Azuma

et al. (2001b). Mainly, A R  is used to enhance the user’s visual perception of the real world but is

not just limited to that. Researchers have also implemented the concept using high definition spatial

audio to help blind people navigate in their day to day lives Loomis, Golledge, and Klatzky (1998).

Few of the most recent, famous and commercially available A R  headsets are Microsoft Hololens,

Magic Leap One and Meta 2. But the refined circuitry and many sensitive systems like spatial map-

ping, voice recognition and gesture recognition makes it too costly for the consumers to buy it for

their day to day lives. Because of this costliness, Mobile A R  (its equivalent for mobile devices) is

becoming more and more popular amongst the consumers.

In the case of mobile AR, techniques used for tracking the environment were dramatically im-

proved after the introduction of better hardware which could compute thousands and thousands of

bits of data in real-time. From around 2011, since the hand-held A R  supporting devices became

readily available to the public, one can see a dramatic surge in the research conducted on A R  which,

according to Akayr et al in Akcayır and Akcayır (2017), was only going to escalate by 2012. We

have also observed advancements in the process of registering the additional 3D content with the

real world and maintaining its spatial continuity from the user’s perspective R. Azuma et al. (2001b).

One such advancement in the field of environment tracking and 3D content registration was the in-

troduction of vision-based tracking systems Pang, Yuan, Nee, Ong, and Youcef-Toumi (2006). In
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these types of systems, spatial data of the user with respect to his/her surroundings is extracted using

computer vision algorithms Barandiaran, Paloc, and Gra na (2009), which takes a RAW RGB cam-

era feed as it’s input and detects and tracks the feature points such as contrasting colors in textures

of the scene, edges, corners etc.

Easily trackable images, such as predefined markers, were predominantly used in A R  systems to

directly register and track the 3D content before the introduction of Marker-less tracking algorithms.

Few of the good marker-based A R  application examples are geun Kim and jung Kim (2014)Cieza

and Lujan (2018)A. K.  Dash, Behera, Dogra, and Roy (2018)M. Sagayam, Ho, Henesey, and Bestak

(2018)Shatte, Holdsworth, and Lee (2014). However, the main limitation in such systems is that in

most of the marker-based A R  applications, the user is constrained in his/her movements with the

A R  device as he/she has to face the camera towards the marker at all times. This limitation is

manageable for tiny play-spaces with multiple markers and hybrid approaches but it requires an

efficient marker-less approach for larger play-spaces. One such hybrid approach was presented by

L i  et al in J. Li,  Slembrouck, and Deboeverie (2015) where the authors proposed a hybrid approach

to extract the user’s spatial information using markers and the built-in gyroscope of the A R  device.

This system was better than any other simple marker-based A R  application, but it still required

further improvement to get rid of the markers completely.

When researchers realized the need for marker-less systems, many different techniques for

tracking the environment without any markers emerged. Some researchers used Scale-Invariant

Feature Transform (SIFT) algorithm for the registration of their 3D contents Kao and Shih (2013),

while some used Speed-ed Up Robust Features (SURF) as their base feature extraction and tracking

algorithm Yang and Cheng (2012). Perhaps the most famous algorithm was Simultaneous Local-

ization And Mapping (SLAM). This is a technique to derive a three dimensional geometry from a

systematic range of two dimensional images alongside with the rotational data from the gyroscope

of the A R  device. A  bigger scale variant of this algorithm is known as Structure from Motion (SfM).

SLAM determines the depth of any feature point in a scene by triangulating the 2D feature points in

two different images al. (2006) and creates a three dimensional mesh after scanning all the detected

feature points. Most popular examples of marker-less mobile A R  SDKs are ARToolkit (by AR-

ToolWorks) and Google A R  Core. The application presented in this chapter uses the latest version
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of Google A R  Core to track the environment and maintain the position of virtual objects in their

relative physical space.

A.3.3 Enhancing Library Experiences

Since the widespread availability and use of A R  supporting mobile devices, mid 2010s, people

have noticed some significant applications of this technology in Educational Industry. Amongst

people predicting the digital age being our future and complex taxonomy systems used by the tra-

ditional libraries, an ample amount of opportunities became evident in the library sector of the

educational industry that it became imperative for the librarians to move towards a hybrid model

and introduce their services on a more familiar and widely used platform. By now, researchers have

also realized the potential of this technology in libraries and started working on different applica-

tions and conducting surveys to help the librarians make a fully informed decision. Current state of

A R  was examined Massis (2015) and studies on the expanding use of A R  and V R  in educational

industry (libraries) were conducted Hahn (2012). In this section we explore several articles that

encouraged libraries to use A R  technology to somehow aid the patron’s overall experience. A  better

path-finding for the library users, the ability to highlight exclusive bookshelves and also the aided

shelf reading are some of the examples of several library services that were improved Meredith

(2015), Hahn (2012).

In Armstrong, Hodgson, Manista, and Ramirez (2012), Armstrong et al presented an initial

version of an application under their S C A R L E T  project which enhanced student’s learning about

primary as well as secondary sources in special collections using AR. It was found that in special

collections environment, A R  allows the students to experience both the sense of holding the actual

material while simultaneously enhancing the learning ability by augmenting the contextual infor-

mation around the object itself. Also similar to this, Arnhem and Spiller in Arnhem and Spiller

(2014) present a mobile A R  system which enhances the patron’s experience by providing additional

information about the local art in the library of the College of Charleston. Apart from these, some

scholars also suggested applications to facilitate new users ease their way into the library using var-

ious digital orientation methods. Few examples of such applications including other library related

A R  applications are,
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• Audio-Visual tours using QR codes Whitchurch (2012)

• Tours using tiny beacons and videos Bradley et al. (2016)

• ShelvAR: Mobile A R  application for browsing and book shelf reading Hahn (2012)

• AR-Game-based approach to learn the taxonomy of a Chinese library Chen and Tsai (2012)

• Aurasma: Videos as A R  overlays for self-guided library tours Mulch (2014)

• Improving library navigation for children using A R  Meredith (2015)

• The S C A R L E T  Project Armstrong et al. (2012)

• Training library employees using QR Codes and A R  Rodrıguez and Rivero (2016)

Against the endless improvements in A R  technology and its contextual applications, one can

find only anecdotal evidence in the literature of A R  technology assisting the use of library services

without utilizing any actual, physical, library. In this chapter, we present the novel marker-less

mobile A R  application: ”Portal to Knowledge” which digitally replaces the physical library with a

virtual while preserving the user experience of the traditional library.

A.4 Application Overview: Portal to Knowledge

In this section, we describe the processes involved in the design and creation of the application

which are divided into the following four subsections: (a) Tracking using Google A R  Core, (b)

Application Run-time Flow, (c) Creation of Book and Library Models, and (d) Creating the Portal.

A.4.1 Tracking using Google A R  Core

The proposed A R  application was developed with Unity 3D Game Engine and A R  Core Soft-

ware Development Kit  (SDK) for Android devices. The latter is an SDK developed by Google

which is mainly used for tracking the user’s current positional and rotational information in physi-

cal space, and in real-time. In order to give the users an immersive, seamless and realistic experience
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of the A R  virtual library, we utilized several built-in features of this SDK in our application. To de-

termine the user’s local position in the real world, Google’s A R  Core uses Concurrent Odometry

and Mapping (COM) Langlotz et al. (2011). Although the user’s location in physical space is output

from COM, to get more accurate positional and rotational data, this information is combined with

the inertial measurements made by the Inertial Measurement Unit (IMU) of the mobile device. IMU

is a small electronic device which consists of a bundle of sensors and meters such as accelerometers,

gyroscopes and magnetometers. This small device (IMU) is used to measure specific natural or hu-

man induced forces and angular rates of the mobile device and report it back to the main processing

unit. Using the information output from IMU, A R  Core finally determine the orientation of the user

in physical space Won, Melek, and Golnaraghi (2009).

To make the tracking marker-less and even more accurate, A R  Core detects and tracks feature

points in the sequence of images captured by the device’s primary camera in run-time. Once feature

points are detected they are constantly tracked. If the feature points move outside the user’s field

of view, anchors are used Andujar, Mejıas, and Marquez (2010) to relate the out-of-screen feature

points with the screen’s current content. Anchors are similar to landmarks we use to determine

the specific address of any building. Once the additional digital content is dropped into the real

world, some feature point is assigned to it. Hence this additional content is then tracked in physical

space with respect to the feature point it has been assigned to. We call these type of feature points,

anchors. Thus in terms of real world analogy, if you want to find some additional content in the

physical space, you can look for the anchor point it has been assigned to and you will get to the

object you were looking for Onime and Abiona (2016).

A.4.2 Application Run-time Flow

When the application is started, the user is prompted with a list of sections to choose from,

having books related to different topics. Once a section of library is selected, A R  Core initializes

and removes any pre-stored information about the environment or the user’s location in it from any

previous instances of the application. Once the initialization concludes, the application displays the

camera feed onto the device’s screen as the A R  background and starts searching for any surfaces in

real-world to track. If a surface is found the application places a grid mesh on top for visualization
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Figure A.1: Scanned surface visualized using a white colored grid mesh

purposes. A  unique grid mesh with a unique color is assigned to every detected surface. Fig. A.1

shows a white grid being superimposed on the detected surface i.e. floor. While users can control

the visibility of these grid meshes, they can also place additional content on these surface as per

their convenience.

Once the application assigns a grid to at least one surface, it awaits for the touch input from the

user which will indicate where the door of the virtual library will be placed. When a touch input

occurs, a ray is cast into the virtual space shown on the screen representing the tracked physical

space from the user’s point of view. If the ray intersects a detected surface, a feature point on that

surface is created as an anchor and the virtual library is attached to it. In contrast, if the ray does

not hit any surface the application continues to await for more touch inputs. Once the portal to the

virtual library becomes visible, the user can enter through it (by walking straight into it) and explore

the virtual space while actually moving in their physical space. Fig. A.2 shows an example of what

the screen displays once the user walks ’into the portal’ transitioning from A R  (as in Fig. A.1) to

V R  by completely blocking the view of the real world.

Once the user is inside the virtual library the application awaits for the user to select a book.

The selection is done using the gaze input method. Every book in the virtual library has a white,
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Figure A.2: Inside the virtual library from user’s point of view

rectangular, gaze tag at the bottom of its visible side on the shelf. Fig. A.3 shows a number of books

with the tags on each book highlighted by a red circle. To use this input method, users have to focus

the gaze pointer (a pink dot in the center of the screen) onto the tag of the book that they want to

open for 1 second. This will trigger an event which in turn will, if it’s not already downloaded,

download the PDF version of the selected book, minimize the current application, and open this

PDF on the user’s device.

Once the user has finished perusing the PDF version of the book, he/she can return to the virtual

library just by pressing the back button or reopening the application. The application will switch

back to A R  and continue to track the environment, load the updated positional data from the device,

and continue from where it left off. Thus, the user can peruse as many books as he/she wants to

read within a single session. The flow chart showing the overall run-time flow of our application is

illustrated in Fig. A.4.
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Figure A.3: Gaze tags highlighted by the red circles

A.4.3 Creation of Book and Library Models

One of the final objectives of this work is its application to a large-scale context and in particular

with the library of Concordia University. Through this collaboration we will incorporate thousands

of books present in the library that are available in both, hard-copy version and the digital online

version, into a compact virtual library A R  application which can run on any pocket-sized device.

For the purposes of the evaluation of the design of this application a generic 3D book model was

designed using Blender. As previously mentioned, in the deployed application, each book will have

its unique 3D model and texture. To create the generic asset, we used a Blender plugin called

”BookGen” which allows you to create a stack of books on one go. In order to create books of

different thickness, we created the stack with just one book and adjusted the dimensions of that

asset approximately similar to the dimensions of the actual book. Once we had a texture-less book

asset and the original book with us, we scanned the texture of the actual book and mapped it onto

our 3D asset. All  the sides were perfectly mapped on the exterior of the texture-less 3D book asset

that we created, but the middle portion of the book, where we can see the sides of all the pages in
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Figure A.4: Flow chart showing overall workflow of the application
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the book, was still texture-less. An additional image was added with parallel black and white lines

of different thickness to show the density of pages, in the texture mapping to cover that texture-less

surface. This made our 3D book asset recognizable, and even more realistic.

The final 3D asset for the book is then imported into the unity project to be used as one book in

our virtual library. The scanned texture of the actual book with the additional page density image

and the final mapped 3D asset can be seen in Fig. A.5a and Fig. A.5b, respectively.

A.4.4 Creating the Virtual Portal

One of the main goals of the application is to give the users an immersive experience of enjoying

the realistic, life-sized, virtual library while roaming in their physical space. To achieve this we

employed the A R  technology as the users in our application needed to move in their own physical

space. The dilemma was that our library was completely virtual i.e. while exploring the virtual

library, users will not be able to see anything from the real-world. Therefore, at one point or another

in the application, we had to make a transition from being in a completely real-world to a completely

virtual world i.e. our virtual library.

As we wanted to make the application as immersive as possible, transition from the real-world

to the virtual world had to be smooth and seamless. There were several ways to implement this;

one of which was by making the transition from real to virtual world (or the other way around) in a

single cut i.e. very short time. Although this is too simple to implement and does not involve any

heavy computations, it lacks the sense of continuity during the transition since the abrupt change in

all the surrounding environment of the user was not at all smooth and seamless. Instead, another

method was employed: that of fading the virtual environment into the scene while fading out the

real world background. This was smooth, not perfectly seamless but better than the first method

although it too lacked the sense of continuity that we were looking for.

After trying out several other methods, we finally decided to implement and use the Portal Effect

for these transitions. In this method, the user would just have to place the portal in their physical

space anywhere they want and walk right into the virtual library. When the user places the portal, it

will fade in a simple door in his/her physical space through which he/she can simply walk and enter

our virtual library. This method was more GPU intensive but the final effect was very smooth and
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(a) Scanned texture of the actual book

(b) Final 3D asset

Figure A.5: First image (a) shows the scanned texture of the actual book and the second image (b)
shows the final 3D asset of the book used in our virtual library
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Figure A.6: Portal effect from outside of the portal

seamless, and as we were using the state-of-the-art hardware, it didn’t really effect the performance

of the application. Also, as the user had to walk into the virtual library through the life-sized portal

door, just like any other door in the real world, this method added a sense of realism and continuity

to the transition that we were looking for.

To make the illusion of a portal, we had to display only a certain portion of the virtual library.

This would be the only portion of the library which is visible from the user’s point of view if he/she

is looking inside the portal door. This had to be implemented such that the inside of the library

is visible if the user is looking through the door but the normal real-world background should be

visible around the portal door. Furthermore, the user should only be able to go inside the library if

he/she walks through the portal door and not around it. This effect in our application was achieved

using Shaders. For the area through which the user can see the inside of the library, we made the

mask by a plane covering the whole portal door. A  shader was applied to this plane which instructs

the GPU to fill the stencil buffer for the area covered by this mask (plane) by the value of 1 instead

of drawing on the screen. Given the mask, we applied another shader to all the materials of our
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Figure A.7: Portal effect from inside of the portal

library which gave commands to the GPU to only draw the fragments of the library where the value

of the stencil buffer is equal to the value 1. Hence, if the user is outside, the application will only

draw the portions of the library behind the portal door which are only visible through the mask.

Once the user enters the portal, we remove the condition in all the virtual library materials to only

draw where the value of stencil buffer is equal to 1. The application will always draw the virtual

library irrespective of where the user is looking and when the user comes out of the portal, the

condition in all the materials is again invoked to only draw where the value of stencil buffer is equal

to 1. Fig. A.6 shows screenshots of the portal effect, through various angles, from the outside of the

virtual library while Fig. A.7, shows screenshots of the same portal effect, through various angles,

from the inside of the virtual library.

A.5 Methodology

For the evaluation of our application, we conducted a user study with a number of participants.

The user study compared the user experiences of three different methods to retrieve an actual book
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or its PDF version. As previously mentioned one of our main goals was to give our users a real-

istic experience exploring the library at their own convenience and in the platform they are most

familiar with. Since there is barely any other research literature available prior to ours exploring

this concept, or any other similar approach to give users this kind of experience, we compared our

technique of retrieving the book with that of a traditional library, and a simple online type and

search method. We have divided this section in three subsections, one for each step in our study: (a)

pre-test questionnaire, (b) performing book retrieval tasks using different methods, and (c) post-test

questionnaire.

A.5.1 Pre-Test Questionnaire

The main focus of the pre-test questionnaire was to derive the basic information about the de-

mographics of the users, prior experience with AR, their current preference to the method of getting

any book etc. At the beginning of the trial of the application, for every user, we requested that

they fill out this questionnaire and provide us with some of this basic information about them. This

information was vital for our study as it gave us a decent understanding of the crowd that we were

dealing with, especially their familiarity with the A R  technology and how comfortable were they

using it.

A.5.2 Performing Book Retrieval Tasks using Different Methods

We asked the participants to complete three simple tasks for this study: (i) downloading a book’s

PDF version and opening it on a desktop workstation, (ii) finding a book in a traditional library, and

(iii) finding a book in the virtual library using our application.

First Task: Desktop method

In the first task, we gave users a standard desktop and a secure internet connection to browse

on. We gave them the name of a book and asked them to find that particular book on any of the

online libraries, download its PDF version into the hard drive of the system, and finally open that

PDF on the desktop. While most of the users succeeded, several users who were not familiar with

the online libraries or with using desktop computers, struggled a bit to finish this task. For most
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users, this task was too mentally demanding since they had to think a lot while making each and

every click decision. As the task seemed too simple, users were trying to minimize the time and

complete the task as soon as possible. Most of them succeeded, but the ones who couldn’t find the

book after looking into several google searches, they got too stressed out which in turn made their

performance worse.

This task provided the users with an experience of using a Simple Type and Search method to

retrieve the book.

Second Task: Search in Traditional Library

In the second task, we took users to our University’s Library and gave them the name of a book.

Users were then asked to find the book inside this seven-story library building using nothing more

than just the title of the book. They had to use the library’s computer-based search systems, and

signs on the walls to reach a particular section of the library in which the book was shelved. Once

the users reached their desired section they then had to go through all the books in that section and

locate one book that was required in those shelves. As the library consisted of seven floors and

the required book was placed on the fifth floor, this was a lot more physically as well as mentally

intensive task when compared to the first task where the users just had to stay at one place and not

move at all.

This task provided the users with an experience of using a traditional library method to retrieve

the book.

Third Task: Portal to Knowledge

In the third and final task, users finally got to test the A R  application and play around with

it. Similar to the first two tasks, the primary job of the user was to find a book based on a visual

description in the virtual library and open the PDF of that book on the device. Instructions on how

to operate the application and interact with the books inside the virtual library were provided to

the users before hand. Almost all of our users found the application to be more productive and

convenient.

This third task was performed in an open airy space of around 7x10m2 which is equivalent to an
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Figure A.8: Play area used for the user study

average large sized room. We used this large space to give our users more space to roam around, but

our experiments have shown that one can easily perform the same task using our application with a

space as small as 4x4m2. This task provided the users with an experience of using our application to

retrieve the book. Fig. A.8 shows the available physical space (outdoors) that we used to complete

this last step of the user study. This is the area utilized by the users to explore the virtual library and

accomplish this third task.

A.5.3 Post-Test Questionnaire

In the post-test questionnaire, after the users completed all three tasks mentioned above, we

recorded their feedback on locating a book either digitally or physically. In this questionnaire we

included a number of questions for understanding the experience of our users and compare them

amongst each method of retrieving a book. One of the important tests that we included in this ques-

tionnaire was NASA T L X ,  a scale to measure the overall workload of anything based on 6 different

parameters. Using the NASA T L X ,  based on the mental demand, physical demand, temporal de-

mand, effort needed, performance and frustration level, an overall workload can be calculated for
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the three task. On the scale of 1 to 5, we took the feedback for all the above mentioned parameters

for all three tasks from the user. This data helped us calculate the overall workload for all three tasks

and hence compare it with each other.

Apart from these, the questionnaire took feedback on whether the users preferred (or not) our

application over any other method and also if there is anything that can be improved. We also asked

users about the convenience offered by the simple structure and portability of the application. The

questionnaire took some additional information in the form of open questions about where the users

generally faced issues while operating the application. Finally, we asked feedback from all the users

about the overall rate that they would give to our application on a scale of 1 to 5.

A.6 Analysis of Evaluation Results

Filling up the post-test questionnaire was an end to the user study for one user. Once we col-

lected all the data from each and every user, we performed a detailed analysis of the evaluation

results. In this section, we preset an analysis based on various factors. It is mainly categorized

into four different subsections: (a) participants overview, (b) analysis, (c) task load and, (d) user

preferences.

A.6.1 Participants Overview

The user study was conducted amongst 45 participants out of which 20 were female and the

age groups included are from 14 years to 44 years. The majority (64.4%) were from the age group

of 18-34 years. Due to a vast diversity in the group of people that can be the potential users of

this application, all of our participants were selected randomly and had nothing to do with their past

experiences using AR. The participants were evenly spread among avid traditional and online library

users, almost everyone was comfortable with using e-reading material on their mobile devices.

A.6.2 Analysis

ANOVA (α =  0.05) with repeated measures was conducted for different methods of locating

a book which includes our application, traditional library, and type and search. We had mental
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workload, physical workload and the convenience offered by the methods as independent variables

for the test. Using Mauchly’s test, we confirmed that the Sphericity assumption was preserved

during the entire test. We used partial eta squared (ηp ) to report the obtained Effect sizes.

Mental Demand

A  repeated measured analysis of variance (ANOVA) was conducted to evaluate the amount of

mental workload required in accomplishing a single task using our application, the traditional library

approach and the simple type and search approach with a diverse group of participants (N  =  45).

The results of ANOVA showed a statistically significant effect of using different methods on the

mental demand, W ilks′Lambda =  0.67, F (2, 43) =  10.587, p <  0.05, η2 =  0.33. This gives us a

significant evidence of mental workloads being different in each case.

As expected, the mental workload required to accomplish the tasks in the case of our applica-

tion was the least. Followed by the traditional library method and topped by the simple type and

search method. As the task seemed to be really simple when first given to the participants, most of

them made a mental picture of how quick they would be in completing it before even they got on

the internet. While failing to locate the book after making a few searches, a significant number of

participants got frustrated and started to make even more blunders. This compromised their perfor-

mance and increased their stress levels which in turn increased the amount of mental work done to

accomplish the task. Although the difference between type and search, and traditional library is not

very evident, the mental workload for our application is significantly less.

Physical Demand

We performed an ANOVA with repeated measurements test to evaluate the amount of physical

workload required for the same tasks with a diverse group of participants (N  =  45). The results of

ANOVA showed a statistically significant effect of using different methods on the physical demand,

W ilks′Lambda =  0.15, F (2, 43) =  124.518, p <  0.05, η2 =  0.853. This gives us a significant

evidence of physical workloads being different in each case.

Physical workload in case of the traditional library was found to be the highest as compared to

any other technique. This can be attributed to the fact that the library used for this task was seven
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Figure A.9: Left to right: ANOVA results for (a) Mental workload experienced by the participants.
(b) Physical workload experienced by the participants. (c) Convenience offered by different meth-
ods. Error bars in all three figures is +/- 1*Standard Error.

stories tall and participants had no clue on the where-about of the book. They had to roam a lot

inside the library in order to get to the book. While in the case of Type and search, users had almost

no physical workload as they just had to sit on a desktop and browse internet. Hence the physical

workload observed in the case of type and search method was the least. Since users only had to

walk in a small virtual room, in case of our application, the physical workload is not significantly

higher than the type and search.

Convenience

Upon reapplying the ANOVA test with repeated measurements on the convenience offered by

different methods, it showed us that there is an effect of using different methods on the conve-

nience offered by those respective methods, and it is statistically significant. With 45 people in

our survey ( N  =  45), the following results were calculated from ANOVA, W ilks′Lambda =

0.38, F (2, 43) =  34.69, p <  0.05, ηp =  0.617.

Upon taking further detailed feedback, we got some valid reasons that support the above hypoth-

esis. According to majority of the users, as the application was portable and gave them a realistic

experience, it was more convenient for them to just drop a portal and get the book instead of going to

an actual library. While the rest of the users preferred the experience of an actual library and using

the online libraries as they were more accustomed to these socially accepted methods, and also

were quite hesitant towards the change. In Fig. A.9c, we can clearly see that most of the users found

our proposed application and typical type and search methods way more convenient than the

traditional library. Moreover, it can also be seen that the proposed application is almost 10% more

convenient than the type and search.
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A.6.3 Task Load

Evaluations from NASA T L X  showed several differences in the perceptions of various task

loads between the three methods. It also showed the overall mean for those task loads. We per-

formed the repeated measures ANOVA upon all the six factors of NASA T L X  with the following

results:

• Mental Demand: W ilks′Lambda =  0.67, F (2, 43) =  10.587, p <  0.05, η2 =  0.33

• Physical Demand: W ilks′Lambda =  0.15, F (2, 43) =  124.518, p <  0.05, η2 =  0.853

• Temporal Demand: W ilks′Lambda =  0.645, F (2, 43) =  11.850, p <  0.05, η2 =  0.355

• Performance: W ilks′Lambda =  0.546, F (2, 43) =  17.898, p <  0.05, η2 =  0.454

• Effort: W ilks′Lambda =  0.414, F (2, 43) =  30.381, p <  0.05, η2 =  0.0.586

• Frustration: W ilks′Lambda =  0.546, F (2, 43) =  17.898, p <  0.05, η2 =  0.454

Upon examining the task loads of individual methods in Fig. A.10, using a traditional library

revealed a much higher task load in almost all the attributes of NASA T L X  (except mental) than

any of the other two methods. It is indeed peak to peak with the type and search method in the case

of Mental demand. On comparing it with the proposed application, the overall work load for the

application has revealed itself to be much lower (25.5%) than that of the traditional library.

After the first look at the tasks, one would expect for the overall workload of type and search

method to be lower than the proposed application as there was no movement involved and also

comparatively the task was really simple. However, it came out to be much higher than what we

expected. The overall workload for type and search method is 47.6%, which makes it 10.3% higher

than that of the proposed application. Hence, it makes the overall workload for our proposed appli-

cation the least as compared to any of the other two methods.

A.6.4 User Preferences

Fig. A.11 shows that according to most of our users (75.6%), the proposed application is much

better for the navigation inside the library as compared to the traditional library. Due to the smaller
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Figure A.10: Average ratings out of hundred for six different workloads of NASA T L X  question-
naire and the overall workload for each of the three methods

Figure A.11: Navigation in the proposed application as compared to the Traditional Library

walking space and interchangeable sections, the navigation in the virtual library is extremely easy

e.g. (p23: ”As there was only small space to search for the book, it was really easy for me to find

that book. And also I  was able to switch between the sections quickly”). Only a couple of shelves

in one virtual section gives the application it’s easier and faster navigation (p16: ”Easy and faster

navigation”). However, some participants still found it difficult to locate the book suggesting, e.g.

p6: ”Need direction arrow for finding book location”. Participants also reported that the multiple

interchangeable sections made it highly likeable and helpful in the case of large libraries e.g. (p2:

”Its easy to use and can be very helpful for very large libraries”).

Although the majority of our users did not encounter any problems while operating the appli-

cation, some faced the following common issues during the survey: difficulty scanning the surfaces

(reported by 17.8% of users), difficulty keeping the A R  images in view (reported by 17.8% of users)

and most importantly, difficulty using gaze as an input (reported by 22.2% of users).
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Due to the portability of our proposed application e.g. (p7: ”Can be opened anywhere”, p8:

”Library in my pocket”), better navigation e.g. (p15: ”Not much walking but I  get the same ex-

perience”, p38: ”Big time saver with similar experience”) and least overall workload e.g. (p41:

”Similar experience with less effort”), the majority of the participants preferred the proposed ap-

plication over the actual traditional library. The user distribution based on their preference of the

proposed application over the traditional library can be seen in Fig. A.12.

Figure A.12: User preference of the proposed application over the traditional library

Figure A.13: User preference of the proposed application over the type and search

Despite the fact that the type and search is a less physically demanding method, the majority of

our users preferred to have an experience of actually being in the library e.g. (p15: ” I  prefer the

traditional library experience”). Additionally, the interactive aspect e.g. (p37: ”Yes, it is interac-

tive, easy and something different. I  would love to see more of it”) of the application appealed the

users and preferred the proposed application over the type and search method. At the same time,

participants not familiar with using online libraries also preferred the proposed application over type

and search. In Fig. A.13, we can see the distribution of users based on their preferences.

Finally, in Fig. A.14, we show the distribution of users based on their overall rating responses
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Figure A.14: Overall user rating for the proposed application

on a scale of one to five stars; where one being the least favourite and five being the most.

A.7 Conclusion

To sum it all up, in this chapter, we proposed a novel application to provide users with an

experience of visiting an entire library while actually being in a tiny play space using Marker-less

AR. We also investigated various other methods for the same task to draw a comparison between

the proposed method and two other socially accepted methods. A  user study was conducted with

45 participants which revealed various flaws in existing techniques and showed how the proposed

application can bring positive advancements in the ways we explore libraries. NASA T L X  showed

that using a traditional library had the highest workload. Upon further evaluation, we found that

the proposed application had the least overall workload and was the most preferred method by the

participants. The survey also further established that the navigation in the proposed application

is much better than that in the traditional library. Traditional libraries use cumbersome taxonomy

system which is implicitly used for the navigation. The proposed application uses smaller and

contained walking area making the physical workload experienced by the users far less, hence more

than 71% of the participants opted to definitely not prefer the traditional library and switch to using

the proposed application in the future. In the case of the type and search, as our application provided

a realistic library experience at their fingertips, 60% of the participants preferred the application.

107



Overall, the participants gave our application a combined rating of 4.74 out of 5.

For future works, this application will be imported to an immersive A R  platform e.g. Microsoft’s

Hololens. Various additional interaction techniques will be explored in order to improve the interac-

tion. Currently, this application consists of 7800 books, however we are in the process of expanding

the database to our University’s library’s database which houses thousands of books.
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Figure 1: Left: Orientation-based redirection in Virtual Reality (VR) using dynamic-foveated rendering which leverages the
effect of inattentional blindness induced by a cognitive task. The blending (e.g. parallax of green alien) in the transition zone
between the rotated virtual environment (VE) (non-foveal) and the non-rotated VE (foveal) is imperceptible by the users due to
inattentional blindness. Angular gain of the non-foveal zone for the frame shown is at its maximum i.e. 13.5°. Right: The path
walked in physical tracked space (PTS) up to that point is shown in orange color. The corresponding path in the VE is shown
in blue color. The cyan-colored box indicates the 4 ×  4m2 of available PTS and the camera icon inside the box indicates the
location of the user w.r.t. the PTS. Even with room-scale PTS such as the one used, the users were able to walk distances in
the virtual environment (VE) which are up to almost 18 times higher than the longest distance in the PTS; maximum recorded
in experiments was 103.9m.

ACM Reference Format:
Yashas Joshi and Charalambos Poullis. 2020. Dynamic Foveated Rendering
for Redirected Walking in Virtual Reality. In Special Interest Group on Com-
puter Graphics and Interactive Techniques Conference Posters (SIGGRAPH
’20 Posters), August 17, 2020, Virtual Event, USA. ACM, New York, NY,
USA, 2 pages. https://doi.org/10.1145/3388770.3407443

1 INTRODUCTION
In this work we present a novel technique for redirected walking
in VR based on the psychological phenomenon of inattentional
blindness. Based on the user’s visual fixation points we divide the
user’s field of view (FoV) into zones. Spatially-varying rotations are
then applied according to the zone’s importance and are rendered
using foveated rendering. Our technique is real-time and applica-
ble to small and large physical spaces. Furthermore, the proposed
technique does not require the use of stimulated saccades [Sun et

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
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© 2020 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-7973-1/20/08.
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al. 2018] but rather takes advantage of naturally occurring major
and minor saccades and blinks to perform a complete refresh of
the framebuffer. We performed extensive testing with the analysis
of the results presented from three user studies conducted for the
evaluation. Results show that the proposed technique is indeed
viable and users were able to walk straight for more than 100m in
VE within the confines of 4x4m2 of PTS.

2 TECHNICAL OVERVIEW
A blended render of the VE is shown to the user with the help of
two co-located cameras, Camfoveal and Camnon−foveal. Based on
the results from our first user study, we have determined that the
FoV for Camfoveal is δ =  60°, and the rotation angle applied to the
VE and rendered from Camnon−foveal is 13.5° > θ > 0°. For making a
smooth transition from foveal to non-foveal zones, a circular
alpha mask with smooth boundaries corresponding to δ =  60° is
applied on the rendered image of Camfoveal, and the inverse of the
same mask is applied on the rendered image of Camnon−foveal.
Smoothing the boundaries results in a transition zone between
foveal and non-foveal zones. The resulting masked renders are then
composited into a final render displayed to the user (Fig.1 Left). A
safety reset mechanism is also added for ensuring the user does not
collide with objects in the PTS. In such cases, this prompts the user
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Figure 2: Left: Screen capture of the game for final user study. Steer-to-center algorithm was used for redirection. Right: ANOVA
results for number of resets and distance traveled. Confidence interval =  95%

to turn in-situ by 180° while the VE is rotated by the same amount
in the opposite direction. As demonstrated by the results from the
subsequent two user studies, #2 and #3, the users fail to perceive
any visual distractions or artifacts in the final composite render
as they are preoccupied with a significant cognitive task on hand;
which is almost always the case in VR applications.

The proposed system was developed using Unity3D game engine
and the hardware used for its evaluation was HTC Vive Pro Eye
HMD with integrated Tobii Eye Tracker. Using dynamic foveated
rendering supported by NVIDIA RTX 2080Ti graphics card enables
real-time performance. The pixels in the foveal zone are rendered
at a higher resolution (1:1 sampling), in the transition zone at a
medium resolution (4:1 sampling) and in the non-foveal (Peripheral)
zone at a lower resolution (16:1 sampling).

3 EVALUATION
We performed 3 user studies for the evaluation. In user study #1
we determined the maximum rotation angle for the peripheral
zone (13.5°) and FoV of the foveal zone (60°); in user study #2 we
confirmed the results of the first #1; in user study #3 we assessed
the eficacy of redirected walking using the proposed technique in
a room-scale PTS of 4x4m2 within the context of a custom designed
first person shooter game (Fig. 2 left) which contained long straight
walks. Fig. 1 show examples of the physical (orange) and virtual
(blue) paths for a user during the final study. The cyan colored box
indicates the PTS and the camera icon in it corresponds to the user’s
position. As shown the user covered a distance of 54.2m almost in a
straight line to reach the final goal. Furthermore, we compared the
number of resets required for each user to reach their goal with and
without using redirection as shown in Fig. 2. We also performed
Kennedy’s simulator sickness test after each study which showed
an insignificant impact on the sickness experienced amongst the
participants.

Furthermore, a one-way between groups ANOVA (α =0.05) with
repeated measureswas performed post userstudy #3 to compare the
effects of with and without redirection on the dependent variables:
(a) number of resets, (b) distance traveled in PTS, and (c) total time
taken. These variables passed Levene’s homogeneity test. Partial
eta squared (η2

p) is used to report the obtained effect sizes for each
variable.

ANOVA showed a statistically significant difference between
the number of resets when the game was played with and without
using redirection (F (1, 48) =  375.710, p<0.001) with η2

p= 0.887.
Nonetheless, these results also showed a statistically insignificant
effect of redirection on distance travelled (F (1, 48) =  0.384, p>0.05;
η2

p= 0.008) and total time taken (F (1, 48) =  1.001, p>0.05; η2
p =

0.020). The η2
p values shows that 88.7% of the variability in the

required number of resets is accounted for by our independent
variable i.e redirection. However, the effects on distance travelled
and total time taken remain negligible. The results from this test
can be seen in Fig. 2.

Moreover, the analysis of the results from the final study showed
that the system applied an average of 1547.55° (SD =  152.26°) of
absolute angular gain to each participant’s orientation during the
entire test. An average of 3.15° of absolute angular gain was applied
per redirection with an average of 1.73 redirections/s. As the partic-
ipants were cognitively preoccupied with the task in the game, they
were unaware of the angular gain occurring. In a post-study
ques-tionnaire, one participant stated, "I felt like walking straight
and was completely unaware of my actual movements". All
evaluation details can be found in [Joshi and Poullis 2020].

4 CONCLUSION
In this work we presented a rotation-based redirection technique
using dynamic foveated rendering which uses natural visual sup-
pressions such as eye blinks and saccades (without any artificial
stimuli) to make subtle rotations to the VE and leverages the ef-
fect of inattentional blindness induced by a cognitive task at hand.
We conducted three user studies which confirmed the eficacy of
the proposed technique in VR applications in which the cognitive
workload on the user is moderate/high. It also confirmed that the
technique can handle long straight walks which can be useful for
applications such as immersive games, training simulations, etc.
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Appendix D

Supplementary Material:

Enabling Saccadic Redirection Through

Real-time Saccade Prediction

Figure D.1 shows the system overview for our redirected walking system.

Figure D.1: Technical Overview. SaccadeNet performs in real-time and predicts saccades. During
a predicted saccade, we adjust the V E  according to where the user must be redirected.
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Figure D.2 shows the experimental setup used for the user studies.

Figure D.2: Experimental setup for the final study, 3.5x3.5m2 of PTS

Application for User study #1: Correlation of head and eye directions,

and User study #2: Data collection

We developed an immersive V R  experience to examine the correlation between head and eye ro-

tations. The application portrays an open sky environment to eliminate any directional cues. Figure

D.3 shows a screenshot from the application used in this first user study, showing the participant’s

view with two targets appearing in the open environment.

Figure D.4 shows the heatmaps for the 12 participants generated from the gaze data collected

during the user study for a thorough analysis of the users’ distribution of fixation points. A  Gaussian

filter was applied to smooth the heatmaps. The different colours indicate the average time spent by

the users fixating around any particular region of the viewport. This time increases as the colours

shift from navy blue to dark red. Furthermore, we marked the bounding boxes on each heatmap

to quantify this region of average gaze. The corner points for all bounding boxes were plotted on

a single graph to find the smallest enclosing ellipse. Gartner and Schoenherr’s smallest enclosing
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Figure D.3: User’s perspective during the user study #1. Floating enemy targets in random direc-
tions are circled red, and the shooting weapon can be seen in the bottom right corner.

ellipse algorithm was then applied to determine the smallest ellipse that encloses all these points.

Gaze data for 12 participants is plotted as heatmaps for a thorough analysis of the users’ distri-

bution of fixation points. A  Gaussian filter was applied to smooth the heatmaps and bounding boxes

were generated. The corner points for all bounding boxes were plotted on a single graph to find the

smallest enclosing ellipse. Gartner and Schoenherr’s smallest enclosing ellipse algorithm was then

applied to determine the smallest ellipse that encloses all these points.

Application for User study #3: Performance Evaluation of the Proposed

Redirected Walking Technique

The main objective in this immersive game is for the user to collect three crystals from the ruins

of the ancient abandoned arena. To achieve this, the participants have to walk from their initial

spawn position to several predefined locations in the virtual environment (VE) marked by glowing

crystals. Figure D.5b shows one of these crystals. Participants were given a quick tutorial at the

beginning of the experience on the various interactions with the magical staff attached to their hand-

held controller. Using the staff, one can cast several magical spells such as a lightning bolt or a

magic missile and make power strikes with melee attacks. Upon completing the tutorial, the first

crystal and the location of the second crystal are revealed. Each of these crystals unlocks a new
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Figure D.4: Heatmap for each participant in the first user study

magical power. For example, the power for throwing lightning bolts from the staff is unlocked with

the first crystal.

When walking towards the second destination, tiny dragons spawned far away flew to a random
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position in a predefined orbital pattern around the character. They also make sound effects while

flying as an additional audio cue. Figures D.5a, D.5b, D.5c, D.5d show screen captures of a par-

ticipant’s perspective during the experiments. Participants were directed to zap these dragons using

their newly gained lightning bolt power triggered by a button on the Vive controller.

The immersive V R  experience was designed to evaluate the redirected walking system. It in-

volves a moderate cognitive task that causes repeated head rotations to eliminate the dragons, which

means a higher probability of saccades occurring, therefore more redirections. Furthermore, the

shortest straight distance to the second destination in the V E  (38m) is multiple magnitudes larger

than the longest possible straight distance in the PTS. The cyan-coloured box in Figure D.6 indi-

cates the physical tracked space, while the grey and yellow lines indicate the physical and virtual

paths taken by the user during the final experiments, respectively.

Upon reaching the destination and collecting the second crystal, redirection is toggled off, and

the power strike is unlocked with increased melee damage to defeat swamp crawlers. (Figure D.5d).

Defeating the herd of crawlers revealed the third and final crystal, unlocking an ability to shoot mag-

ical missiles. Grabbing the final crystal awakens the airborne mother dragon that spits fire, Figure

D.7. The magical missiles were then used to destroy her before teleporting out of the forbidden

island. Figure D.5a shows the abandoned arena depicted by the application, and Figure D.1 shows

the technical overview of the proposed redirected walking system.
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(a) (b)

(c) (d)

Figure D.5: (a) Virtual environment used during the evaluation of the proposed RDW technique. (b)
Directional indicators (glowing crystals) reveal the next destination, one at a time. (c) User’s
perspective of dragon enemies and the mystical staff. (d) Swamp crawlers

Figure D.6: Physical and virtual paths taken by a user during evaluation. The current statistics are
shown on the top right. Cyan-coloured box indicates the 3.5 ×  3.5m2 PTS, while physical and
virtual paths are marked with gray and yellow, respectively.
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Figure D.7: Final User Study: Giant mother dragon before escaping the mysterious island
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